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Abstract 18 

The assessment of wind energy potential at sites of interest requires reliable estimates of the 19 

statistical characteristics of wind speed. A probability density function (pdf) is usually fitted to 20 

short-term observed local wind speed data. It is common for wind speed data to present bimodal 21 

distributions for which conventional one-component pdfs are not appropriate. Mixture 22 

distributions represent an appropriate alternative to model such wind speed data. Homogeneous 23 

mixture distributions remain rarely used in the field of wind energy assessment while 24 

heterogeneous mixture models have only been developed recently. The present work aims to 25 

investigate the potential of homogeneous and heterogeneous mixture distributions to model wind 26 

speed data in a northern environment. A total of ten two-component mixture models including 27 

mixtures of gamma, Weibull, Gumbel and truncated normal are evaluated in the present study. 28 

The estimation of the parameter of the mixture models are obtained with the least-squares (LS) 29 

and the maximum likelihood (ML) methods. The optimization of the objective functions related 30 

to these estimation methods is carried out with a genetic algorithm that is more adapted to 31 

mixture distributions. The case study of the province of Québec (Canada), a Northern region 32 

with an enormous potential for wind energy production, is investigated in the present work. A 33 

total of 83 stations with long data records and providing a good coverage of the territory of the 34 

province are selected. To identify the most appropriate one-component distribution for the 35 

selected stations, the newly proposed method of L-moment ratio diagram (MRD) is used. The 36 

advantages of this approach are that it is simple to apply and it allows an easy comparison of the 37 

fit of several pdfs for several stations on a single diagram. One-component distributions are 38 

compared with the selected mixture distributions based on model selection criteria. Results show 39 

that mixture distributions often provide better fit than conventional one-component distributions 40 
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for the study area. It was also observed that the ML method outperforms the LS method and that 41 

the mixture model combining two Gumbel distributions using ML is the overall best model. 42 

Keywords: wind speed distribution; moment ratio diagram; homogeneous mixture distribution; 43 

heterogeneous mixture distribution; probability density function; model selection criteria; kappa 44 

distribution.  45 
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Nomenclature 46 

pdf  probability density function 47 

cdf  cumulative distribution function 48 

( )f   probability density function 49 

iP   cumulative empirical probability for the ith wind speed class interval 50 

ip   relative frequency for the ith wind speed class interval 51 

ˆ
iF   estimated cumulative probability for the ith wind speed class interval 52 

( )F   cumulative distribution function 53 

1( )F 
  inverse of a given cumulative distribution function 54 

ω  mixing weight in two-component mixture distributions 55 

θ  distribution parameters vector 56 

W  Weibull probability distribution 57 

E  Gumbel or extreme value type I probability distribution 58 

G  gamma probability distribution 59 

GEV  generalized extreme value probability distribution 60 

GG  generalized gamma probability distribution 61 

KAP  kappa probability distribution 62 

LN  lognormal distribution 63 

P3  Pearson type III distribution 64 

ML  maximum likelihood 65 

MM  method of moments 66 

LS  method of least-square 67 

MWW  mixture of two 2-parameter Weibull 68 

MWTN  mixture of Weibull and singly truncated from below normal 69 

MGW   mixture of gamma and Weibull 70 

MGG  mixture of two gamma 71 

MGTN  mixture of gamma and singly truncated from below normal 72 

MGE  mixture of gamma and Gumbel 73 

MEE  mixture of Gumbel and Gumbel 74 
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METN  mixture of Gumbel and singly truncated from below normal 75 

MTNTN mixture of two singly truncated from below normal 76 

n  number of wind speed observations in a series of wind speed observations  77 

N  number of class intervals 78 

2

pR  coefficient of determination giving the degree of fit between the estimated relative 79 

frequencies of the theoretical pdf and the empirical relative frequencies of the 80 

histogram of wind speed. 81 

2

FR  coefficient of determination giving the degree of fit between the theoretical cdf 82 

and the empirical cumulative probabilities of the histogram of wind speed. 83 

RMSE  root mean square error of the predicted relative frequencies 84 

KS  Kolmogorov-Smirnov test statistic 85 

2   Chi-square test statistic 86 

v   wind speed 87 

, ,p r sM   probability weighted moment of order p, r, s 88 

1r    rth L-moment 89 

1r   rth sample L-moment  90 

r   rth L-moment ratio 91 

rt   rth sample L-moments ratio 92 

r   rth probability weighted moment where 
1,r,0M  93 

rb   unbiased estimator of rB  94 

 95 

  96 
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1. Introduction 97 

The assessment of wind energy potential at sites of interest requires the estimation of the 98 

distribution of observed local wind speed data. For this purpose, a probability density function 99 

(pdf) is usually fit to short-term wind speed data (typically 1 hour). Selecting a PDF that 100 

correctly characterizes the wind speed distribution is crucial for reducing uncertainties in wind 101 

energy production estimates. The Weibull (W) is the most widely used and accepted distribution 102 

for the estimation of wind energy potential (Archer and Jacobson, 2003; Celik, 2003; Akpinar 103 

and Akpinar, 2005; Ahmed Shata and Hanitsch, 2006; Acker et al., 2007; Ayodele et al., 2012; 104 

Irwanto et al., 2014; Petković et al., 2014; Carrasco-Díaz et al., 2015; Dabbaghiyan et al., 2016; 105 

Yip et al., 2016). Its popularity can be attributed to its flexibility, simplicity and the fact that its 106 

parameters are easy to estimate (Tuller and Brett, 1983). However, W does not allow describing 107 

all encountered wind regimes in nature (Carta et al., 2008; Ouarda et al., 2015). 108 

Several other distributions have been proposed in the literature for the assessment of wind 109 

energy: the gamma (G), generalized gamma (GG), inverse gamma (IG), inverse gaussian (IGA), 110 

lognormal (LN), logistic (L), log-logistic (LL), Gumbel (E), generalized extreme value (GEV), 111 

three-parameter beta (B), Pearson type III (P3), log-Pearson type III (LP3), Burr (BR), Erlang 112 

(ER), Johnson SB, kappa (KAP) and Wakeby (WA) (Carta et al., 2009; Zhou et al., 2010; Lo 113 

Brano et al., 2011; Morgan et al., 2011; Masseran et al., 2012; Soukissian, 2013; Jung et al., 114 

2017). 115 

The identification of the statistical model that provides the best fit to the data represents a 116 

challenge. Traditionally, the fit was assessed using goodness-of-fit statistics and histograms of 117 

observed wind speed plotted together with candidate theoretical distributions. Recently, Ouarda 118 
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et al. (2016) proposed the method of moment ratio diagram (MRD) for the selection of 119 

theoretical distributions. MRDs are commonly used in a number of fields for distribution 120 

assessment and parameter estimation (El Adlouni and Ouarda, 2007; Seckin et al., 2011), but 121 

were never applied to wind speed modeling. 122 

With this approach, all possible values of the standardized kurtosis and the standardized 123 

skewness of the candidate distributions are usually plotted on a same graph. The sample 124 

moments of the observed data at the stations of interest are then estimated from the observations 125 

and plotted on the same graph. The selection of the appropriate distribution to fit the data sample 126 

is made based on the position of the sample moments in the graph. The advantage of using this 127 

approach is that it allows an easy comparison of the fit of several pdfs on a single graph. The 128 

approach allows also the analysis of the fit of data from several stations on the same graph. 129 

Hosking (1990) introduced the MRD using L-moment ratios instead of the conventional moment 130 

ratios. The theoretical advantages of L-moments over conventional moments are that they are 131 

able to characterize a wider range of distributions, they are more robust to the presence of 132 

outliers in the data when estimated from a sample, and are less subject to bias in the estimation 133 

(Hosking and Wallis, 1997). Ouarda et al. (2016) applied conventional MRD and L-moment 134 

MRD to wind speed data and concluded that L-moment MRD provide results that are more 135 

coherent with goodness-of-fit statistics and should be preferred over the conventional MRD. This 136 

conclusion was also obtained in other studies dealing with hydrologic data (Hosking, 1990; El 137 

Adlouni and Ouarda, 2007). 138 

It has been shown in several studies that it is frequent for wind speed data to present 139 

distributions with bimodal regimes (Jaramillo and Borja, 2004; Shin et al., 2016; Soukissian and 140 

Karathanasi, 2017; Jung and Schindler, 2017; Mazzeo et al., 2018). In these cases, conventional 141 
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pdfs are not suitable for modelling such distributions. To cope with such regimes, mixture 142 

distributions, defined as linear combinations of different distributions, were proposed by a 143 

number of authors (Carta et al., 2009; Ouarda et al., 2015; Shin et al., 2016). Proposed mixture 144 

models in the literature include mixtures of two Weibull distributions (Carta and Ramirez, 2007; 145 

Akpinar and Akpinar, 2009), two normal distributions (Jaramillo and Borja, 2004), singly 146 

truncated normal and Weibull distributions (Carta and Ramirez, 2007; Akpinar and Akpinar, 147 

2009), two singly truncated normal distributions (Mazzeo et al., 2018; Chang, 2011), gamma and 148 

Weibull (Chang, 2011), Weibull and Gumbel distributions (Shin et al., 2016) and singly 149 

truncated normal and GEV distributions (Kollu et al., 2012). Homogeneous (the two components 150 

represent the same distribution) and heterogeneous (the two components represent two different 151 

distributions) mixture models are flexible and can provide good fit to bimodal regimes as well as 152 

unimodal regimes (Carta and Ramirez, 2007; Shin et al., 2016). Their use is gaining increasing 153 

popularity in the field of wind energy assessment and modeling. 154 

Wind energy assessment and mapping studies remain relatively limited in Nordic 155 

environments. The case study of the province of Québec, Canada, is used in the present work to 156 

evaluate the suitability of homogeneous and heterogeneous mixture distributions for fitting wind 157 

speed data. Ten different mixture distribution models mixing W, G, E and truncated Normal are 158 

fitted to the wind speed at the stations of the study area. The choice of distribution functions used 159 

in mixture models is based on previous studies (e.g. Shin et al., 2016) as well as the asymptotic 160 

behavior of the tails of the distributions considered (El Adlouni et al., 2008), although the focus 161 

is not only on extreme wind speeds for energy generation. A large number of meteorological 162 

stations distributed all across the province are used for this objective. The province of Québec 163 

represents a region with an enormous undeveloped potential for wind energy production. A very 164 
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limited number of studies evaluated the potential for wind energy in the province of Québec. In 165 

all these studies, only W was used (Ilinca et al., 2003; HE&AWS, 2005) except for a limited 166 

scope study where only two stations were explored (Ouarda and Charron, 2018). The method of 167 

the L-moment ratio diagram is also applied for evaluating the adequacy to the data of a selection 168 

of one-component distributions commonly used to model wind speed data. Note that, in their 169 

current state, MRD cannot be used to represent mixture distributions and thus, only one-170 

component distributions are represented in these diagrams. Two-component homogenous and 171 

heterogeneous mixture distribution functions combining G, E, singly truncated normal (TN) and 172 

W as well as one-component W and KAP were fitted to the wind speed data of the study area. 173 

Validation of goodness-of-fit was made using criteria commonly used in the field of wind energy 174 

assessment. The results of the analysis are illustrated for a selection of 10 stations representing 175 

the study area. These stations provide a good illustration of the range of behaviors of wind speed 176 

distributions in the province of Québec. 177 

The paper is organized as follows: Section 2 presents the theoretical background on L-178 

moment ratio diagrams, one component probability distributions and mixture models. Section 3 179 

presents the methodology of the study, including the representation of pdfs in MRDs, the 180 

estimation of distribution parameters and the model evaluation criteria. The case study dealing 181 

with wind speed data in the province of Quebec is presented in Section 4. The results are 182 

presented in Section 5, and the conclusions and future research directions are finally discussed in 183 

section 6 of the paper. 184 

 185 

2. Theoretical background 186 
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2.1. L-moment ratio diagrams 187 

L-moments introduced by Hosking (1990) represent an alternative to the conventional 188 

moments for the characterization of the shapes of probability distributions. The advantages of L-189 

moments over conventional moments are that they are able to characterize a wider range of 190 

distributions, are more robust to the presence of outliers in the data and are less subject to bias in 191 

estimation (Hosking, 1990). For a given random variable X with a cumulative distribution 192 

function ( )F X , the probability weighted moments (PWMs) are defined by (Greenwood et al., 193 

1979): 194 

, , E[ { ( )} {1 ( ) }]p r s

p r sM X F X F X  .        (1) 195 

A useful special case of the PWM used in the definition of L-moments is given by: 196 

1

1, ,0
0

E[ { ( )} ] ( )r r

r rM X F X x u u du            (2) 197 

where ( )x u  is the quantile function of X. The L-moments of X are defined by (Hosking, 1990): 198 

1 ,

0

r

r r k k

k

p 





 , 0,1,2,...r           (3) 199 

where  200 

*

, ( 1)r k

r k

r r k
p

k k


  

    
  

 .         (4) 201 

L-moments are directly interpretable as measures of the shape of distributions. The 202 

dimensionless versions of the L-moments, the L-variation, L-skewness and L-kurtosis, are 203 

respectively given by: 204 
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2 2 1

3 3 2

4 4 2

/

/

/

  

  

  







.           (5) 205 

An important property makes the L-moments especially useful for the assessment of the 206 

goodness-of-fit with MRD: if the mean of the distribution exists, then all L-moments exist and 207 

the L-moments uniquely define the distribution (Hosking, 1997). L-moment ratios 4  vs. 3  in 208 

Eq. (5) are usually plotted in MRD for the assessment of the goodness-of-fit. A distribution 209 

function with one shape parameter, two shape parameters, or three or more shape parameters, is 210 

respectively represented as a point, a curve or an area in the MRD. The pdfs that are represented 211 

on the MRD of this study are given in Table 1 with their domain and number of parameters. 212 

For a given data sample, the estimated values of the L-moment ratios can be obtained. 213 

Sample L-moment ratios are then plotted on the MRD to evaluate the adequacy of the pdfs 214 

represented in the MRD to the data samples. For an ordered sample of size n, 1 2 nx x x   , 215 

the sample L-moments are defined by: 216 

1 ,

0

, 0,1,..., 1
r

r r k k

k

p b r n





           (6) 217 

where  218 

1

1

1

1 1n

r j

j r

n j
b n x

r r





 

    
    

   
 .        (7) 219 

The sample L-moment ratios analogous to the L-moment ratios in Eq. (5) are defined by: 220 
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2 2 1

3 3 2

4 4 2

/

/

/

t

t

t







.           (8) 221 

2.2. One-component probability distributions 222 

In this study, the whole range of distributions commonly considered in wind energy 223 

assessment and modeling were examined using MRD. The one-component W and KAP were 224 

identified as the only one-component probability distributions which provide a good fit to the 225 

wind speed data. Their pdfs were fitted to the wind speed data of the case study. W is the most 226 

used and recognized pdf for analysis of wind speed data. The pdf of W is given by: 227 

 
1

W exp

k k
k x x

f x
  

     
     

     
        (9) 228 

where 0x  , 0   is a scale parameter and k is a shape parameter. The cumulative distribution 229 

function (cdf) of W is given by: 230 

 W 1 exp

k
x

F x


  
    

   
.         (10) 231 

KAP, introduced by Hosking (1994) is a four-parameter distribution that includes the generalized 232 

logistic, the GEV, and the generalized Pareto distributions as special case. KAP was shown to 233 

lead to very good fit to wind speed data in previous studies (Shin et al., 2016; Jung et al., 2017). 234 

The pdf of the KAP is given by: 235 

1 1/ 1 1

KAP KAP( ; , , , ) [1 ( ) / ] [ ( )]k hf x k h k x F x               (11) 236 

and the cdf of KAP is given by:  237 
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1/ 1/

KAP ( ; , , , ) (1 (1 ( ) / ) )k hF x k h h k x             (12) 238 

where   is a location parameter,   is a scale parameter, h and k are shape parameters. 239 

2.3 Singly truncated from below distributions 240 

The singly truncated from below normal (TN) distribution is often adopted instead of the 241 

conventional normal distribution in models for wind speed data (Carta et al., 2009). The reason is 242 

that N allows negative values of wind speed which is not possible. Truncated distributions are 243 

used to restrict the domain of the distributions. The truncation of the tails of the distribution was 244 

also shown in previous studies to be robust to extreme observations in the sample and to lead to 245 

improved estimates of the distribution moments, parameters and quantiles (see for instance Ouarda 246 

and Ashkar, 1998). In the context wind speed modeling, the restriction 0x   is applied. TN has 247 

also the advantage over W of been able to represent calm frequencies as it is defined for 0x  . 248 

However, adding a constraint to the Normal support makes the inference more complex when 249 

other distributions are considered. If N ( ; , )F x    and N ( ; , )f x    are the cdf and pdf of the 250 

normal distribution, the pdf and cdf of the TN are defined by: 251 

TN N

0

1
( ; , ) ( ; , )

( , )
f x f x

I
   

 
 ,        (13) 252 

N N
TN N

0
0 0

( ; , ) (0; , )1
( ; , ) ( ; , )

( , ) ( , )

x F x F
F x f x

I I

   
   

   


      (14) 253 

where 0x   and the function 
0 N N

0
( , ) ( ; , ) 1 (0; , )I f x F     



    ensures that the integral 254 

of the pdf of TN is equal to one. Similarly, the truncated pdf and cdf of E can also be obtained by 255 

using Eq. (13) and (14) and replacing N ( ; , )f x    by E ( ; , )f x   . 256 



14 

 

2.4. Mixture probability distributions 257 

Mixture distributions are defined as linear combinations of two or several distributions. 258 

For a mixed distribution with d components, the pdf is given by: 259 

1

( ; , ) ( ; )
d

i i i

i

f v f v   


 .          (15) 260 

where i  are the parameters of the ith distribution, ( ; )i if v   are independently distributed ith 261 

components and ωi are mixing parameters such that 
1

1
d

i

i




 . In the case of a two-component 262 

mixture distribution, the mixture density function is then: 263 

1 2 1 1 2 2( ; , , ) ( ; ) (1 ) ( ; )f v f v f v         .       (16) 264 

where 0 1   is the mixing weight, and 1  and 2  are vectors of parameters for the first and 265 

second component of the distribution. 266 

Similarly to the previous study of Shin et al. (2016), the G, W, E, and TN distributions 267 

were adopted as density components of mixture distributions. In all, 10 mixture distributions are 268 

obtained with the combination of the different components considered and are denoted by: 269 

MGW, MGE, MGTN, MWW, MWE, MWTN, MEE, MEN and MTNTN. The pdfs of these 270 

mixture models are presented in Table 2. 271 

 272 

3. Methodology 273 

3.1. Representation of the pdfs in MRD 274 



15 

 

In this section we explain how selected pdfs in Table 1 are represented in the MRD. The 275 

distribution E, having no shape parameter, is defined by a dot on the MRD. Distributions E, 276 

GEV, W, P3 and G have a single shape parameter, and plot as a line in the MRD. For the 277 

previous distributions, polynomial approximations of 4  as function of 3  are available in 278 

Hosking and Wallis (1997) and are used to plot the lines corresponding to these distributions in 279 

the MRD. Distributions GG, LP3 and KAP having two shape parameters define areas in the 280 

MRD and bounds of these areas are represented in the MRD. Analytical expressions of these 281 

bounds are generally not available. In that case, the following numerical method is applied: For a 282 

given pdf with two shape parameters h and k, a position parameter μ and/or a scale parameter α, 283 

parameters h and k are varied over a large range within the feasibility domain of the given pdf 284 

and with small intervals ( 1 2 1 2, , , ; , , ,n mh h h h k k k k  ). Parameters μ and α are given 285 

arbitrary values because they are independent of L-moment ratios 3  and 4 .  For each generated 286 

pair of values ( ,i jh k ), the corresponding pairs of moment ratios (
3, , 4, ,,i j i j  ) are computed and 287 

are plotted on the L-moment ratio diagram. Afterwards, the contours of the regions defined by 288 

these points are defined.  289 

For KAP, the expressions of L-moment ratios 3  and 4  as a function of its distribution 290 

parameters are given in Hosking and Wallis (1997). Explicit expressions of L-moments as a 291 

function of the distribution parameters of the GG and LP3 are not available. In this case,
 1B , 2B  292 

and 3B  are estimated by numerically integrating the distribution in Eq. (2) and 2  3  and 4  are 293 

obtained using Eq. (5). 294 

3.2. Parameter estimation  295 
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Parameters of the W are estimated in the present work with the method of moments 296 

(MM). Parameters of KAP are estimated here with the method of L-moments (Hosking, 1997). 297 

Algorithm for this method can be found in Hosking (1996). 298 

The parameters of the mixture distributions are commonly estimated with the least-square 299 

(LS) method (Carta and Ramirez, 2007; Shin et al., 2016; Jung and Schindler, 2017) and the 300 

maximum likelihood (ML) method (Carta et al., 2009; Shin et al., 2016). The least-squares are 301 

defined by:  302 

2

max,

1

( | )
N

i i

i

SSE P F v 


             (17) 303 

where iP  is the cumulative empirical probability of the ith group, 
max,iv  is the maximum wind 304 

speed of the ith group and   is a parameter vector. Observed wind speed data are arranged into 305 

N class intervals 1 1 2 1[0, ),[ , ),...,[ , ]N Nv v v v v . Relative frequencies ip  are computed for each class 306 

interval and 
1

i

i j

j

P p


  is the cumulative empirical probability at the ith class. 307 

The maximum likelihood method was applied on observed wind speeds. It is proposed 308 

here to use the maximum likelihood with the class interval approach. Given an underlying 309 

distribution ( ; )f x   for the wind speed, the likelihood is given by (Carter et al., 1971): 310 

1

( ) i

N
n
i

i

L C p


            (18) 311 

where 
1

! !
N

ii
C n n


   and in  is the number of observations in the ith class interval. It is 312 

generally more convenient to optimize the log-likelihood given by: 313 
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1

log ( ) log( ) log
N

i i

i

L C n p


  .        (19) 314 

To optimize the least-squares function in Eq. (17) and the log-likelihood function in Eq. 315 

(19), a genetic algorithm (GA) is used. GA has been used in different fields for the optimization 316 

of a given objective function (Hassanzadeh et al., 2011). A particularity of GA which makes it 317 

attractive for solving the problem associated to the estimation of the parameters of mixture 318 

distributions is that it does not require defining initial values for the parameters, which is difficult 319 

in the case of mixture distributions (Ouarda et al., 2015). 320 

The approaches presented here for parameter estimation are sensitive to the discretization 321 

interval selection. The intervals should have small extent but also contain enough observations, 322 

which is not possible especially for small sample sizes. The choice of intervals depends also on 323 

the sensitivity of the anemometer. For less precise anemometers, it is not possible to use very 324 

fine intervals. 325 

3.3. Validation 326 

The chi-square test statistic (
2 ), the coefficient of determination (

2R ), the RMSE and 327 

the Kolmogorov-Smirnov test statistic (KS) are used for the validation of the goodness-of-fit of 328 

the different models. These criteria are frequently used for the evaluation of the goodness-of-fit 329 

(Ouarda et al., 2016). Before the computation of the statistics, wind speed data are arranged in N 330 

class intervals and relative frequencies ip  are computed at each class interval.  331 

Two indices are used to define 
2R . The first index is defined by: 332 
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2

2 1

2

1

ˆ( )
1

( )

N

i ji
F N

ii

P F
R

P P






 






         (20) 333 

where ˆ
iF
 
is the predicted cumulative probability of the theoretical distribution at the ith class 334 

interval, 
1

i

i j

j

P p


  is the empirical cumulative probability at the ith class interval and 335 

1

1 N

ii
P P

N 
  . The second index is defined by: 336 

2

2 1

2

1

ˆ( )
1

( )

N

i ii
p N

ii

p p
R

p p






 






         (21)

 

337 

where 1
ˆ ( ) ( )i i ip F v F v    is the estimated probability at the ith class interval, 1iv   and iv  are the 338 

lower and upper limits of the ith class interval and 
1

1 N

ii
p p

N 
  . 339 

The RMSE is a measure of the error in the estimation of the relative frequencies and is 340 

given by: 341 
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The 
2  test statistic is a measure the adequacy of a given theoretical distribution to a data 343 

sample and is expressed as: 344 
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where iO  is the observed frequency in the ith class interval and iE  is the expected frequency in 346 

the ith class interval. When iE  for a given class interval is very small, it is combined with the 347 

adjacent class interval in order to avoid the situation where iE  has an excessive weight. The KS 348 

statistic corresponds to the largest difference between the predicted and the observed distribution 349 

and is given by: 350 

1

ˆmax i i
i N

D P F
 

  .          (24) 351 

A lower value of 2 , RMSE or KS, and a higher value of 
2R  indicate a better fit. 352 

 353 

4. Nordic environment case study 354 

4.1. Region of study 355 

The province of Quebec (Canada) covers a territory of over 1.5 million km
2
 and has an 356 

enormous potential for wind energy production. In a study commended by the government of 357 

Quebec, it was concluded that the exploitable potential in Quebec is close to 4 000 000 MW 358 

(HE&AWS, 2005). The majority of energy production in Quebec comes traditionally from 359 

hydroelectricity (Barbet et al., 2006). Because of the large existing and potential hydroelectric 360 

resources, the development of other renewable sources of energy has been considerably delayed. 361 

Nevertheless, an increasing interest for renewable energy and especially for wind energy 362 

harvesting is observed recently. The government of Quebec requested in its new energy policy to 363 

support the development of new wind farm projects on the territory (Gouvernement du Québec, 364 
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2016). Wind generation is nowadays considered as a viable alternative for energy supply in 365 

remote rural areas, especially in the Northern regions. 366 

A very limited number of studies dealt with modeling wind speed and assessing the wind 367 

energy resources in the province of Quebec (Ilinca et al., 2003; HE&AWS, 2005; Hundecha et 368 

al., 2008). Ilinca et al. (2003) and HE&AWS (2005) evaluated the potential for wind energy in 369 

the province based solely on the W distribution. Hundecha et al. (2008) studied the changes in 370 

the annual maximum 10-m wind speed in and around the Gulf of St. Lawrence, Canada, through 371 

a nonstationary extreme value analysis. The study was based on the North American Regional 372 

Reanalysis (NARR) dataset as well as observed data from a selection of stations located on and 373 

around the Gulf of St. Lawrence. 374 

4.2. Wind speed data 375 

The wind speed data used in this study were obtained from “Environment and Climate 376 

Change Canada”, the Federal ministry of the Environment. Meteorological data are available 377 

freely at http://climate.weather.gc.ca. Observed data consist of mean hourly wind speeds 378 

observed at 10 m above the ground for meteorological stations distributed across the province of 379 

Quebec. Stations with identical coordinates were combined together. Stations of the database 380 

with at least one complete year of data were selected. A total of 83 stations covering most of the 381 

territory of the province of Québec were selected. The geographical location of the selected 382 

stations is illustrated in Fig. 1. The majority of the stations are located in the southern part of the 383 

province of Quebec on both sides of the Saint-Lawrence River. The network density is 384 

significantly higher in the southern part of the province due to the concentration of major urban 385 

agglomerations and economic activities in this region. 386 

http://climate.weather.gc.ca/
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The lengths of the data series at the stations range from 1 to 65 years with a median of 21 387 

years of data.  The calm frequencies at the stations are very low. 10 stations having long data 388 

series and a good distribution across the study area were selected to illustrate the results of the 389 

present study. These stations are considered representative of the whole data base. A detailed 390 

description of the selected stations is presented in Table 3 with information concerning the 391 

period of record, the geographical location and the statistical characteristics of the wind speed 392 

data. The selected 10 stations are illustrated in the map of Fig. 1 with red dots. The rest of the 393 

stations are illustrated with black dots. 394 

 395 

5. Results 396 

Fig. 2 presents the L-moment ratio diagram with the selected one-component pdfs. KAP, 397 

covering the largest area in the MRD, is thus the most flexible pdf, followed by LP3 and GG. 398 

The GEV, W, G, P3 and LN, plot as lines and are similar for values of 3  
around the zero value. 399 

E is a special case of the GEV. The distributions G, P3 and W are special cases of the GG, and 400 

the distributions GEV and E are special cases of the KAP distribution. Sample L-moments were 401 

computed using Eq. (8) and (6) for each station of the study area and were plotted on the MRD. 402 

It can be observed in Fig. 2 that the curve defined by W passes through the cloud of points 403 

defined by the sample L-moment ratios. For the other distributions defining a curve (G, P3, GEV 404 

and LN), the lines are located over the cloud of points and the distributions are thus  inadequate 405 

for representing wind speed data at the stations of the case study. It can hence be concluded that 406 

W is the most suitable pdf with one shape parameter. 407 
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All 83 stations are located within the regions that are bounded by the pdfs of the 408 

distributions possessing two shape parameters (GG, LP3 and KAP), and thus, these pdfs can 409 

represent appropriate models for the wind speed data of the Quebec stations. Even though on 410 

average W represents a good model, it may not be suitable for data sets located far from the 411 

curve defined by W. In these cases, GG, LP3 and KAP provide a better fit and are more 412 

appropriate. 413 

MRDs are useful tools for studying the fit of one-component probability distributions 414 

commonly used in the field of wind energy assessment. However, they are not able to identify 415 

distributions with bimodal or multimodal regimes. In some cases where bimodality is detected, 416 

the use of mixture distributions is necessary. Future research efforts can focus on the extension 417 

of the MRD approach to bimodal and some mixture distributions.  418 

The one-component distributions W and KAP as well as the selected mixture 419 

distributions were fitted to the wind speed series of the case study. The class interval is set to 1 420 

m/s for the computation of the least square in Eq. (17), for the log-likelihood in Eq. (19) and for 421 

the computation of the goodness-of-fit criteria in Section 4.3. For the present study, important 422 

improvements in the fit were obtained by using TN instead of the conventional N in the mixture 423 

models. Consequently, the results using TN are presented here. In the case of E, no improvement 424 

was obtained with the truncated E and thus results with the conventional E in the mixture models 425 

are presented here. 426 

The goodness-of-fit criteria presented in Section 4.3 were computed at all stations and 427 

results are presented in Fig. 3 with box plots. According to the criteria, the one-component KAP 428 

performs better than W. However KAP has two more outlying observations than W for 
2 .  429 
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Mixture models using the ML approach perform significantly better than the corresponding 430 

models using the LS approach. In general, we do not observe a big difference in the 431 

performances of the various mixture models using the LS approach. All mixture models using 432 

the ML approach perform better that the one-component W and KAP and according to the 433 

RMSE, 
2

pR  and 2  criteria, the majority of mixture models using the LS approach perform also 434 

better than W and KAP. The overall best model is obtained with MEE/ML. Mixture models 435 

including TN generally lead to lower performances. Bimodality may not always be present in 436 

wind speed data series and this explains the general good performances obtained by one-437 

component distributions W and KAP. 438 

In Fig. 4, the histograms of the observed wind speed data at the 10 stations selected to 439 

illustrate the results for the prince of Quebec are presented. W and KAP as well as the first and 440 

second mixture distribution models providing the best fit to the data according to 
2  are 441 

superimposed in these histograms. Table 4 lists the four best models at each station according to 442 

each criterion. Mixture distributions have in general higher ranks than one-component 443 

distributions. The flexibility and advantages of mixture distribution models are illustrated in Fig. 444 

4 as one-component distributions are shown not to be suitable to model all stations. For instance, 445 

mixture distributions are necessary to model stations Quebec, Cap-Madeleine, Bagotville, Val-446 

d’Or and Parc national des Pingualuit. Even for stations presenting unimodal behaviors, such as 447 

the stations of Montréal, Cape Whittle, Mont-Joli, Kuujjuarapik and Nitchequon, mixture 448 

distributions provide also, in general, the best goodness-of-fit statistics according to the ranks in 449 

Table 4. 450 

 451 
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6. Conclusions and future work 452 

In this study, we evaluate the suitability of a selection of homogeneous and 453 

heterogeneous two-component distributions as well as a number of one-component distributions 454 

including W and KAP to model wind speed data in a Nordic environment. The case study is 455 

represented by 83 meteorological stations distributed throughout the wide territory of the 456 

province of Québec, Canada. The approach consisted first in using the L-moment ratio diagrams 457 

to assess the one-component distributions that best fit the data. Among the pdfs defining a curve 458 

(probability distributions having one shape parameter) on the MRD, W is the pdf leading to the 459 

best fit. For the distributions with two shape parameters, GG, LP3 and KAP, areas of feasibility 460 

are defined in the MRD diagram and these distributions can represent better alternatives for the 461 

stations whose data samples are located the farthest from the curve defined by W. 462 

MRDs are not able to represent distributions presenting bimodal behaviors. Mixture 463 

distributions can be used to model such behavior. A selection of 10 two-component distributions 464 

mixing W, G, E and TN were fitted to the wind speed at the stations of the study area. The 465 

parameters were estimated with the LS and ML methods. Results were compared to the fit 466 

obtained by the most adequate one-component distributions: the W and KAP distributions. 467 

Global results indicated that mixture models provide better goodness-of-fit than the W and KAP 468 

according to the performance criteria used. It was found that the ML method outperforms the LS 469 

method according to all criteria. Mixture distributions are flexible and can efficiently model both 470 

bimodal and unimodal behaviors. 471 

The results of the present study show that mixture distribution models have the potential 472 

to improve the estimation of energy generation potential at stations presenting bimodal regimes 473 
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and even at stations presenting unimodal regimes. Improved accuracy in wind energy potential 474 

assessment can help with site selection and with the design and management of wind farms. The 475 

proposed methods are general and can be transposed to other regions especially those where 476 

pronounced bimodal regimes are observed. 477 

10 stations with a good distribution across the study area were selected to illustrate the 478 

results of the study. The histograms of the fitting of the one-component and mixture models to 479 

the wind speed data at the 10 selected stations are presented. The analysis of the histograms of 480 

the wind speed data at each station have shown that a bimodal behavior was observed in about 5 481 

stations. For these stations, mixture distributions reveal to be necessary in order to adequately 482 

model the wind speed distributions. 483 

It is important to note that the mixture models applied in this study present additional 484 

complexity in comparison to simpler models such the one-component Weibull. Parameter 485 

estimation for mixture models requires advanced optimization method such as the genetic 486 

algorithm used here. This method takes more time to process than other optimization methods. 487 

This can be cumbersome when the mixture approach is applied to a large number of stations for 488 

instance. 489 

The MRD approach needs to be extended to bimodal and mixture distributions in order to 490 

be useful for the whole range of distributions of interest for wind energy assessment and 491 

modeling. Future work should also focus on the analysis of the non-stationarity in wind speed 492 

data (presence of trends, jumps and cycles) in the province of Quebec in order to provide reliable 493 

estimates of the future potential for wind energy generation. The frequency analysis models used 494 

in the present study and in most literature dealing with wind speed modeling are based on the 495 
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hypothesis of the stationarity of the wind speed regime. Unfortunately, such assumption is often 496 

invalid, and past wind speed observations are not necessarily representative of the future wind 497 

speed regime. Increasing attention is being devoted to the development of non-stationary 498 

frequency modeling tools for climatic variables, which take into consideration information about 499 

climate change (see for instance Lee and Ouarda, 2011; Chandran et al., 2016). 500 

Future work should also focus on the extension of homogeneous and heterogeneous 501 

mixture models to the non-stationary case. The resulting models will have distribution 502 

parameters that are dependent on the values of covariates that may represent time or climate 503 

indices. A non-stationary frequency analysis of wind speed data in the province of Quebec can 504 

also integrate low frequency climate oscillation indices as covariates to take into consideration 505 

information concerning the impact of these climatic indices on the inter-annual variability in 506 

wind speed in the region. Such models are becoming increasingly popular in climatology and 507 

renewable energy modeling (see for instance Ouachani et al., 2013; Naizghi and Ouarda, 2017) 508 

and would allow understanding the teleconnections of wind characteristics with various global 509 

climate indices and examining the long-term variability of wind speed in the province. 510 

Thiombiano et al. (2017) have already identified the Arctic Oscillation (AO) and the Pacific 511 

North American (PNA) climate indices as the dominant indices in the region. These indices can 512 

be integrated relatively easily in the models developed in the present work.  513 

 514 
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Table 1. List of probability density functions, domains, and list of parameters. 

Name Probability density function Domain 
Number of 
parameters 

E E

1
( ; , ) exp exp

x x
f x

 
 

  

   
     

  

 

x   2 

W 
1

W ( ; , ) exp

k k
k x x

f x k
  

     
     

     
 

0 x   2 

G 
 

1

G ( ; , ) exp( )
k

kf x k x x
k


  


  0 x    2 

LN 
 

2

LN 2

ln1
( ; , ) exp

22

x
f x

x


 

 

 
  

  

  0 x   2 

GG 
 

1

GG ( ; , , ) exp( )

hk

hk h
h

f x k h x x
k


  


  0 x   3 

P3 
 

   
1

P3( ; , , ) exp
k

k
f x k x x

k


    


     

  

x    3 

GEV    

1
1 1/

LN

1
( ; , , ) 1 exp 1

k
kk k

f x k x u x u 
  

      
         

     
  

/ if 0

/ if 0

if 0

u k x k

x u k k

x k





   

    

   

 3 

LP3  
   

1

LP3( ; , , ) log exp log
k

a a

g
f x k x x

x k


     



         
 

where logag e   

/g

/g

if 0

0 if 0

e x

x e









  

  
 3 

KAP 

1 1/ 1 1

KAP KAP( , , , ) [1 ( ) / ] [ ( )]k hf k h k x F x          

where 1/ 1/

KAP ( ) (1 (1 ( ) / ) )k hF x h k x        

if 0, 0(1 ) / /

if 0, 0(1 ) /

/ if 0, 0

/ if 0, 0

k

k

h kh k x k

h kh k x

x k h k

k x h k

   

 

 

 





     

     

     

     

 
4 

μ: location parameter 
α: scale parameter 

k: shape parameter 

h: second shape parameter (GG, KAP) 

Γ( ): gamma function 
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Table 2. List of mixture probability density functions, domains. 

Name Probability density function Domain 

MGG GG 1 1 2 2 G 1 1 G 2 2( ; , , , ) ( ; , ) (1 ) ( ; , )f x k k f x k f x k          0 x    

MGW GW 1 1 2 2 G 1 1 W 2 2( ; , , , ) ( ; , ) (1 ) ( ; , )f x k k f x k f x k         0 x    

MGE GE 1 2 G 1 E 2( ; , , , ) ( ; , ) (1 ) ( ; , )f x k f x k f x           x    

MGTN GN 1 2 G 1 TN 2( ; , , , ) ( ; , ) (1 ) ( ; , )f x k f x k f x           0 x    

MWW WW 1 1 2 2 W 1 1 W 2 2( ; , , , ) ( ; , ) (1 ) ( ; , )f x k k f x k f x k         0 x    

MWE WE 1 2 W 1 E 2( ; , , , ) ( ; , ) (1 ) ( ; , )f x k f x k f x           x    

MEE EE 1 1 2 2 E 1 1 E 2 2( ; , , , ) ( ; , ) (1 ) ( ; , )f x f x f x             x    

METN EN 1 1 2 2 E 1 1 TN 2 2( ; , , , ) ( ; , ) (1 ) ( ; , )f x f x f x             x    

MTNTN NN 1 1 2 2 TN 1 1 TN 2 2( ; , , , ) ( ; , ) (1 ) ( ; , )f x f x f x             0 x    
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Table 3. Wind speed characteristics at the 10 stations selected to illustrate the results for the province of Quebec. 

Station 

number 

Station name Period Lat 

(°) 

Long 

(°) 

Alt 

(m) 

Calm 

(%) 

Median 

(m/s) 

CV 

(-) 

Skewness 

(-) 

Kurtosis 

(-) 

1 Quebec 1953/01-2017/10 46.79 -71.39 74.40 7.61 3.6 0.69 0.75 3.57 

2 Montreal 1953/01-2017/10 45.52 -73.42 27.40 6.39 4.2 0.63 0.73 3.78 

3 Cape Whittle 1995/01-2017/10 50.16 -60.06 7.00 0.35 6.9 0.53 0.79 3.68 

4 Cap-Madeleine 1994/01-2017/10 49.25 -65.32 29.00 1.51 5.3 0.62 0.79 3.53 

5 Kuujjuarapik  1957/01-2017/10 55.28 -77.75 12.20 5.24 4.4 0.60 0.65 3.55 

6 Mont-Joli  1953/01-2017/10 48.60 -68.22 52.40 3.98 4.7 0.59 0.66 3.39 

7 Bagotville 1953/01-2017/10 48.33 -71.00 159.10 7.72 3.6 0.68 0.69 3.25 

8 Val-D’or 1955/01-2010/12 48.06 -77.79 337.40 6.69 3.1 0.62 0.61 3.37 

9 Nitchequon 1959/01-1985/12 53.20 -70.90 536.10 5.61 3.9 0.63 0.72 3.68 

10 Parc National des 

Pingualuit 

2011/01-2017/10 61.31 -73.67 503.40 4.27 5.6 0.64 0.52 2.98 

CV denotes coefficient of variation 
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Table 4. Ranked pdfs giving the best fit for each goodness-of-fit statistic and at each of the 10 selected stations to 

illustrate the results. 

Station name Rank RMSE 
2

FR  
2

pR  Chi-2 KS 

Quebec 1 MEE/ML (0.0068) MGG/ML (0.9997) MEE/ML (0.9843) MEE/ML (10173) MGG/ML (0.013) 

 2 MGG/ML (0.0078) MEE/ML (0.9996) MGG/ML (0.9795) MGG/ML (10847) MEE/ML (0.016) 

 3 MGW/ML (0.0088) MGW/ML (0.9995) MGW/ML (0.9741) MGW/ML (14105) MGE/ML (0.019) 

 4 MGTN/ML (0.0096) MGE/ML (0.9994) MGTN/ML (0.9693) MGE/ML (15586) MGW/ML (0.019) 

Montreal 1 MGE/ML (0.0090) MGW/ML (0.9996) MGE/ML (0.9695) MGE/ML (12443) MTNTN/ML (0.016) 

 2 MGW/ML (0.0091) MWTN/ML (0.9996) MGW/ML (0.9691) MGG/ML (12487) MGW/ML (0.017) 

 3 MGG/ML (0.0092) MGG/ML (0.9996) MGG/ML (0.9685) MWTN/ML (12650) MGE/ML (0.017) 

 4 MWTN/ML (0.0093) MWW/ML (0.9996) MWTN/ML (0.9672) MGW/ML (12766) MWTN/ML (0.017) 

Cape Whittle 1 MWE/ML (0.0057) MGW/ML (0.9999) MWE/ML (0.9779) MWE/ML (3626) MTNTN/ML (0.009) 

 2 MGW/ML (0.0057) MWE/ML (0.9999) MGW/ML (0.9774) MGW/ML (3655) MGE/ML (0.011) 

 3 MGE/ML (0.0059) METN/ML (0.9999) MGE/ML (0.9759) MGG/ML (3903) MGG/ML (0.011) 

 4 MGE/LS (0.0060) MWTN/ML (0.9999) MGE/LS (0.9756) MGE/ML (3952) MGW/ML (0.012) 

Cap-Madeleine 1 MWE/LS (0.0076) MGE/ML (0.9996) MWE/LS (0.9722) MWE/LS (5269) MGE/ML (0.016) 

 2 MGE/ML (0.0090) MGW/ML (0.9993) MGE/ML (0.9614) MGE/ML (5574) MGG/ML (0.019) 

 3 MEE/LS (0.0090) MGG/ML (0.9993) MEE/LS (0.9611) MEE/LS (6245) MGW/ML (0.022) 

 4 MGE/LS (0.0102) MWE/ML (0.9992) MGE/LS (0.9509) MGG/ML (7012) MWE/LS (0.027) 

Kuujjuarapik  1 MWW/ML (0.0069) MGG/ML (0.9998) MWW/ML (0.9808) MGG/ML (8168) MGG/ML (0.014) 

 2 MGG/ML (0.0074) MWW/ML (0.9997) MGG/ML (0.9778) MEE/ML (8823) MWE/ML (0.016) 

 3 MEE/ML (0.0076) MGE/ML (0.9997) MEE/ML (0.9767) MGE/ML (8855) MGE/ML (0.017) 

 4 MGE/ML (0.0076) MWE/ML (0.9997) MGE/ML (0.9766) MWW/ML (9583) MEE/ML (0.017) 

Mont-Joli  1 MGG/ML (0.0084) MWTN/ML (0.9997) MGG/ML (0.9690) MGG/ML (12851) MGG/ML (0.013) 

 2 MGE/ML (0.0086) MGTN/ML (0.9997) MGE/ML (0.9674) MWE/ML (12896) MGTN/ML (0.016) 

 3 MGTN/ML (0.0091) MGG/ML (0.9997) MGTN/ML (0.9631) MGE/ML (13438) MGW/ML (0.016) 

 4 MGW/ML (0.0091) MWW/ML (0.9997) MGW/ML (0.9630) MWW/ML (13984) MWTN/ML (0.018) 

Bagotville 1 MWTN/ML (0.0072) MWTN/ML (0.9997) MWTN/ML (0.9823) MWTN/ML (8648) MWTN/ML (0.015) 

 2 MTNTN/ML (0.0076) MTNTN/ML (0.9997) MTNTN/ML (0.9804) MTNTN/ML (9721) MTNTN/ML (0.016) 

 3 MEE/ML (0.0083) METN/ML (0.9996) MEE/ML (0.9768) MEE/ML (11044) MGG/ML (0.018) 

 4 METN/ML (0.0085) MGW/ML (0.9996) METN/ML (0.9754) METN/ML (11393) MGW/ML (0.019) 

Val-D’or 1 MEE/ML (0.0097) MGE/ML (0.9995) MEE/ML (0.9796) MGE/ML (6179) MEE/ML (0.017) 

 2 MGE/ML (0.0101) MEE/ML (0.9995) MGE/ML (0.9777) MEE/ML (6544) MGE/ML (0.021) 

 3 MGG/ML (0.0134) MGW/ML (0.9993) MGG/ML (0.9611) MGG/ML (10973) MGG/ML (0.022) 

 4 MGW/ML (0.0135) MGG/ML (0.9992) MGW/ML (0.9606) MGW/ML (11446) MGW/ML (0.025) 

Nitchequon 1 MWW/ML (0.0064) MWW/ML (0.9998) MWW/ML (0.9845) MWW/ML (2681) MWW/ML (0.013) 

 2 MGW/ML (0.0066) MGW/ML (0.9998) MGW/ML (0.9835) MGW/ML (3195) MGTN/ML (0.015) 

 3 MGTN/ML (0.0066) MGTN/ML (0.9998) MGTN/ML (0.9833) MGTN/ML (3254) MGW/ML (0.015) 

 4 MWTN/ML (0.0071) MGG/ML (0.9997) MWTN/ML (0.9809) MGG/ML (3852) MWTN/ML (0.016) 

Parc National 

des 

Pingualuit 

1 MWW/ML (0.0047) MWW/ML (0.9999) MWW/ML (0.9866) MWW/ML (459) MWW/ML (0.009) 

2 MGG/ML (0.0058) MGG/ML (0.9998) MGG/ML (0.9796) MGG/ML (592) MGG/ML (0.009) 

3 MEE/ML (0.0060) METN/ML (0.9997) MEE/ML (0.9787) MEE/ML (709) MWE/ML (0.012) 

4 MGE/ML (0.0068) MWE/ML (0.9997) MGE/ML (0.9723) MGE/ML (831) MGE/ML (0.014) 

The corresponding goodness-of-fit statistic value is display in parenthesis after the pdf name. 
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Figure 1. Spatial distribution of the 83 meteorological stations in the province of Quebec. The 10 stations selected 

to illustrate the results are represented by red dots.  
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Figure 2. L-moment ratio diagram with the selected pdfs. Sample L-moments are represented by black dots for all 

stations. Red dots denote the sample L-moments of the 10 stations selected to illustrate the resuls in the rest of the 

paper. 
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a)  

b)  

c)  

d)  

e)  

Figure 3. Box plots of the goodness-of-fit statistics.  
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a)  b)  

c)  d)  

e)  f)  

g)  h)  

i)  j)  

Figure 4. Wind speed frequency histograms for the 10 stations selected to illustrate the results. The two mixture 

distributions giving the best fit with respect to 
2 , and W and KAP are superimposed. 


