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Abstract 19 

Generalized additive models (GAMs) can model the non-linear relationship between a 20 

response variable and a set of explanatory variables through smooth functions. GAM 21 

is used to assess the direct, diffuse and global solar components in the United Arab 22 

Emirates, a country which has a large potential for solar energy production. Six 23 

thermal channels of the SEVIRI instrument onboard Meteosat Second Generation are 24 

used as explanatory variables along with the solar zenith angle, solar time, day 25 

number and eccentricity correction. The proposed model is fitted using reference data 26 

from three ground measurement stations for the full year of 2010 and tested on two 27 

other stations for the full year of 2009. The performance of the GAM model is 28 

compared to the performance of the ensemble of artificial neural networks (ANN) 29 

approach. Results indicate that GAM leads to improved estimates for the testing 30 

sample when compared to the bagging ensemble. GAM has the advantage over ANN-31 

based models that we can explicitly define the relationships between the response 32 

variable and each explanatory variable through smooth functions. Attempts are made 33 

to provide physical explanations of the relations between irradiance variables and 34 

explanatory variables. Models in which the observations are separated as cloud-free 35 

and cloudy and treated separately are evaluated along with the combined dataset. 36 

Results indicate that no improvement is obtained compared to a single model fitted 37 

with all observations. The performance of the GAM is also compared to the McClear 38 

model, a physical based model providing estimates of irradiance in clear sky 39 

conditions.  40 
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1. Introduction 41 

Solar radiation reaching the earth is divided into different components. Direct 42 

normal irradiance (DNI) refers to the radiation received from a straight beam of light 43 

from the direction of the sun at its current position to a surface that is always normal 44 

to that solar beam. Diffuse horizontal irradiance (DHI) is the radiation received by a 45 

horizontal surface from radiation scattered by the atmosphere and coming from all 46 

directions. Global horizontal irradiance (GHI) is the total amount of radiation received 47 

on a surface parallel to the ground. Assessment of solar radiation on the earth’s 48 

surface is of primary importance for many applications in solar energy. For instance, 49 

the accurate assessment of DNI is needed for concentrating solar power systems or 50 

other installations that track the position of the sun. To model the global tilt irradiance 51 

for fixed flat plate collectors, the assessment of DNI, DHI and GHI is required [1, 2]. 52 

Solar resource assessment is crucial for efficient realization of solar energy 53 

applications, but is often limited by the lack of sufficient ground measurements which 54 

incur high costs [3]. Infrared images acquired by satellites at different frequencies can 55 

characterize earth’s emission and the atmospheric constituents, which can be used to 56 

obtain estimates of solar radiation information in areas where there are no ground 57 

measurements. Since satellite data are continuous in time and space, it would be 58 

possible to perform solar resource assessment over the entire region. Solar maps 59 

derived from satellite based methods have been proven to be more efficient than 60 

interpolation of solar data from ground measurements [4]. 61 

Data acquired from satellite images have been extensively used for estimation 62 

of solar radiation on the earth’s surface.  Several models classified as Physics-based, 63 

empirical and hybrid models were proposed with a good adaptation for the regions of 64 
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interest. An example of the physics-based modeling is the model of Gautier et al. [5] 65 

to estimate the GHI in North America. It was later on adapted by Cogliani et al. [6] 66 

using Meteosat images to produce SOLARMET. The original Heliosat model of Cano 67 

et al. [7] was used to estimate GHI, DNI and DHI over the USA. It was later adapted 68 

by Perez et al. [8] for GOES images. The operational physical model of Schillings et 69 

al. [3] was used to estimate DNI from Meteosat images. The Heliosat model has been 70 

modified and improved through different versions [9-14]. Heliosat-4 model is being 71 

currently validated [15, 16]. Another Physics-based model for cloud-free conditions is 72 

the McClear model [17], which is based on look-up-tables established with the 73 

radiative transfer model libRadtran [18]. 74 

On the other hand, data-driven statistical approaches have also been frequently 75 

used to perform solar radiation assessment. Artificial neural networks (ANN) have 76 

been used successfully in a wide range of fields (See for instance [19-21]). They have 77 

been adapted for solar resources assessment in a number of studies [22-28]. In these 78 

studies, location dependent parameters and meteorological parameters were used as 79 

inputs to model solar irradiance components. ANNs with an ensemble approach, 80 

which provide better generalization compared to a single ANN [29, 30], were used in 81 

Eissa et al. [23] to retrieve irradiance components over the UAE. A simple bagging-82 

like approach was used to develop the ensemble models. Alobaidi et al. [22] further 83 

improved on this model, by introducing a novel ensemble framework which 84 

significantly improved the results compared to the results obtained in the previous 85 

studies. The model employs a two-stage resampling process to build ensemble 86 

architectures for non-linear regression. Though the model performs well, it involves 87 

an ensemble of ensembles framework resulting in high computation load apart from 88 

the number of computationally expensive optimization steps while training the 89 
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architecture. Another biggest drawback of ANN type models is that the relations 90 

between the inputs and outputs cannot be explicitly presented. 91 

In this work, we propose to use the generalized additive model (GAM), which 92 

is an extension of the generalized linear model (GLM) which uses non-parametric 93 

smooth functions to relate explanatory variables to the response variable. This flexible 94 

method represents an interesting approach to model the complex relation between 95 

irradiance and explanatory variables. GAMs have been applied widely in 96 

environmental studies [31-35], and in public health and epidemiological studies [36-97 

41]. However, GAMs have never been used for solar irradiance assessment. An 98 

advantage of GAM over ANN is that the relationship between each predictor and the 99 

response variable is made explicit through a set of smooth functions. 100 

The United Arab Emirates (UAE) presents a high potential for solar energy 101 

development due to the long day light period and the marginal amount of cloud cover. 102 

Recently, Eissa et al. [23, 42] and Alobaidi et al. [22] developed models to accurately 103 

estimate irradiance components over the UAE territory in which they used images of 104 

the earth’s surface acquired by the Spinning Enhanced Visible and Infrared Imager 105 

(SEVIRI) onboard Meteosat Second Generation (MSG) satellite. 106 

The aim of the present paper is to use GAM for the assessment of the 107 

irradiance components DHI, DNI and GHI using SEVIRI satellite images. Following 108 

previous work, six SEVIRI thermal channels along with the solar zenith angle ( Z ), 109 

solar time (Time), day number (Day) and eccentricity correction (ε) are used as 110 

explanatory variables in the model. 111 

In Eissa et al. [23], DHI was directly estimated with the ANN but DNI was 112 

deduced from the ANN estimated optical depth (δ) and GHI was deduced from DNI 113 
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and DHI estimates. In the present study, we propose also to estimate directly the DNI 114 

and GHI with GAM. In Eissa et al. [23] and Alobaidi et al. [22], an algorithm was 115 

used to separate the training and the testing dataset as cloud-free and cloudy sub-116 

datasets. ANN models were then trained and tested separately on the two sky 117 

condition samples. While this approach is also considered in the present work, we 118 

additionally propose to develop a global model to the all sky training dataset and to 119 

validate it on the cloud-free, cloudy and all sky testing datasets. GAM allows 120 

explicitly defining the relationship between the response variable and each 121 

explanatory variable through smoothing functions. Attempts to find physical 122 

interpretations of the shape of these curves are made in the present work. 123 

A comparison is also made with the McClear model, a physical based model 124 

providing estimates of irradiance in clear sky conditions. The results of McClear 125 

model are available through a web service at the website of the MACC project 126 

(Monitoring Atmospheric Composition and Climate project) (http://www.gmes-127 

atmosphere.eu). Estimates could be obtained by just providing the latitude, longitude 128 

and the altitude (optional) of the target site, and the period of interest. 129 

 130 

2. Data 131 

Ground measurements for DHI, DNI and GHI consist of 10 min resolution 132 

data available at 5 stations over the UAE. At each station, data are collected using a 133 

Rotating Shadowband Pyranometer (RSP). GHI is measured by the pyranometer 134 

when the shadowband is stationary. The shadowband makes a full rotation around the 135 

pyranometer. DHI is given by the lowest measured irradiance since at that moment 136 

DNI is completely blocked by the shadowband. DNI is deduced from GHI and DHI 137 
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measured with the RSP. In the following, ground measured DNI refers to DNI that is 138 

estimated from ground measured GHI and DHI. To match the 15 min resolution of the 139 

satellite data, successive ground measured data were interpolated. Data are available 140 

for the full year 2009 at the stations of Masdar City, Al Aradh and Madinat Zayed, 141 

and for the full year 2010 at all stations. Fig. 1 presents the spatial distribution of the 142 

stations across the UAE. 143 

Satellite images of the SEVIRI optical imager onboard MSG satellite were 144 

used in the present study. They provide continuous images of the earth in 12 spectral 145 

channels with a temporal resolution of 15 min and a spatial resolution of 3 km. 146 

Images from 6 thermal channels, T04 (3.9 μm), T05 (6.2 μm), T06 (7.3 μm), T07 (8.7 147 

μm), T09 (10.8 μm) and T10 (12.0 μm) were collected and converted into brightness 148 

temperature. For each station, 3-by-3 pixels, with the station located in the center 149 

pixel, were extracted from satellite data. The other variables, solar zenith angle ( Z ), 150 

Time, Day and eccentricity correction ε were computed for each pixel. The choice of 151 

the selected thermal channels is justified in Eissa et al. (2013) by their sensitivity to 152 

the different constituents of the atmosphere: channel T05 and T06 are known to be 153 

affected by water vapor and T07, T08 and T09 are frequently used for dust detection. 154 

T04 was also selected in Eissa et al. (2013) because it had improved their model 155 

accuracy. 156 

The dataset is divided into training and testing datasets. The model is 157 

developed using the training dataset and tested using the testing dataset. The training 158 

dataset includes data from the stations of Masdar City, East of Jebel Hafeet and Al 159 

Wagan for the full year 2010. The testing dataset includes data from the stations of Al 160 

Aradh and Madinat Zayed for the full year 2009. The training and testing datasets are 161 
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further divided respectively into cloud-free and cloudy datasets. For this, a cloud 162 

mask was applied in which each pixel was classified as cloud-free or cloudy. The thin 163 

cirrus test [43], employing the T09 and T10 channels of SEVIRI, was used as a cloud 164 

mask following [23]. In all, the cloud-free and cloudy training datasets contain 29193 165 

and 7086 observations respectively, and the cloud-free and cloudy testing datasets 166 

contain 16864 and 2856 observations respectively. 167 

 168 

3. Methodology 169 

3.1 Generalized Additive Model 170 

GLMs [44] generalize the linear model with a response distribution other than 171 

normal and a link function relating the linear predictor with the expectation of the 172 

response variable. Let us define Y, a random variable called response variable, and X, 173 

a matrix whose columns are a set of r explanatory variables X1, X2,…, Xr. The GLM 174 

model is defined by: 175 

1

[ ( | )]
r

j j

j

g E Y X 


 X ,        (1) 176 

where g is the link function and j  and α are unknown parameters. With GLM, the 177 

distribution of Y is generalized to have any distribution within the exponential family. 178 

The role of the link function is used to transform Y to a scale where the model is 179 

linear. 180 

The GAM model [45] is an extension of the GLM in which the linear predictor 181 

is replaced by a set of non-parametric functions of the explanatory variables. GAM 182 

can then be expressed by: 183 
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1

[ ( | )] ( )
r

j j

j

g E Y f X


 X ,       (2) 184 

where jf  are smooth functions of jX . This model is more flexible by allowing non-185 

linear relations between the response variable and the explanatory variables through 186 

the smooth functions. Because of the additive structure of GAM, the effect of each 187 

explanatory variable on Y can be easily interpreted. A smooth function can be 188 

represented by a linear combination of basis functions: 189 

1

( ) ( )
jq

j j ji ji j

i

f x b x


 ,        (3) 190 

where ( )ji jb x  is the ith basis function of the jth explanatory variable evaluated  at 191 

jx , jq  is the number of basis functions for the jth explanatory variable and ji  are 192 

unknown parameters. 193 

Given a basis function, we define a model matrix jZ  for each smooth 194 

function where the columns of jZ  are the basis functions evaluated at the values of 195 

the jth explanatory variable. Eq. (2) can be rewritten as a GLM in a matrix form as:  196 

(E( ))g y Zθ ,         (4) 197 

where y is a vector of observed values of the response variable Y, Z is a matrix 198 

including all the model matrix jZ  and θ  is a vector including all the smooth 199 

coefficient vectors jθ . Parameters θ  could be estimated by the maximum likelihood 200 

method, but if jq  is large enough, the model will generally overfit the data. For that 201 

reason, GAM is usually estimated by penalized likelihood maximization. The penalty 202 

is typically a measure of the wiggliness of the smooth functions and is given by: 203 
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T

j j jSθ θ  for the jth smooth function where 
jS  is a matrix of known coefficients. The 204 

penalized likelihood maximization objective is then given by: 205 

T1
( ) ( )

2
p j j j j

j

l l    Sθ θ θ θ .       (5) 206 

where ( )l θ  is the likelihood of θ  and 
j  are the smoothing parameters which 207 

control the degree of smoothness of the model. For given values of the parameters j208 

, the GAM penalized likelihood can be maximized by penalized iterative re-weighted 209 

least squares (P-IRLS) to estimate θ  (see [46]). However, j  should be estimated by 210 

an iterative method like Newton’s method [46]. For each trial of j , the P-IRLS is 211 

iterated to convergence. In this study, j  are optimized by minimizing the 212 

generalized cross validation score (GCV), which is based on the leave-one-out 213 

method. This method ends up being computationally less expensive as it can be 214 

shown that the GCV score equals: 215 

 

2

2

ˆ

tr( )
g

n

n







y Z

A

θ
,         (6) 216 

where 
1 T( )  A Z ZZ Z Z  is the influence matrix. In this study, all GAM model 217 

parameters are estimated with the R package mgcv [46]. 218 

The smooth functions used in this study are cubic regression splines. Cubic 219 

splines are constructed with piecewise cubic polynomials joined together at points 220 

called knots. The definition of the cubic smoothing spline basis arises from the 221 

solution of the following optimization problem [47]: Among all functions ( )f x , with 222 
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two continuous derivatives, find one that minimizes the penalized residual sum of 223 

squares: 224 

2 2

1

{ ( )} λ ( )
n b

i i
a

i

y f x f x dx


   ,       (7) 225 

where 1 2, , , ny y y  is a set of observed values of the response variable and 226 

1 2, , , nx x x  a set of observed values of an explanatory variable, λ is the smoothing 227 

parameter, and 1 2 na x x x b     . The first term of (7) measures the degree of 228 

fit of the function to the data, while the second term adds a penalty for the curvature 229 

of the function, and the smoothing parameter controls the degree of penalty given for 230 

the curvature in the function. With regression splines, the numbers of knots can be 231 

considerably reduced, and the position of the knots needs to be chosen. In fact, with 232 

cubic penalized splines, the exact location of the knots and their numbers are not as 233 

important as the smoothing parameters. In this study, the positions of the knots will be 234 

evenly spaced along the dimension of each explanatory variable. 235 

3.2 Model configurations  236 

For the GAM models of this study, the identity link function and the Gaussian 237 

error with mean zero and a constant variance 2  are assumed. In each model, 238 

residuals obtained are checked for any trends in the variance and for normality to 239 

confirm the model assumptions. In Eissa et al. [23], DHI was estimated directly with 240 

the ANN trained with ground measured DHI. The model for the GAM estimated DHI 241 

is given by the following expression: 242 

1

DHI ( )
r

j j

j

f X


   ,       (8) 243 
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where 
jX  is the jth explanatory variable, r is the number of explanatory variable 244 

included in the model and   is the intercept. 245 

DNI estimations in Eissa et al. [23] were deduced from the ANN estimated δ. 246 

DNI estimations were then computed using the Beer-Bouguer-Lambert law which 247 

relates δ to DNI by the following equation:   248 

0DNI exp( )I m   ,        (9) 249 

where 0I  is the solar constant with an approximate value of 1367 W/m2, and m is the 250 

air mass. The values of δ were computed from ground measured DNI. Parameters m 251 

and ε can be easily computed for any location on a given day by knowing Z . For 252 

the estimation of δ with GAM, the following model is used: 253 

1

log( ) ( )
r

j j

j

f X 


  .       (10) 254 

The logarithmic transformation of δ in (10) is used to meet the model assumptions. 255 

Fig. 2 presents the residuals against the fitted values for the models with and without a 256 

logarithmic transformation. Fig. 2b clearly improves the residual constant variance 257 

assumption. In this study, we also propose to estimate DNI directly with GAM fitted 258 

on ground measured DNI. Estimated DNI is then denoted by DNI
D
 and the following 259 

model similar to that of DHI, is used: 260 

D

1

DNI ( )
r

j j

j

f X


  .       (11) 261 

The GHI is deduced from the estimated DHI and DNI using the following 262 

relation: 263 
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GHI DNIcos DHIZ  .       (12) 264 

In this study, we also propose to estimate GHI directly with GAM fitted on ground 265 

measured GHI. Estimated GHI is then denoted by GHI
D
 and the following model is 266 

used: 267 

D

1

GHI ( )
r

j j

j

f X


  .       (13) 268 

 269 

3.3 Validation method 270 

For comparison with the results of Eissa et al. [23] and Alobaidi et al. [22], the 271 

same validation method is used in the present study. On the 5 ground stations in the 272 

UAE, the data from 3 stations for the full year 2010 are used for fitting the model and 273 

the data from the 2 remaining stations for the full year 2009 are used for testing the 274 

model. With this approach, the model is trained and tested on completely independent 275 

conditions with different locations and a different year. 276 

The performances are evaluated in terms of the root mean square error 277 

(RMSE), mean bias error (MBE), relative root mean square error (rRMSE) and 278 

relative mean bias error (rMBE). The rRMSE and rMBE are defined here by: 279 

 
1

1 100
ˆ

n

i i

i

rRMSE y y
n y

 
   
 
 

 ,      (14) 280 

 
1

1 100
ˆ

n

i i

i

rMBE y y
n y

 
   
 
       (15) 281 
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where iy  is the measured irradiance, ˆ
iy  is the estimated irradiance and y  is the 282 

mean of the measured irradiance. 283 

 284 

4. Results 285 

4.1. Models trained and tested on the cloud–free and cloudy sky datasets 286 

This subsection presents the results of the estimation of irradiance variables 287 

with GAM. Two separate models for each irradiance variable were fitted on the 288 

cloud-free and cloudy training datasets with all the explanatory variables included. 289 

Finally, each model was validated with either the cloud-free or the cloudy testing 290 

dataset. Table 1 presents the results obtained for the irradiance variables in terms of 291 

RMSE, MBE, rRMSE, and rMBE for cloud-free and cloudy conditions, and for both 292 

GAM and ANN models. 293 

The comparison of the relative statistics obtained with GAM indicates that 294 

best estimations are obtained for GHI and GHI
D
 in both sky conditions. The rRMSEs 295 

reach their lowest values for GHI and GHI
D
 (7.1% and 6.5% for cloud-free conditions 296 

and 15.3% and 13.5% for cloudy conditions respectively). In cloud-free conditions, 297 

the worst estimations are obtained for DHI with an rRMSE of 23.8%. In the cloudy 298 

case, the worst estimations are obtained for DNI and DNI
D
 with rRMSEs equal to 299 

36.7% and 35.9% respectively. When comparing results for cloud-free and cloudy 300 

conditions, the worst estimations are systematically obtained for cloudy conditions. 301 

The rRMSE and rMBE values are significantly higher for cloudy conditions for most 302 

irradiance variables compared to cloud-free conditions. 303 
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Results for DNI
D
 and GHI

D
, directly estimated with GAM, are compared with 304 

results for DNI and GHI. In cloud-free conditions, GHI
D
 results are slightly better 305 

than GHI, while DNI results are slightly better than DNI
D
. In cloudy conditions, 306 

absolute and relative RMSEs are improved slightly with directly estimated DNI and 307 

GHI. More important improvements are observed for absolute and relative MBEs: For 308 

instance, absolute MBEs obtained for DNI and DNI
D
 in cloudy conditions are -50.2 309 

and -25.3 W/m
2
 respectively. For GHI and GHI

D
, they are -36.7 and -13.4 W/m

2
 310 

respectively. 311 

For comparison purposes, results obtained in Eissa et al. [23] and Alobaidi et 312 

al. [22] with the ANN approach using the same case study and validation procedure 313 

are presented in Table 1. Comparison of GAM and Bagging ANN results of Eissa et 314 

al. [23] shows that significant improvements are generally obtained with GAM for 315 

DNI, DNI
D
, GHI and GHI

D
 with respect to absolute and relative RMSE and MBE for 316 

both sky conditions. For instance, in the case of cloud-free conditions, the RMSE for 317 

DNI is 140.0 W/m
2
 with ANN compared to 115.1 W/m

2
 with GAM. For DHI, 318 

RMSEs are relatively similar in both sky conditions but MBEs are significantly better 319 

for GAM in both sky conditions. Overall, the results indicate a clear advantage of 320 

GAM over ensemble ANN model of Eissa et al. [23].  321 

The results of Alobaidi et al. [22] are comparable for the cloud-free conditions 322 

and are slightly better for the cloudy conditions. For the cloud-free conditions, the 323 

RMSE of the proposed GAM model is slightly higher for DHI, but the results of 324 

GAM model have lower MBE. The DNI results are very similar. The GAM model 325 

however produces better estimates of the GHI for cloud free conditions which implies 326 

that the errors in DHI and DNI cancel each other. 327 
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4.2. A single model trained on all sky dataset and tested on cloud–free, cloudy 328 

and all sky datasets 329 

In Eissa et al. [23] and Alobaidi et al. [22], two different ANN ensemble 330 

models were trained and tested separately for cloud-free and cloudy datasets. The 331 

impact of using separate datasets based on sky conditions is evaluated here. For that, a 332 

global model was fitted to the all sky conditions dataset and tested separately on the 333 

cloud-free, cloudy and all sky testing datasets. Results obtained with the global model 334 

are presented in Table 2. In the following, they are compared to the results of Table 1. 335 

For the cloud-free case, RMSEs are in most cases slightly higher with the global 336 

model and MBEs equivalent for both approaches. For the cloudy case, no general 337 

conclusion can be made concerning RMSEs and MBEs.  However, MBEs are 338 

significantly reduced for DNI and DNI
D
 with the global model. For the all sky 339 

conditions case, relative statistics represent a tradeoff between results when tested on 340 

the cloud-free testing dataset and when tested on the cloudy testing dataset. This 341 

reflects the fact that both sky conditions testing datasets are mixed together. These 342 

overall results show that using separate models trained on cloud-free and cloudy 343 

conditions do not have a significant positive impact on the performances. 344 

Fig. 3 presents the density scatter plots of estimated variables versus ground 345 

measured variables. For DHI, a downward trend in residuals is observed and a 346 

positive bias is visible in the zone with the highest density. DNI and DNI
D
 present 347 

similar scatter plots. A downward trend in residuals is also observed for these 348 

variables. Residuals in the scatter plot of for GHI and GHI
D
 are similar. They are 349 

evenly distributed around the line representing zero bias and no trend is observed. 350 
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Mean ground measured DHI, DNI and GHI were computed for separate cloud-351 

free and cloudy conditions. Fig. 4 presents the mean ground measured DHI, DNI and 352 

GHI as a function of time for the training dataset. Cloud-free and cloudy conditions 353 

were computed separately. For DHI, the received irradiance is superior for cloudy 354 

conditions. For DNI, the inverse occurs where the irradiance received is superior for 355 

cloud-free conditions. For GHI, both curves confound each other. These curves are 356 

explained by the fact that under cloudy sky conditions, the scatter irradiance is 357 

increased, resulting in an increased DHI and a reduced DNI. However, the total 358 

irradiance received is not affected by sky conditions as GHI is equal for both 359 

conditions. These results advocate the use a single model for both sky conditions for 360 

GHI. 361 

4.3 Interpretation of smooth functions 362 

In GAM, the sum of the smooth functions of one or more explanatory 363 

variables and the intercept give a function of the response variable (See (2)). Each 364 

smooth function then represents the effect on the response variable of one predictor in 365 

relation with the effect of the other predictors. Smooth functions are graphically 366 

presented here and attempts to provide physical explanations are made. The global 367 

model fitted on the all sky conditions training dataset is used here for illustration as no 368 

important improvement was obtained by using two separate models for both sky 369 

conditions as shown in the last subsection. 370 

Attempts to obtain simpler models were carried out through stepwise 371 

regression methods. However, in most cases, the best model ends up being the model 372 

with all variables. Nevertheless, with GAM, it is hypothesized that the inclusion of ε 373 

is unnecessary. Indeed, ε is computed at each location with a formula that depends 374 
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only on day number, which is already included as an explanatory variable in the 375 

model. Table 3 presents the results obtained for the estimation of radiation variables 376 

with models using all explanatory variables except ε. The results obtained with and 377 

without ε are very similar and show that ε is redundant. 378 

The smooth functions of each explanatory variable are represented in Figs. 5-7 379 

for DHI, DNI
D
 and GHI

D
 respectively using the model without ε and fitted on the all 380 

sky conditions training dataset. The dotted line represents the 5% confidence interval. 381 

To help interpreting the smooth functions, Figs. 8-10 present the scatter plots of 382 

measured DHI, DNI and GHI versus each explanatory variable respectively for the all 383 

sky conditions training dataset. 384 

The smooth function of DHI versus Day increases with Day until summer then 385 

decreases until the end of the year. The scatter plot of DHI with Day in Fig. 8 shows a 386 

similar relation. For DNI
D
 and GHI

D
, an inverse relation in the smooth functions is 387 

observed where the irradiance reaches its minimum during summer. The scatter plot 388 

of DNI with Day in Fig. 9 reveals a similar relation. This result is counterintuitive 389 

because irradiance is expected to increase during summer. A possible explanation 390 

could be the significantly higher air humidity during summer and/or more dust 391 

scattering the solar radiation during the summer season. 392 

The smooth function of DHI versus Time increases with time to reach a 393 

maximum at around noon and decreases afterwards. Because time is related to the sun 394 

height and therefore to irradiance intensity, it is expected to observe a similar shape of 395 

smooth curve for every irradiance variable. However, for DNI
D
 and GHI

D
, an inverse 396 

relation is observed where the minimum irradiance is reached at around noon. This 397 

behavior is explained by the fact that the explanatory variable Z , included in the 398 
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model, also explains the sun position. In the case of DHI, the smooth function of Z  399 

is strictly increasing. In this case, the time explains the sun position and Z  explains a 400 

complementary portion of the total variance. In the case of DNI
D
 and GHI

D
, Z  rather 401 

explains the sun position as the smooth functions are strictly decreasing with Z . 402 

The interpretation of the smooth functions of the predictors related to thermal 403 

channels is difficult because of their number and the fact that they are not 404 

independent. In all cases, a change in the slope of the curve occurs in mid-405 

temperatures. Confidence intervals are larger for low temperatures and decrease to 406 

become very small with increasing temperatures. This is explained by the fact that 407 

there are fewer observations for small temperatures as seen in the scatter plots of Figs. 408 

8-10. 409 

The analysis of the smooth curves seems to indicate that the seasonal pattern 410 

may be caused by the solar scattering by airborne particles. To further study this 411 

hypothesis we quantified the aerosol particle content over the UAE, using data from 412 

the AERONET map (AErosol RObotic NETwork), a ground-based aerosol 413 

monitoring network initiated by NASA [48]. The dataset includes the aerosol optical 414 

thickness (AOT) for different wavelengths and the total water vapor in the column. 415 

Fig. 11 presents the mean daily aerosol optical thickness (AOD) at the wavelength of 416 

500 nm and the mean daily water vapor at the Abu Dhabi station (24.44 ºN, 54.62 ºE). 417 

This figure shows an important seasonality in the dust and the water vapor peaking 418 

during summer. 419 

A strong seasonality is observed in both water vapor and aerosol optical 420 

thickness. It is therefore important to verify whether this seasonal behavior propagates 421 
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also into the performance statistics. For this purpose, the year of the testing sample 422 

was divided in four seasons of three months and the performance statistics were 423 

computed for each season. Table 4 presents the performances for each season with the 424 

models without ε, fitted and tested on the all sky conditions training and testing 425 

datasets (i.e., the same models used in Table 3). The results of Table 4 show that 426 

biases are in general higher during the summer (AMJ and JAS) and RMSEs are higher 427 

during the winter season of JFM. The high bias values associated to the summer 428 

season can be explained by the scattering by aerosol constituents. It is also observed 429 

that the biases of DHI are generally of opposite sign than DNI
D
 and DNI. GHI biases 430 

are generally very small due to the canceling effect of the DHI and DNI biases.  431 

In the second stage, the number of thermal channels was reduced in order to 432 

ease the physical interpretation of the smooth functions related to the thermal 433 

channels. In this way, only three thermal channels, T04, T05 and T09, in addition to 434 

the other variables were included in the models. T05 and T09 were chosen to 435 

represent the water vapor and dust constituents of the atmosphere and T04 was 436 

selected because it was shown to be an important channel in the models. Smooth 437 

functions obtained for each explanatory variable are presented in Figs. 12-14 for 438 

variables DHI, DNI
D
 and GHI

D
. Performances obtained with this configuration are 439 

shown in Table 5. Because the number of explanatory variables has been reduced, 440 

most performance indicators decreased. However, RMSE values are similar for GHI 441 

and GHI
D
 and absolute and relative MBE values for DNI have improved for the 442 

model with fewer explanatory variables. 443 

Smooth functions of variables Day, Time and Z  have similar relationships 444 

with response variables than those obtained with the model with more variables. 445 
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There is an exception in the case of DHI for Z  where the smooth function is now 446 

strictly decreasing. For the thermal channels, most observations occur after a certain 447 

threshold temperature which is channel dependent. This can be clearly seen in the 448 

scatter plots. Consequently, a change in slope occurs generally around this threshold 449 

temperature in the smooth functions of thermal channels. As the number of 450 

observations is negligible for the temperatures below the threshold, the analysis is 451 

restricted on temperatures higher than this threshold. For DHI, T09 is the most 452 

important thermal channel. Its smooth function has a strong negative slope. On the 453 

other hand, the smooth function for T04 increases continuously. The smooth function 454 

of T05 increases continuously with a light slope. The scatter plots of Fig. 8 reveal that 455 

DHI has a positive relation with temperature for T04. For DNI
D
, T09 is the most 456 

important thermal channel. Its smooth function increases constantly with a strong 457 

slope. The smooth function of T04 decreases continuously with a strong slope for 458 

high temperatures (Fig. 13). The smooth function of T05 has a light decreasing slope. 459 

A strong positive relation of DNI with temperature for T09 is also observed in Fig. 9 460 

while being less important for T04. For GHI, the smooth functions of T04 and T09 461 

are both strictly increasing (Fig. 14). Strong positive relations are also observed in the 462 

scatter plots of thermal channels T04 and T09 in Fig. 10. The smooth function of T05 463 

has a slope of about zero and is thus not very important. 464 

The thermal channels T05 and T09 were chosen to represent respectively 465 

water vapor and dust in the atmosphere. We aim to evaluate to which extent these 466 

thermal channels capture the seasonality of the airborne constituents. For this, the 467 

individual thermal channel components of the linear predictor are displayed as a 468 

function of the day of the year. The simplified models DHI and DNI
D
 fitted on the all 469 

sky conditions dataset are considered. Fig. 15 presents the mean daily predicted DHI 470 
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and DNI as a function of the day. It can be observed that the curves for T04 follow the 471 

seasonal evolution of the ground temperature with a peak during summer. For T05, a 472 

strong attenuation due to water vapor is observed where no noticeable seasonality can 473 

be observed. For T09, the same seasonal pattern than T04 is notice but with a small 474 

attenuation during summer due to dust. Fig. 16 presents the daily mean ground-475 

measured thermal channels T04, T05 and T09 as a function of the day for the all sky 476 

conditions training dataset.  477 

4.5 Comparison with McClear 478 

Using the web service for McClear, estimates of irradiances were obtained at 479 

the two stations included in the testing sample during the same time period. 480 

Performance statistics computed for the cloud-free condition testing sample are added 481 

in Table 1. Fig. 17 presents the density scatter plots of estimated variables with 482 

McClear versus ground measured variables. Scatter plots are rather similar to GAM. 483 

Same trends are observed in the residuals. One small difference that can be observed 484 

is that more observations of DHI are underestimated with McClear for very high 485 

irradiances. There is also more positive bias with McClear for very low DNI. 486 

Performances presented in Table 1 show that McClear, compared to GAM, has higher 487 

RMSEs for all variables and higher biases for DNI and GHI. In Eissa et al. [49], the 488 

McClear model was validated for the same stations as in the present study and better 489 

performances were obtained. This can be explained by the fact that the two 490 

publications used different methods to discriminate the cloud-free samples from the 491 

cloudy samples. Indeed, the algorithm of Long and Ackerman [50] was used in Eissa 492 

et al. [49] instead of the thin cirrus method used in the present work and in Eissa et al. 493 

[49]. The application of the Long and Ackerman method has resulted in a much lower 494 

proportion of retained cloud-free instants where only 65% of the data was considered 495 



23 

 

cloud-free compared to 85% in the case of the present work. The algorithm of Long 496 

and Ackerman is more restrictive in its discrimination and might have removed some 497 

instants that were in fact cloudy. 498 

 499 

5. Conclusions 500 

In this study, GAM was used to estimate the irradiance components DHI, DNI 501 

and GHI in the UAE. Ground irradiance measurements were available at 5 stations 502 

over the UAE. The data from three stations for the full year of 2010 were used to fit 503 

the model and the data of the two remaining stations for the full year of 2009 were 504 

used for the validation. In this way, the model was trained and tested in completely 505 

independent temporal and spatial conditions. For the purpose of estimating irradiance 506 

throughout the UAE, six SEVIRI thermal channels were used along with other 507 

variables including the solar zenith angle Z , Day, Time and the eccentricity 508 

correction ε. These variables can be calculated for any location over the UAE. 509 

Results were compared with those obtained with an ANN ensemble approach 510 

in Eissa et al. [23] and Alobaidi et al. [22] where the same database and validation 511 

procedure were used. Results indicate clearly that GAM leads to an improved 512 

estimation when compared with the bagging ensemble, and is similar or better for 513 

cloud-free conditions and slightly lower for cloudy conditions compared to the two-514 

stage ensemble architecture proposed in Alobaidi et al. [22]. However, the simplicity 515 

of the GAM models and their ability to provide explicit expressions unlike the ANN 516 

ensemble is a clear advantage.  517 
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In Eissa et al. [23], the training and testing datasets were separated into cloud-518 

free and cloudy sub-datasets and models were fitted and tested separately for these 519 

two datasets. The same approach was used in Alobaidi et al. [22] as well. The 520 

obtained estimations were weaker in the case of cloudy conditions. In the present 521 

study, a single model was also fitted using the training data for all sky conditions and 522 

was tested on the cloud-free and cloudy testing datasets. Results have shown that 523 

similar performances were obtained for both sky conditions with the global model. 524 

This suggests that using two different models is not necessary. 525 

As mentioned before, the advantage of the GAM approach over the ANN 526 

approach is that relations between irradiance variables and explanatory variables can 527 

be defined explicitly. The smoothing curves for each explanatory variable were 528 

graphically represented and analyzed to provide physical explanations to the modeled 529 

relations. 530 

It is proposed in future work to add more variables such as relative humidity 531 

as explanatory covariates. Relative humidity has a high variability throughout the 532 

year, with large values during the summer. Its inclusion as covariate may help explain 533 

an additional percentage of the variance, especially in the summer season. The 534 

development of specific summer and winter models based on a rational definition of 535 

the seasons (see for instance [51]) should also lead to improved models. The usage of 536 

coarse resolution aerosol maps normally used in the physics based approaches can 537 

also be integrated into the proposed framework. Future efforts can also focus on 538 

testing more advanced basis functions in the GAM model. 539 

 540 
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 545 

Nomenclature 546 

DNI   direct normal irradiance (W/m
2
) 547 

DHI  diffuse horizontal irradiance (W/m
2
) 548 

GHI  global horizontal irradiance (W/m
2
) 549 

Z    solar zenith angle (degrees) 550 

    eccentricity correction 551 

    total optical depth of the atmosphere 552 

0I    solar constant (1367 W/m
2
) 553 

m  air mass 554 

T04  SEVIRI T04 channel (3.9 μm) observed brightness temperature (K) 555 

T05  SEVIRI T05 channel (6.2 μm) observed brightness temperature (K) 556 

T06  SEVIRI T06 channel (7.3 μm) observed brightness temperature (K) 557 

T07  SEVIRI T07 channel (8.7 μm) observed brightness temperature (K) 558 

T09  SEVIRI T08 channel (10.8 μm) observed brightness temperature (K) 559 

T10  SEVIRI T10 channel (12.0 μm) observed brightness temperature (K) 560 

ANN  artificial neural network 561 

GAM  generalized additive model 562 

GLM  generalized linear model 563 

RMSE  root mean square error 564 

MBE  mean bias error 565 

rRMSE relative RMSE (%) 566 

rMBE  relative MBE (%) 567 

X  matrix of explanatory or independent variables 568 
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Z  model matrix for the basis functions 569 

A  influence matrix 570 

Y  response or dependent random variable  571 

X  explanatory or independent random variable 572 

y   vector of observed values of Y 573 

g  the link function in GAM and GLM   574 

   unknown parameters of the linear model 575 

θ  vector of unknown parameters of the basis functions 576 

f  smooth functions 577 

b  spline basis functions 578 

λ   smoothing parameter   579 
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Table 1. Results obtained for the models fitted on the separate cloud-free and cloudy sky conditions training datasets and tested on the separate 752 

cloud-free and cloudy sky conditions testing datasets. 753 

Sky 
conditions 

Statistic 
GAM   

ANN 
(Eissa et al., 2013)  

ANN 
(Alobaidi et al., 2014) 

 McClear 

DHI DNI DNI
D
 GHI GHI

D
 

 
DHI DNI GHI 

 
DHI DNI GHI  DHI DNI GHI 

Cloud-free RMSE 55.7 115.1 117.3 47.5 43.4 
 

58.0 140.0 76.9 
    

 67.3 149.6 62.9 
MBE 3.8 1.1 2.8 -2.0 1.3 

 
12.2 -33.7 -14.3 

    
 0.2 38.9 21.5 

rRMSE (%) 23.8 19.4 19.7 7.1 6.5 
 

24.7 23.6 11.4 
 

21.8 19.5 8.4  28.7 25.5 9.4 
rMBE (%) 1.6 0.2 0.5 -0.3 0.2 

 
5.2 -5.7 -2.1 

 
-3.2 -0.2 -1.5  0.1 6.6 3.2 

 
              

    

Cloudy 
  

RMSE 75.5 173.9 170.3 90.1 79.2 
 

76.9 201.0 105.0 
    

    
MBE 5.8 -50.2 -25.3 -36.7 -13.4 

 
-12.2 -40.5 -49.4 

    
    

rRMSE (%) 28.8 36.7 35.9 15.3 13.5 
 

29.3 42.4 17.8 
 

26.8 34.7 13.5     
rMBE (%) 2.2 -10.6 -5.3 -6.3 -2.3 

 
-4.7 -8.6 -8.4 

 
2.7 1.3 2.1     

 754 
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Table 2. Results obtained for the models fitted on the all sky conditions training 755 

dataset and tested on the cloud-free, cloudy and all sky conditions testing datasets. 756 

Sky 
conditions 

Statistic DHI DNI DNI
D 

GHI GHI
D 

Cloud-free RMSE 57.1 119.0 122.2 46.6 44.4 
MBE 5.6 -1.7 -0.2 -0.4 1.8 
rRMSE (%) 24.4 20.0 20.6 6.9 6.6 
rMBE (%) 2.4 -0.3 -0.0 -0.1 0.3 

       
Cloudy RMSE 73.9 170.7 175.1 90.5 79.8 

MBE -13.8 -10.3 16.6 -34.8 -16.3 
rRMSE (%) 28.2 36.0 37.0 15.4 13.6 
rMBE (%) -5.3 -2.2 3.5 -5.9 -2.8 

       
All sky 
conditions 

RMSE 59.9 127.8 131.2 55.1 51.1 
MBE 2.8 -3.0 2.3 -5.4 -0.8 
rRMSE (%) 25.1 22.2 22.8 8.4 7.7 
rMBE (%) 1.2 -0.5 0.4 -0.8 -0.1 

 757 

  758 



33 

 

Table 3. Results obtained with models without ε. The models are fitted and tested on 759 

the all sky conditions training and testing datasets. 760 

Statistic DHI DNI DNI
D 

GHI GHI
D 

RMSE 59.2 125.8 129.2 54.1 50.7 
MBE 2.9 -2.9 2.2 -5.6 -0.8 
rRMSE (%) 24.8 21.8 22.4 8.2 7.7 
rMBE (%) 1.2 -0.5 0.4 -0.8 -0.1 

 761 

  762 
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Table 4. Seasonality in the performance statistics. Results are obtained with models 763 

without ε. The models are fitted and tested on the all sky conditions training and 764 

testing datasets. 765 

Season Statistic DHI DNI DNID GHI GHID 

JFM RMSE 67.51 147.83 153.24 64.79 64.78 

 MBE 6.20 -14.73 -1.42 -6.49 4.24 
 rRMSE (%) 30.13 25.04 25.96 10.38 10.38 

 rMBE (%) 2.77 -2.49 -0.24 -1.04 0.68 

AMJ RMSE 59.07 113.30 115.33 47.73 40.81 

 MBE 20.78 -18.03 -19.35 4.46 5.13 
 rRMSE (%) 22.07 20.27 20.63 6.62 5.66 

 rMBE (%) 7.76 -3.23 -3.46 0.62 0.71 

JAS RMSE 60.03 119.68 118.22 45.04 43.81 

 MBE -17.77 35.56 34.67 1.31 -0.13 
 rRMSE (%) 21.99 22.96 22.68 6.57 6.39 

 rMBE (%) -6.51 6.82 6.65 0.19 -0.02 

OND RMSE 49.29 121.07 127.99 56.69 51.00 

 MBE -2.64 -7.47 2.39 -21.61 -12.52 
 rRMSE (%) 25.91 19.24 20.34 9.40 8.45 

 rMBE (%) -1.39 -1.19 0.38 -3.58 -2.07 

  766 
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Table 5. Results obtained with models including the explanatory variables Day, Time,767 

Z , T04, T05 and T09. The models are fitted and tested on the all sky conditions 768 

training and testing datasets. 769 

Statistic DHI DNI DNI
D 

GHI GHI
D 

RMSE 67.7 132.5 136.1 54.2 51.1 
MBE -17.1 7.2 14.4 -17.2 -0.8 
rRMSE (%) 28.4 23.0 23.6 8.2 7.7 
rMBE (%) -7.2 1.3 2.5 -2.6 -0.1 

 770 

771 
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 772 

Fig. 1. Location of the ground measurement stations. Triangles represent stations of the 773 
training dataset and circles represent stations of the testing dataset. 774 

775 
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 776 

Fig. 2. Density scatter plots of residuals versus model fitted values for a) δ and b) log(δ). 777 

 778 
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 780 

Fig. 3. Density scatter plots of estimated versus ground measured irradiance and residuals 781 
versus ground measured irradiance for the models fitted and tested on the all sky conditions 782 

training and testing datasets.  783 
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 784 

Fig. 4. Mean ground measured DHI, DNI and GHI as function of time for the training dataset. 785 
Solid lines represent cloud-free conditions and dashed lines represent cloudy conditions.  786 

 787 
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 789 

Fig. 5. Smooth functions of explanatory variables for the model estimating DHI fitted on the 790 
all sky conditions dataset. The dotted lines represent the limits of the 5% confidence interval.  791 
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 792 

Fig. 6. Smooth functions of explanatory variables for the model estimating DNI
D
 fitted on the 793 

all sky conditions dataset. The dotted lines represent the limits of the 5% confidence interval.  794 
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 795 

Fig. 7. Smooth functions of explanatory variables for the model estimating GHI
D
 fitted on the 796 

all sky conditions dataset. The dotted lines represent the limits of the 5% confidence interval.  797 
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 798 

Fig. 8. Scatter plots of ground measured DHI versus explanatory variables for the all sky 799 

training conditions dataset.  800 
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 801 

Fig. 9. Scatter plots of ground measured DNI versus explanatory variables for the all sky 802 
conditions training dataset.  803 
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 804 

Fig. 10. Scatter plots of ground measured GHI versus explanatory variables for the all sky 805 
conditions training dataset. 806 

  807 
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Fig 11. Mean daily AOT at 500 nm and mean daily water vapor in Abu Dhabi. 808 

 809 
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47 

 

 811 

Fig. 12. Smooth functions of explanatory variables for the model estimating DHI 812 

fitted on the all sky conditions dataset (simplified model). The dotted lines represent 813 

the limits of the 5% confidence interval. 814 

  815 
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 816 

Fig. 13. Smooth functions of explanatory variables for the model estimating DNI
D
 817 

fitted on the all sky conditions dataset (simplified model). The dotted lines represent 818 

the limits of the 5% confidence interval.  819 
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  820 

Fig. 14. Smooth functions of explanatory variables for the model estimating GHI
D
 821 

fitted on the all sky conditions dataset (simplified model). The dotted lines represent 822 

the limits of the 5% confidence interval. 823 

  824 
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 825 

Fig. 15. Components of the linear predictor related to the thermal channels as a 826 

function of the day. The models DHI (a,b,c) and DNI
D
 (d,e,f) fitted on the all sky 827 

conditions dataset (simplified model) are considered. 828 

 829 

 830 

Fig. 16. Daily mean ground measured thermal channels T04, T05 and T09 for the all 831 

sky conditions training dataset. 832 

 833 
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 835 

Fig. 17. Density scatter plots of estimated versus ground measured irradiance and residuals 836 

versus ground measured irradiance for the McClear model fitted and tested on the cloud-free 837 

conditions training and testing datasets. 838 

 839 

 840 


