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In recent years several studies have examined changes in the distribution of poverty in the North
American cities, with most empirical work assessmeighbourhood change between two time
points. This paper aims to make a methodological contribution to the study of neighbourhood
change, by comparing two classification methods, one classicak#éks clustering) the other

more novel (Latent Class Growiiodelling; LCGM) to identify groups of census tracts having
followed similar trajectories of poverty in the Montreal metropolitan area, Canada. Here
trajectories of poverty are measured over a twenty year period, using five time points. The
relative perfomance of the LCGM vs. the-tkeans clustering was assessed using a series of
multinomial logistic regressions examining how different socioeconomic variables were
associated with the trajectories of poverty. Results showed tim&iaks and LCGM identified
similar groups of census tracts characterised by ascending, descending, or stable poverty levels
throughout the period, with LGCM only marginallytperforming kmeans clustering

Latent class growth modelling-means clustering Neighborhood chang@overty trajectories,
Montreal



Durant les dernieres années, plusieurs auteurs ont examiné les changements dans la répartition de
la pauvreté au sein des villes n@héricainesLa plupart de ces travawmpiriquesont porté

sur deux points dans le temgizet articlevise a apporter une contribution méthodologique pour
I'étude du changemedtins leqquarties, en comparant deux méthodes de classification] 6 u n e
bien conne(le K-means) et | 6 aLatént HasspGrowth Modé@liqdeCe M)epou(
identifier les groupede secteurs de recensement ayant suli@s trajectoires de pauvreté
similaires dans la région métropolitaine de Montré@anady Les trajectoires soritdentifiées

sur une période de vingt ans en utilisant cing années de receng&8&6)t1991, 1996, 2001,
2006) La performance relative du LCGMersus lek-means a été évaluée a l'aide d'une série de
régressions logistiques multinomiales examinant comment les edifé& variables socio
économiques ont été assasi@vec les trajectoires de pauvrdtés deux méthodesermettent

d identifier a la fois des trajectoires de pauvreté stables, ascendantes et descehdaiefess,

le LCGM est trés légérement plus penfiant que le ¥means.

Modélisation de variable latente de croissariceneans classification pauvreté trajectoires
Montréal

Introduction

In the past decades, rapid urban expansion in conjunction with a growing income gap (Heisz
et al, 2006) and structural forces such as economic restructuring, demographic shifts, as well as
changes in government policies have impacted on the socioeconomic divisions in North
American cities (Kitcheret al, 2009; Walks, 2001), as well in European eitfgan Kemperet
al., 2009). Hence the spatial dimension of urban and neighbourhood change in cities of
developed countries is receiving increasing attention (Kitete, 2009). To date, most of the
empirical work has examined neighbourhood changedmiviwo time points (see for example
the recent works of Mikelbank, 2006; Reile¢lal, 2011; Vicino, 2008). Except the recent work
of Mikelbank (2011) on the Clevelaskron metropolitan area, and the one of Appariial.

(2012) on Montreal, few stues have identified trajectories of change in socioeconomic
conditions, allowing the direction and magnitude of trends to vary between more than two time
points, and how this change plays out at the dimtedropolitan level. Yet processes of
gentrification (Berry, 1986; Buntinget al, 1988; Clark, 1987; Ley, 1986) and the
impoverishment of inner suburbs documented in more recent work (Ceiold, 2006;
Jargowsky, 2003; Leet al, 2007; McConvilleet al, 2003; Shoret al, 2007) are indicative of
important transformations in the urban social geography, and are important to grasp in their
dimensions

In a recent paper (Apparicet al, 2012), we use a new clustering technique for longitudinal
datai latent class growth model (LCGNI)to identify trajectories of neighbourhood poverty in
Montreal over five consecutive census years (1986 to 2006). Then, we conduct a multinomial
logistic regression analysis for modelling the trajectories obtained by the LCGM

Although based on the sampatial datasetf that previous studyour objectivein this paper
is quite differentWhile the classification methodsuch ask-meansclustering and hierarchical
cluster analysisare largely used in quantitative geograpthe LCGM approach is stilittle-
known by manygeographersConsequently,hie purpose of this study is to compare LCGM
versus the #means clustering to assess which method performs better in identifying trajectories
of neighbourhood chang&he potential benefitef the LCGM in quantitative research imrban
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geographyare discussed as wellndeed,this approach for classifying spatial longitudimizta
can be applied to analyze the neighbourhood chasges as poverty, immigration, ethnic or
social diversity, unemployment, etc.

For illustrative purposes, we analyze ti@ographyof low-income population as measured at
five time points over &0-yearperiodin Montreal, i.e. thetrajectories ofelative poverty at the
neighbourhood levelln practical termsthe paper aims to identify groups of neighbourhoods
characterized by a similar pattern of change in their poverty levels. The present study therefore
attempts primarily to makeraethodologicatontribution to thestudy of neighbourhood change.

Backgrouml
Studyingneighbourhood poverty change

Several studies concerned with changes in-pigVerty neighbourhood, at least in the USA,
have focussed on the growth of these neighbourhoods in suburban areas, and especially in inner
ring suburbs. Some studies aimidentify the evolution in the distribution of poverty zones in
metropolitan areas, notably by opposing the central city to -mngrsuburbs (Cooket al,

2006; Lee, 2011; Leet al, 2007). Other research, such as the study by McConville and Ong
(2003), is interested by the trajectories of poor neighbourhood, i.e. whether they stayed poor,
worsen or improved over time, in relation to change in other neighbourhood conditions, e.g.
ethnic, immigration, education, employment and family profiles

In Canada, few studies have examined transformations of poverty neighbourhood. In 2000,
Ley and Smith (2000) noted the changing nature of some census tracts in Toronto, Montreal and
Vancouver over a twenty year period, observing that deprived neighbourlmob@81l were not
necessarily deprived by 1991 and inversely, rdegrived neighbourhood in 1971 could have
become deprived by 1991. Their observations were based on several cumulative indicators
associated with deprivation (measured using thresholds) neeanst in 1971 and then in 1991

Using census data, Heisz and McLeod (2006) showed that both the proportioninddove
neighbourhoods and their spatial distribution across the different Canadian metropolitan areas
varied between 1981 and 2001. Foammple, they observed that, compared to 1981;itmeme
neighbourhoods in Montreal and Toronto were less likely to be located in inner city
neighbourhoods by 2001 and more in inrieg suburban areas. Although this study by Heisz
and McLeod identified bd trends for each metropolitan area, the authors did not identify
neighbourhood trajectories per. se

A study by Kitchen and Williams (2009) set in Saskatoon, a Canadian metropolitan area of
moderate size, analyzed neighbourhood change between 1991(idd,20 consi der i ng
peri odddP6 and ®BR001. Their analyses considered the socioeconomic profile of 58
neighbourhoods at the beginning of the period (1991), classifying them as low, middle or high
socioeconomic status (SES) neighbourhoodsigihbourhoods were then characterised as
following three possible trajectories of change in SES between 1991 and 2001, i.e. decline,
improvement or stability. Kitchen and Williams study (2009) is interesting as it considered
socioeconomic conditions at theginning of the study period and their change over a 10 year
period. Yet ten years of observation might be too short to identify important changes in urban
processes such as filtering down ¢ougration of households to newer and more elaborate
dwellings and inmigration of households of lesser wealth and lower social status), gentrification,
and the suburbanization of poverty



Our study proposes to analyse trajectories of neighbourhood poverty on a longsar 20
period. As Kitchen and Williams (2009e consider poverty levels at the beginning of the
period, i.e. 1986, but also neighbourhood poverty levels in 1991, 1996, 2001 and 2006. Thus,
over time, a neighbourhood could be characterised by an ascending trajectory, then a descending
trajectory, folbwed by a stable level of poverty, to a declining slope at the end of the study
period. At each time point poverty is measured as a continuous variable. This will allow us to
identify trajectories with more precision and to identify an optimal numberapéctories.
Statistically, this will be achieved by applying and comparing two clustering techniques to group
neighbourhoods having followed similar trajectories of change in poverty levels. Hence the
objective of this paper is essentially a methodologiced, i.e. to identify a clustering method
most suited to measure neighbourhood change. We will see later that these approaches allow
maximising variation between trajectories and minimising variation within trajectories. This step
is crucial if the aim igo identify the determinants of neighbourhood change and to measure their
relative importance. This paper builds on previous work by defining trajectories of poverty using
five time points, allowing for the magnitude and direction change in poverty yavaach time
point.

This precision, however, comes witiethodological challenges, including the construction of
a longitudinal database at the immeetropolitan scalei.e. at thecensus tract levelith
comparable and harmonised socioeconomic dath gographical boundaries acrassveral
census years. Another methodologichallenge is to find the most accurajgproach to group
neighbourhoodgharacterized by similar evolution of their poor population over timeith
each group (i.e. trajectoryjeing most different amongst themselviesthe next section, we
discuss two possible techniques.

Identifying trajectories of neighbourhoatiange at the intra
metropolitan level: the possibilities provided byrkeans clustering and
latent class growth modelling

Modelling social change has mainly been tackled from -8eréees and econometric
perspectives, namely to study economic cycles amahges in labour markets at broad
geographic |l evel s. |t i's also possible to eny
areas having followed a similar pattern of change along a variable (or variables) of interest over
time. To date unsupered clustering techniques such as hierarchical cluster analysis (HCA) and
k-means clustering, or extensions ofmeans (eg. fuzzy-kneans (Friedmaret al, 1998),
partitioning around the medoid (Kaufmah al, 2005); see Jain (2007) for a description and
comparison of several extensions of tAm&ans clustering), mainstreamed in urban geography
and soci al sciences, have mai nly been appl i
characteristics at one point in time (see for example Mikelbank, 20@#0\t al, 2011) and
less often at two points in times (Reile¢lal, 2007, 2011; Vicino, 2008)

However, It i s possible to apply these oOcl
dataset to identify neighbourhood trajectories. For example,|béikk (2011) applied an HCA
to group census tracts along several demographic, housing and socioeconomic variables
extracted from four censuses (1970, 1980, 1990, 2000). These variables were standardized (z
scores) at each time point, and were then appendezhe table, on which an HCA was
computed. This allowed identifying five types of neighbourhoods over the period: struggling,
struggling African American, stability, new starts, and suburbia. Thus, a census tract could
belong to the same neighborhoodéyguring the four census years, or it could change type one
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or more times. Finally, Mikelbank (2011) built several transition tables to identify stability or
change in neighbourhood trajectories across two years or all the time periods

Whereas it is possible to apply classical clustering techniques to longitudinal spatial datasets,
new semipar ametric analytical procedures have re
having followed similar trends over time, namely Latent Class Grdwdadels (LCGM) (Nagin,

2005). To date, LCGM has mainly been applied in psychology (Nagin, 2005) and epidemiology,
for example, to group individuals with similar trajectories of change in hesllited behaviours
(Barnettet al, 2008; Brookmeyeet al, 2009). To our knowledge, it has been applied to spatial
data to examine trajectories of change within a metropolitan area or a country in only three
studies (Appariciet al, 2012; Pearsoet al, 2013; Riveet al, 2012)

K-means and LCGM are statisticalustering techniques that can be applied to classify
objects (i.e. census tracts) into k number of clusters (i.e. trajectories) with similar change in a
variable (i.e. poverty) over time.-Keans is an exploratory statistical clustering technique that
uses an allocation/rallocation algorithm to optimally reassign census tracts to the nearest
cluster centroid (Everitt al, 2001). The goal is to maximize between clusters variations and to
minimize within cluster variations, and thus to group into letypf local areas having followed
similar trajectories of change in poverty over the study period. Some statistical software, e.g.
SAS, optimizes the choice of initial cluster centres; thus, the random selection of cluster centres,
potentially leading to ifferent solution when the modelisreun, i s no | onger bei
Compared to HCA algorithms, the number of k must be chosen a prionmigaks clustering
and there are several methods to identify the optimal cluster solution (Mildigah 1985)
including, amongst others: the Psetllo st at i st at al, 2000 athei C@sc kClustering
Criterion (Sarle, 1983); or a more discursive method (Tibshiearal, 2001) consisting of
plotting the average distance to cluster centroid for eaterl solution and visually identifying
the opti mal cluster solution where there is a
criteriondo)

LCGM is a senparametric approach to classification (Andraffal, 2009; Collinset al,

2009; Dunca et al, 2009). Although each census tract will follow a unique trajectory of
changing poverty levels, the heterogeneity in the distribution of census tracts is summarized by a
finite set of polynomial functions, each corresponding to a discrete clésgentory (Andruffet

al., 2009; Nagin, 2005). Because the magnitude and direction of change can freely vary between
trajectories, a set of model parameters, i.e. intercept and slopes, is estimated for each trajectory
(Andruff et al, 2009; Nagin, 2005)For each trajectory, the slope and intercept are treated as
fixed (equal) between census tracts. In LCGM, the optimal number of classes is informed by a
built-up modelling approach whereby the modelling starts with actass model, and classes

are subseagently added to evaluate improvement in model fit. The model providing the best fit to
the data is identified by interpreting and comparing several diagnostic tools, including the model
with the lowest Bayesian Information Criterion (BIC) and posteriomhaidities of group
membership (a maximugprobability assignment rule is used to assign each individual to the
trajectory to which it holds the highest posterior membership probability) (Anetradf, 2009).

LCGM is now relatively easy to apply in softieasuch as SAS (ProcTRAJ) (Joresal, 2007),

Mplus (Muthén & Muthén), and LatentGOLD (Statistical Innovations). The main differences
between kmeans and LCGM are summarised in Table 1 (adapted from LatentGold website:
http://www.statisticalinnovations.com/articles/kmeans2a)htm

The underlying principles of-kneans and LCGM are thus different: one is a descriptive/
exploratory technique wheredsetother adopts a seiparametric approach to classificatidnis



http://www.statisticalinnovations.com/articles/kmeans2a.htm

alsoworth noting that KMeans requires continuous or dichotomous variables while LCGM can
be applied to any type of distribution (continuous, ordinal, nominal, count and binomialk In thi
study, the variable used for the classificatiome. the location quotientis continuousYet no

studies have compared how the methods fare in generating groups of spatial units having
followed similar trajectories of change.

Table 1. Differences bewveen kmeans clustering and latent class growth modelling

K-means LCGM
Approaches to Use of allocation/rallocation Probabilitybased methodf
classification algorithm (and adhoc distance classification also producing
measure) to optimally reassign information on misclassification of

objects to nearest cluster centre. object into clusters.

Identification of Lowest average distance to cluster Various modelleebaseddiagnostics

number of centre; cubic clustering criterion; such as the BIC statistic and the
optimal clusters  pseudeF statistic. posterior probabilities of group
membership.

Types of Interval scale and dichotomous Continuous, categorical (nominal or

variables and variables for which Euclidean ordinal), counts variables or any

standardization distance measures can be calculate combination of these. Standardizatior
Standardization of varialdds of variables is not necessary.
recommended. Covariates can be used to maximise

classification

Objectives of thestudy

Aiming to betterchaacterizetrajectories of neighbourhogabverty change the purpose of
this study is to appland comparéwo clustering technique® 20 years of census ddffave time
points) to identify groups of neighbourhoods having followed similar trajectorypamferty
between 1986 and 2008/e applybothk-means ad LCGM techniques to assess which method
performs better in identifying trajectoriesf poverty The selection ofthe most accurate
classification represents a crucial step before developing expmatatels of socioeconomic
changes operating in metropolitan areas.

Several studies have demonstrated that the clustering accuracy emngemnk is superior to
that of HCA, especially when computed on large data sets (see for example Abbas, 2008). In
addiion, results of HCA vary according to the distance metric (Euclidian distance, squared
Euclidean distance, Mahalanobis distance, etc.) and the cluster method (single, complete,
medi an, centroid |Iinkages, War dodLOB®MMmbdelsl, et c
to several variants of the HCA, we opted famkans clustering

Material and methods

Study area and data

This study is set in Canada, in thkntreal CensusMetropolitanArea (CMA) comprising a
population of about 34 million inhabitants spread over a territory o239 km? in 2006
(Statistics Canada, 20P7ntra-metropolitan areas are defined using census tract boundaries.
Administrative and census geographical boundariesthe Montreal CMA have changed
considerablybetween 1986 and 200€éhe number ofttensus tractincreased from 698 to 825
over this period Harmonistion of the geographidoundariesof census tractsvas therefore
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necessary. Starting with tH€©86 census tractgeographidoundaies (the earliestime point),
this was achieved byggregatingcontiguouscensus tractsn order to obtain comparable
boundariesacrossall census yeard\ total of611census tractwas obtained.

—.\ Highway

[] Administrative region
[ ] Municipality

O ca

10 kilometres

List of municipalities by region
ISLAND OF MONTREAL LAURENTIDES MONTEREGIE
Districts of Montreal City Other municipalities 38 Blainville 55 Beloeil 79 Saint-Basilede-Grand
1 Ahuntsic-Cartierville 20 Baie-d'Urfé 37 Boisbriand 58 Boucherville 80 Saint-Bruno-de-Montarville
2 Anjou 21 Beaconsfield 38 Bois-des-Filion 57 Brossard 81 Saint-Constant
3 Cote-des-Neiges-Notre-Dame-de-Grdce 22 Cbte-Saint-Luc 38 Deux-Montagnes 58 Candiac 82 Saint-Lambert
4 L'Tle-Bizard-Sainte-Geneviéve 23 Dollard-des-Ormeatnx 40 Kanesatake 59 Carignan 83 Saint-Lazare
§ Lachine 24 Dorval 41 Lomaine 80 Chambly 84 Saint-Mathias-sur-Richelieu
6 LaSalle 25 Hampstead 42 Oka 61 Chateauguay 85 Saint-Mathieu
7 Le Plateau-Mont-Royal 26 Kirdand 43 Pointe-Calumet 62 Delson 88 Saint-Mathieu-de-Beloeil
8 Le Sud-Ouest 27 Llle-Dorval 44 Rosemére 83 Hudson 87 Saint-Philippe
8 Mercier-Hochelaga-Maisonneuve 28 Mont-Royal 45 Sainte-Anne-des-Plaines B4 Kahnawike 88 Sainte-Catherine
10 Montréal-Nord 29 Montiréal-Est 46 Sainte-Marthe-surle-Lac 65 LTle-Cadieux 89 Sainte-Julie
11 Outremont 30 Montréal-Ouest 47 Sainte-Thérése 66 LTle-Perrot 80 Terrasse-Vaudreuil
12 Piemefonds-Roxboro 31 Pointe-Claire 48 Saint-Eustache 67 La Prairie 91 Varennes
13 Rividre-des-Prairies-Pointe-aux-Trembles 32 Sainte-Anne-de-Bellevue 48 Saint-Joseph-du-Lac B8 Léry 92 Vaudreuil-Doricn
14 Rosemeont-la Petite-Patrie 33 Sennevills 69 Longueuil 83 Vaudreuil-surle-Lac
15 Saint-Laurent 34 Westmount 70 MoMasterville
3 Ve 75 Mo Seint i
rdun LANAUDIERE ont-Saint-Hilaire
18 Ville-Marie 73 Notre-Dame-de-flle-Perrot
19 Villeray-Saint-MichaHPare-Extension 50 Charlemagne 74 Ofterbum Park
51 Mascouche 75 Pincourt
LAVAL 52 Repentigny 76 Pointe-des-Cascades
53 Saint-Sulpice 77 Richelieu
35 Laval 54 Termebonne 78 Saint-Amable

Figure 1. The study area.



Relative pvertywas measured every five ysdretween 1986 and 2006 using data from the
Canadi an Censdmeomasuoii § s h eleutatedayisStatistics Canadahis
variablecorresponds ttheincome level at whicla householdpend 20%or more ofits income
(before tax on the bags (i.e.food, shelter and clothinghan does the average household of
similar size(Statistics Canada, 20111

This measure is the only one in the Canadian census that allows identifyingctowe
persons or families at a small geographical scale,cemgsus tracts (Appariciet al, 2007;

Séguinet al, 2012) . Because comparing 6cruded pover
across time might be influenced by the changing economy (i.e. periods of recession or economic
prosperity), povertywasiodel | ed as a Ol ocation quotientd s

rate of each census tract was divided by the rate observed for CMA as a whole; we are thus using
a measure of relative poverty concentration. The proportion ofifoeme populationn the

CMA at each time point is showed in Table 2. The location quotient gives an overview of how,
at any time, local poverty levels compare to the CMA average. This measure of concentration is
largely used in urban and regional studies (Mikelbank, 28@6armueet al, 2008; Shearmust

al., 2009; Vicinoet al, 2011; Walkset al, 2008), and is computed as follow

LQ = (% /t) (X /T)

Where:

xi= low income populatiom private household$e census tract
ti= total persons in private householidsthe census tract
X=low income populatiomn private households the CMA,;
T=total persons in private householdsthe CMA

A location quotientgreater than 1 indicatesconcentration opoverty (i.e. a percentage of
low-income population higher than that of the CM&hereas a value below 1 indicates
underrepresentation pbverty(i.e. a percentage of lomcome population lower than that of the
CMA).

Table 2. Description of indicators of poverty for the Montreal CMA between 1986 and 2086

Census ye 198¢ 1991 199¢ 2001 200¢
Total population 2,826,27 3,019,35! 3,125,54.  3,208,86  3,363,97
Low-incomepopulation 609,17 666,68( 863,74! 723,671 728,22
% 21.5¢ 22.0¢ 27.6¢ 22.5¢ 21.6¢
Unemployment rate 11.32 11.6¢ 11.2¢ 7.52 7.01
Lone parent families (%) 15.97 15.7¢ 17.5¢ 18.2: 18.2¢
Oneperson households (%) 25.3] 27.3¢ 29.5¢ 31.1¢ 31.9¢
People aged O 9.2¢ 10.2¢ 11.0¢ 11.97 12.7(
Recent immigrants (%) 1.27 2.7: 4.21 3.4¢ 4.7
Low education population (% 39.7¢ 34.9¢ 31.57 25.8i 21.61
University education (%) 20.7¢ 13.42 26.0¢ 26.27 25.1¢
Renters (%) 55.5¢ 53.6¢ 52.1¢ 50.4¢ 47.5]

a All variables are calculated for the CMA boundaries of 1986.

b For 1986, 1991 and 1996 censuses: Population 15 years and over with less than grade :
secondary school certificate; For 2001 census: Population 20 years and over with less than
without secondary school certificate; For 2006 census, ptipnll5 years and over without diploma.
¢ Population 15 years and over, except for the 2001 census where this information is aval
population aged 20 years and over.




LCGM and kmeans clustering methods to identify trajectories of
relativepoverty

Generation of trajectories akighbourhoogbovertywas first conducted using LCGM, as this
technique provides diagnostic statistics regartiegptimal cluster solution. We set asiaitial
criterion that each cluster/trajectory needed a minimum of 5%hef611lcensus tractsso a
minimum of 30census tractper trajectoy. This was set to ensure a minimum of observations
per trajectoy in later validation stage (e.gndin line with minimum requirement of observation
for regression analysisps we had no a priori for the optimal numberotdssesLCGM was
conducted foi5 to 20 classesa minimum of5 classesvas set in ordeto have a minimum of
differentiation betweegroups ofcensus tcts The @timal cluster solution is identifiely: 1) a
minimum of 5% ofcensus tractper trajectoriesand 2) the lowest BIC value Analyses were
conducted in LatentGOLD softwa(8tatistical Innovations

K-means clustering was conducted in SAS (SAS Institute Iny, specifying again 5 to 20
clusters. Thevalue of theaverage distance to cluster centréad each cluster solutiowas
plottedt o i denti fy a &énat uindidatindptheeptila cluster sotutiolm di st r
the end the toice of the optimal number of cluster solutions wasrmed by the LCGM
solutionproviding the best fit to the data.

Statistical analyses

To assess the relative performance of the LC@&Mthek-means clustering in identifying
trajectories of relative p@rty, two sets of analyses were conducted. Finsg multinomial
logistic regression (MLR), the variables used for the classificationtiieslocation quotients
from 1986 to 200pwere modelled as predictors of the trajectoriegectories are modeld as a
categorical dependent variable). This approach is some form of discriminant analysis, used to
test the performance of different methods of classificaigme for example Magidsost al,
2002 or different numbers of cluster solutioriéhe idea here is to use tReSquareand model
fit statisticsfrom this analysiso inform which of thek-means and LCGMiluster solutions better
summarizes the variation poverty concentratian

A second series of MLR was then conducted to empirieadgmine how a set of predictors
theoretically associated with poverty explain each trajectory: unemployment rate, single parent
families (%), onper son househol ds ( %), the elderly (O
low education population (%), urewsity education (%) and renters (%) (see Table 2 for a
description of the values taken by the predictors between 1986 and 2006 for the study region).
These variables were retained because recent studies have demonstrated that they are strongly
associatedvith the spatial distribution of poverty across the Montreal CMA at the census tract
level (Apparicio et al, 2007 Séguinet al, 2019. In separate MLR models, tbepredictors
were modelled at the staot the period, i.e. 198@&tend i.e.in 2006, and as variation between
1986 and 2006(e.g. unemploymentate 2006 - unemployment rate 1986 final model
includingbaseline predictors and variation between 1986 and ®@86un For each modelhe
focus is on the strengtiR-Square) and the fit (Akaikeformation Criterion [AIC] and Bayesian
Information Criterion [BIC]; lowest value of the AIC and BIC are indicative of better model fit)
of the model

10



Results

Location quotients of the loamcome population for the five census years at the census tract
level (CT) are mapped in Figure 2. As reported in previous studies (Appatie 2007;
Séguinet al, 2012), CTs displaying a concentration of poverty are mainly located in the central
part of the Island of Montreal, corresponding to inrciey neighbairhoods, whereas CTs
characterized by an undegpresentation of poverty are observed in Laval and the North and
South shores, corresponding to suburban areas. Over the2Q@986period, the presence of
poverty in many central CTs (inreity neighbourhoosl) became less pronounced, while poverty
gained grounds outside the central CTs on the island of Montreal in areas urbanized during the
19506s and 19600s. Some areas of concentrated
CMA disappeared over theeriod under study (these are old village centres in municipalities that
have witnessed the arrival of new, wealthier populations)
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Figure 2. Location quotients of relative poverty in Montreal CMA at census tract level
(19862006).

Optimal cluster solution for both the LCGM andareans clustering are presented in Figure 3.
According to the LCGM analysis, the 611 census tracts were optimally classified in eight
trajectories, identified by t hé&bceénsub trasts ger sol
trajectory and with the lowest BIC values. The eidlaster solution also appeared to fit the data
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