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Distribution grid configurations

Our co-simulation model is configured according to the following settings for the power distri-

bution network:

— Distribution network topology: The distribution network is a modified IEEE 13-node radial

distribution feeder [24], as depicted in Fig. 9.3. It has 18 LV residential networks, each of
which consists of 19 customer households, representing 342 households in total.

PEVs: PEVs are modeled based on the specification of a commercial PEV model, Nissan
LEAF! (Table 9.1). Each PEV is associated with a specific home arrival time, home depar-
ture time, and daily driving distance based on realistic data extracted from the National
Household Travel Survey (NHTS) 2001 2.

Public parking garages: Two public parking garages are available at node 632 and 684, res-
pectively, where vehicle owners can park and charge their PEVs during work time.

RES: PV panels are assumed available at parking garages. Each PV panel is configured
to have an area of 500 m?, with a conversion efficiency of 12% and an inverter efficiency
of 95%3. Based on the sun irradiance level in Montréal4, the hourly distribution of the
generation capacity from PV panels can be determined, as shown in Fig. 9.4.

Residential base load: A base load profile is applied at each household to model its daily base
load consumption. The load shape is obtained from the RELOAD ® database for both summer
and winter. For each season, two additional load curves are generated by time shifting the
original load shape by +/- 1 hour to account for discrepancies in residential daily routines.
At each household and hour, the load randomly varies among the three aforementioned load
profiles based on a uniform distribution. The maximum power demand and power factor are

set to 2 kW and 0.95 [5], respectively, at each household.

- N =

. LEAF’s manual is available at http://www.nissanusa.com/leaf-electric-car.

. The NHTS dataset is available at http://nhts.ornl.gov.

. Efficiencies are given at http://www.solarbuzz.com/.

. Sun irradiance level data is available at http://www.climate.weatheroffice.qc.ca/.
5.

RELOAD Database Documentation and FEvaluation and Use in NEMS is available at http://wuw.

onlocationinc.com/LoadShapesReload2001. pdf.
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Tableau 9.1 — PEV Model Configuration

Model Nissan LEAF
Battery capacity 24 kWh
Maximum depletable capacity 80%
Electric drive efficiency 0.26 kWh/mile [25]
Charge/Discharge efficiency 90% [26]
Charging infrastructure Level 1 [27]
Power rating 1.44 kW (120VAC/12A)
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Figure 9.3 — Single line diagram of the 342-node distribution network topology.

FiWi-based communications infrastructure configurations

An EPON of 32 ONUs with a line rate of 1 Gbps is used for the fiber backhaul. The ONU nodes
are distributed uniformly to cover the entire distribution grid of 342 customer households. A wireless
mesh network based on IEEE 802.11g with a line rate of 54 Mbps is used to aggregate sensor data
for those customer households without a direct connection to an ONU. The wireless mesh network
forwards their packets through the closest ONU collocated with an MPP. The notification message
rate, Anotif, is set to 1 message per second. Due to space limitations, we do not evaluate the impact
of Apotis on our proposed IntVGR scheme. Nodal voltage and power consumption measurements

are assumed to be available directly without any sensing delay or error.
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Definition of investigated scenarios

Two penetration levels (PLs), i.e., 42% and 84%, are tested in the simulation. We introduce a
coefficient 7, which specifies the ratio of Pyesired t0 Porig- The smaller the value of 7 is, the lower
the peak demand level is desired and the longer the V2G period is extended. To be more specific,
Piesired = (342 x 2) - n in kW, where 342 x 2 corresponds to the system-level peak demand for
non-PEV loads. 7 is varied from 0.80 to 0.95.

The following simulation scenarios are considered:

— H-R: This scenario serves as the business-as-usual (BAU) scenario, in which case PEVs are
charged in a random and uncoordinated manner immediately upon arrival at home until
being fully replenished, and therefore, no ICTs are involved.

— H-S: A smart charging scheme recently proposed in [5] is applied to home scheduling, which
attempts to maintain the original base load peak demand level while minimizing the total
power losses. This scenario serves as a benchmark test case for efficacy validation of the pro-
posed IntVGR scheduling algorithm. The reason for taking this scheme as benchmark is that
its objective is also from the technical viewpoint of power system (network constraints) ins-
tead of cost-benefit analysis as proposed in some other studies, and it has been demonstrated
to successfully control the system peak demand level and regulate voltage deviations.

— W-R/H-S: Added to the aforementioned H-S scenario, public parking garages become avai-
lable and thus enable parked PEVs to get charged in an uncoordinated manner during work
hours.

— IntVGR(n, w/o RES): The proposed IntVGR algorithm is applied but no local RES gene-
ration unit is available.

— IntVGR(n, w/ RES): The proposed IntVGR is implemented with its full functionality.

Computation complexity

The proposed IntVGR algorithm may require a significant amount of calculations to find optimal

solutions, depending on the value of parameters involved in scheduling. To decrease the computation
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Figure 9.4 — Hourly distribution of the generation capacity from the local RES unit at the public
parking garage (workplace).

complexity, first of all, the considered time frame, 7, must be finite, and intuitively, 7 could be set
to 24 hours in order to schedule PEVs on a daily basis. Meanwhile, discretization of 7 into time
slots (Tsj0t) significantly reduces the number of required power flow analyses. Furthermore, in order
to cut down even more the number of calculations, we created a caching system in our co-simulator,
exposed in our previous work [15], which avoids rerunning the same power flow analysis two times.
In our numerical simulations, a Ty, of 15 minutes, which has also been suggested as a likely interval
* for PEV scheduling in [3], and a 7 set to 24 hours along with the aforementioned caching system

have not led to a large computation time.

9.5.2 Results for the performance of distribution grid

The following performance metrics are measured and examined: (i) Dpear denotes the peak
power demand in kW needed from the main source, (i) Lmqas denotes the maximum system losses
in kW, including both line losses and transformer losses, (i43) Vmin represents the minimum per unit
(p.u.) value of voltage at the node with the worst daily voltage profile, (iv) V2G4, denotes the
maximum power in kW fed back to the grid by aggregated PEVs, and (v) SOCfnq indicates the

average SOC in percentage upon PEV’s deadline.

Table 9.2 shows the results for the aforementioned scenarios based on a PL of 42% and a summer
base load profile. One of the main objectives of the proposed IntVGR algorithm is to smoothen the
overall demand profile by shaving the peak. Despite that the benchmark H-S scenario successfully
maintains the same peak level as Py (681.49 kW), our proposed IntVGR algorithm is able to
achieve much more. The performance in terms of peak shaving and valley filling for different charging

strategies is shown in Fig. 9.5. It can be observed that the H-R scenario increases Dp.qy, significantly
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and the W-R/H-R scenario enables public parking garages to share some of the charging burden
during periods of already high demand. The H-S scenario successfully avoids the situation where
PEV charging activities coincide with household peaks. In comparison, the IntVGR(0.90, w/0 RES)
scenario achieves a peak demand even lower than P,.;; by coordinating feasible PEVs to provide
V2G services during peak hours. Fig. 9.6 provides a closer look at the IntVGR algorithm between
G2V and V2G modes. Dy is further shaved as n decreases. With 1 equal to 0.80, Dpeqx is brought

down to 605.79 kW, decreased by 21% compared to that in the BAU scenario.

The second metric in Table 9.2, Lp,qz, is reduced by 30% from 22.65 kW in the IntVGR(0.80,
w/o RES) scenario compared to that in the BAU scenario. The distribution system operator is
concerned about power losses, which could be potentially compensated by increasing the electricity
tariffs at customer premises. Based on the deployment of ICTs, intolerable voltage deviations are
avoided and Vi, at all nodes is always maintained within the acceptable limit ([0.95, 1.05] p.u
under normal conditions), as shown in Fig. 9.7. Compared to the benchmark H-S scenario, the

proposed IntVGR algorithm achieves a better performance in voltage regulation.

It is worth noting that for some 7, Pgesireq cannot be always reached. For example, with 7 equal
to 0.80, Dpeqx is only shaved to 605.79 kW, or equivalently 85% of Dorig, and V2Gpme, increases
by only 4.32 kW, corresponding to three more PEVs, as 1 decreases from 0.85 to 0.80. This can
be explained by the fact that our proposed IntVGR algorithm also takes PEV owner’s need into
account, which is illustrated in Fig. 9.8. It can also be observed from Table 9.2 that SOC;nq is not
sacrificed but maintained at a fairly satisfying level (above 99.88%).

Tableau 9.2 — Co-simulation results for a PL of 42% and a summer base load profile.

w/o ICTs w/ ICTs
H-S IntVGR(n, w/o RES) IntVGR(n, w/ RES)

w/o W-R{w/ W-R|n=0.95|1n=0.90 | n=0.85 | n=0.80 { n=0.95 | n=0.90 | =0.85 | n==0.80
Dpeax [kw] 759.87 681.49 678.16 | 666.54 | 635.20 | 633.84 | 605.79 | 653.27 | 630.55 | 609.09 | 584.09
Lmaz [kw) 32.34 27.22 26.90 26.12 { 24.05 | 24.00 | 22.65 | 26.29 | 24.59 | 23.92 | 22.49
Vimin [py] 0.9443 0.9507 0.9531 | 0.9522 | 0.9548 | 0.9553 | 0.9558 | 0.9521 { 0.9528 | 0.9528 | 0.9552

V2Gmas [kw] 0 0 0 38.88 | 69.12 | 87.84 | 92.16 | 21.60 | 50.40 | 73.44 | 87.84

SO0Ctina {%]| 100.00 99.63 100.00 | 100.00 { 99.95 | 99.88 | 99.90 | 100.00 | 100.00 | 99.94 | 100.00

H-R
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Another objective of the proposed IntVGR algorithm is to take maximum utilization of low-cost
energy generated locally from RES units, considering the fact that most PEVs are parked for quite
a long period during the day and as such give sufficient flexibility of their charging time. As shown
in Fig. 9.9, in an uncoordinated and random manner, there is a garage charging peak at 9 a.m.
due to most PEVs arriving at work around that time, and thereby, some PEVs need to take power
from the grid as a result of not sufficient capacity from local RES units. The IntVGR(0.90, w/
RES) scenario, in contrast, is able to track the RES output profile by putting off those PEVs with
relatively longer parking duration to a later time when the RES output increases. For example at 9
a.m., only 38 out of 80 PEVs are enabled by the IntVGR algorithm to charge while the remaining
42 ones are delayed. Note that with the same 7, IntVGR (1, w/ RES) scenarios result in lower Dpeq
and V2Gpmqz than IntVGR(n, w/o RES) scenarios do, as can be observed in Table 9.2, which can
be explained by the fact that a surplus of RES output, if applicable, is fed back to the grid and to

some extent contributes in peak shaving.

The sensitivity to the PEV adoption rate of our proposed IntVGR algorithm is then tested with
a higher PL of 84%, the results of which are given in Table 9.3. Besides similar results to those
previously mentioned, we make some new observations. As the PL is high, a higher morning peak
exists as a result of PEVs charging at public parking garages (e.g., Dpeqk is 651.40 kW in IntVGR (1,
w/o RES) scenarios with 7 equal to 0.90, 0.85, and 0.80). Although the garage charging demand
is more than the amount that local RES units can provide, the IntVGR algorithm makes its best
effort in coordinating PEVs for utilization of local renewables and preventing the occurrence of the

aforementioned peak during morning hours, as depicted in Fig. 9.10.

As the PL rises, more efforts are required to aggregate PEVs to provide V2G services. We
note that as the PL is doubled from 42% to 84%, V2G 4z, however, is not doubled, which can
be explained by the fact that a higher PL results in a higher probability that PEVs have to be
interrupted from V2G mode and switched back to G2V mode within the V2G period for the sake
of reaching a satisfying SOC level by the desired deadline. As observed in Table 9.3, SOCfnq is

slightly worsened by only 1%.
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Figure 9.5 — The overall demand profile in different simulation scenarios based on a PEV penetration
level of 42% and a summer base load profile.
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Figure 9.6 — Operation of G2V and V2G modes in the IntVGR(0.90, w/o RES) scenario based on a
PEV penetration level of 42% and a summer base load profile.

We also validate the efficacy of our proposed algorithm with a winter base load profile. Similar
findings to Table 9.2 and 9.3 were obtained, but results are not given in this paper due to space

limitations.

To sum up, our proposed IntVGR algorithm has been demonstrated to successfully smoothen
the overall demand profile by peak shaving and valley filling, the peak-to-average ratio (PAR) of
which can be brought down to 1.28 with n equal to 0.90 and even lower as n further decreases. This
is much improved compared to a PAR of 1.50 for the BAU scenario and 1.38 for the benchmark
scenario, allowing the utility to run the power grid at decreased peak provisioning with higher
system efficiency, lower costs, and also reduced carbon emissions. It has also been proved effective
in coordinating PEV charging loads based on tracking the generation profile of local RES units.
Note that in simulations, we use a forecast output profile known in advance for local RES units.
To deal with unpredictable uncertainties/deviations involved in generation/load profiles, we have
proposed and examined in our previous work [14] a reactive coordination scheme, which is able to
adjust the scheduling results with respect to unknown variations, but this is not the main focus of

this paper.
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Tableau 9.3 — Co-simulation results for a PL of 84% and a summer base load profile.

w/o ICTs w/ ICTs
H-S IntVGR(m, w/o RES) IntVGR(n, w/ RES)

w/o W-R|w/ W-R|n=0.95|1=0.90 | n=0.85 | =0.80 | n=0.95 | n=0.90 | n=0.85 | n=0.80
Dpear kw] 850.08 683.29 679.13 | 667.46 | 651.40 | 651.40 | 651.40 | 668.71 | 641.59 | 624.28 | 595.51
Lmaz [kw] 38.89 27.21 26.88 26.17 | 24.26 | 23.40 | 20.48 | 25.86 | 24.24 | 23.19 | 20.53
Vimin [pu] 0.9397 0.9503 0.9531 | 0.9527 | 0.9536 | 0.9542 | 0.9533 | 0.9484 | 0.9518 | 0.9537 | 0.9544

V2Gmaz [kw] 0 0 0 40.32 | 83.53 | 119.52 | 138.24 | 48.96 | 90.72 | 122.40 | 151.20

SO0C¢ina [%] 99.87 98.82 99.93 99.92 | 99.87 | 99.66 | 99.24 | 99.72 | 99.57 | 99.30 | 98.88

H-R
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Figure 9.7 — Worst nodal voltage profile based on a PEV penetration level of 42% and a summer base
load profile.
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Figure 9.8 — Operation of G2V and V2G modes in the IntVGR(0.80, w/o RES) scenario based on a

PEV penetration level of 42% and a summer base load profile.

9.5.3 Interoperability with the supporting communications infrastructure

The performance of the communications infrastructure also plays a critical role for deployment
of the proposed scheduling algorithm. Two main performance metrics are examined, namely, channel
throughput and delay. Due to space limitations, we show selected results for the aforementioned

scenarios from a communications perspective.

For all the simulation scenarios, the bandwidth utilization is observed to vary significantly with
the PL and whether garage scheduling with RESs is deployed, as depicted in Fig. 9.11. During the

simulation interval from 26 to 42 seconds, corresponding to 6 to 10 a.m. on the virtual distribution
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Figure 9.9 — Workplace scheduling with RESs in the IntVGR(0.90, w/o RES) scenario based on a PEV
penetration level of 42% and a summer base load profile.

system layer (VDSL), bandwidth utilization is higher for scenarios with RESs scheduling enabled
and remains unchanged if PEVs are charged in an uncoordinated manner at public garages. Note
that 1 simulation second corresponds to 15 minutes on the VDSL and the interval up to 26 seconds
is basically used for simulation initialization and thus not shown in the figure. During peak hours,
starting from 70 seconds, the throughput significantly increases for both PLs as a large volume of
home G2V-V2G requests/responses as well as other messages such as SOC information packets are
exchanged between PEVs and the DMS. The channel throughput reaches the peak at around 114
seconds (4 a.m. on the VDSL). This is caused by the fact that the number of PEVs that are in
charging (G2V) mode reaches the maximum at 4 a.m. and thereby the number of SOC messages
exchanged between PEVs and the DMS also reaches the maximum amount, which is consistent with
the findings in Fig. 9.8 where G2V charging load reaches the maximum at 4 a.m.. When the PL is
doubled from 42% to 84%, the number of PEVs is doubled, which might explain the observation that
the channel throughput due to exchanging PEV-related messages is also roughly doubled at critical
time points. Note that the bandwidth taken up by information interactions other than PEV-related
messages, such as notification messages containg the sensor data for grid monitoring (loads, nodal
voltages, etc.), is approximately 1.3 Mbps, and it remains unchanged over time for both two PLs

as the number of household is fixed.

With regard to the second metric, as shown in Fig. 9.12, the upstream end-to-end delay measured
at the DMS is approximately 1 ms and, as expected, is slightly higher on average for a higher
PL, which is consistent with observations for the channel throughput. Note that the end-to-end
delay takes into account the transmission, propagation, and queuing delays. We do not evaluate

computation times. The delay reaches its highest level during 66 to 90 simulation seconds (4 p.m.
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base load profile, n = 0.90.
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Figure 9.11 — Upstream throughput measured at the DMS for different PLs.
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Figure 9.12 — Upstream end-to-end delay measured at the DMS for different PLs.

to 22 p.m. on the VDSL). This can be explained by the fact that most PEVs arrive at home during
this period and contend for the wireless network channel bandwidth to exchange their messages to
the DMS through an ONU, and therefore packet collision is more likely to occur as multiple PEVs

attempt to transmit their messages to an ONU simultaneously.

Note that 1-2 Mbps were required by the proposed algorithm with the aforementioned configu-
rations. Depending on the sensitivity required by the utility, Anotif can be changed. As our proposed

communications infrastructure has the potential of sharing its bandwidth with other applications,

151



IEEE Transactions on Smart Grid, vol. 4, no. 3, pp. 1381-1590.

such as voice and video, quality-of-service issues could be noted. We addressed this problem in our

previous work [28], to which interested readers are referred for further details.

9.6 Conclusions

In this paper, our proposed IntVGR algorithm has been implemented in a co-simulation environ-
ment by exchanging real-time message and data between the DMS and PEVs over a converged FiWi
broadband access network. Its performance from both power systems and communications perspec-
tives has been examined. Results demonstrate its effectiveness in smoothening the overall demand
profile and controlling PEVs to make maximum utilization of local RES capacity. Grid constraints
as well as vehicle owners’s satisfaction are both taken into account. To deploy the proposed scheme
over a distribution grid consisting of 342 customer households, the utilized upstream bandwidth
is found to be 1-2 Mbps, which occupies a fairly low level of the EPON channel resources and a
low end-to-end delay of 1 ms is obtained. The multidisciplinary study performed in this paper can
be further extended to accommodate various smart grid applications and services in more complex

physical-cyber systems.
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In part I, the smart grid and potential communications technologies were first introduced, whe-
reby we focused on the potential of fiber-wireless (FiWi) access networks integrated with optical
and wireless sensors for cost-effective and reliable smart grid communications. More specifically, in
Chapter 3, we developed a probabilistic framework allowing to find the theoretical upper bound of
the machine-to-machine (M2M) traffic. This work was extended from the paper presented in this
chapter, whereby the probabilistic FiWi framework is generic and can be applied to any single-class

traffic applications.
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In this paper, we present the first analytical framework to quantify the performance of FiWi
network routing algorithms, validate previous simulations studies, and provide insighful guidelines
for the design of novel integrated optical-wireless routing algorithms for future FiWi access net-
works leveraging next-generation PONs, notably long-reach 10+ Gbps TDM/WDM PONs, and
emerging Gigabit-class WLAN technologies. The analytical framework is flexible and can be ap-
plied to any existing or new optical-wireless routing algorithm. Furthermore, it takes the different
characteristics of disparate optical and wireless networking technologies into account. Beside their
capacity mismatch and bit error rate differences, the framework also incorporates arbitrary frame
size distributions, traffic matrices, optical/ Wireless propagation delays, data rates, and fiber cuts.
We investigate the performance of minimum hop, minimum interference (wireless hop), minimum
delay, and our proposed OFRA routing algorithms. The obtained results show that OFRA yields the
highest maximum aggregate throughput for both conventional and long-reach wavelength-routing
WDM PONs under balanced and unbalanced traffic loads. For a higher loaded fiber backhaul, ho-
wever, OFRA gives priority to lightly loaded wireless links, leading to an increased mean delay at
small to medium wireless traffic loads. We also observe that using very high throughput WLAN
helps increase the maximum mean aggregate throughput significantly, while high-speed 10 Gb/s

WDM PON helps lower the mean delay especially at medium traffic loads.
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10.1 Abstract

Current Gigabit-class passive optical networks {(PONs) evolve into next-generation PONs, whe-
reby high-speed 10+ Gb/s time division multiplexing (TDM) and long-reach
wavelength-broadcasting/routing wavelength division multiplexing (WDM) PONs are promising
near-term candidates. On the other hand, next-generation wireless local area networks (WLANS)
based on frame aggregation techniques will leverage physical layer enhancements, giving rise to
Gigabit-class very high throughput (VHT) WLANSs. In this paper, we develop an analytical {ra-
mework for evaluating the capacity and delay performance of a wide range of routing algorithms
in converged fiber-wireless (FiWi) broadband access networks based on different next-generation
PONs and a Gigabit-class multi-radio multi-channel WLAN-mesh front-end. Our framework is very
flexible and incorporates arbitrary frame size distributions, traffic matrices, optical/wireless propa-
gation delays, data rates, and fiber faults. We verify the accuracy of our probabilistic analysis by
means of simulation for the wireless and wireless-optical-wireless operation modes of various FiWi
network architectures under peer-to-peer, upstream, uniform, and nonuniform traffic scenarios. The
results indicate that our proposed optimized FiWi routing algorithm (OFRA) outperforms mini-
mum (wireless) hop and delay routing in terms of throughput for balanced and unbalanced traffic

loads, at the expense of a slightly increased mean delay at small to medium traffic loads.

Keywords: Availability, fiber-wireless (FiWi) access networks, frame aggregation, integrated rou-

ting algorithms, next-generation PONs, VHT WLAN,

10.2 Introduction

Fiber-wireless (FiWi) access networks, also referred to as wireless-optical broadband access
networks (WOBANSs), combine the reliability, robustness, and high capacity of optical fiber networks
and the flexibility, ubiquity, and cost savings of wireless networks [1]. To deliver peak data rates up to
200 Mb/s per user and realize the vision of complete fixed-mobile convergence, it is crucial to replace
today’s legacy wireline and microwave backhaul technologies with integrated FiWi broadband access

networks [2].
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Significant progress has been made on the design of advanced FiWi network architectures as well
as access techniques and routing protocols/algorithms over the last few years [3]. Among others,
the beneficial impact of advanced hierarchical frame aggregation techniques on the end-to-end
throughput-delay performance of an integrated Ethernet passive optical network (EPON)/wireless
mesh network (WMN)-based FiWi network was demonstrated by means of simulation and expe-
riment for voice, video, and data traffic [4]. A linear programming based routing algorithm was
proposed in [5, 6] with the objective of maximizing the throughput of a FiWi network based on
a cascaded EPON and single-radio single-channel WMN. Extensive simulations were conducted to
study the throughput gain in FiWi networks under peer-to-peer traffic among wireless mesh clients
and compare the achievable throughput gain with conventional WMNs without any optical back-
haul. The presented simulation results show that FiWi and conventional WMN networks achieve
the same throughput when all traffic is destined to the Internet, i.e., no peer-to-peer traffic, since the
interference in the wireless front-end is the major bandwidth bottleneck. However, with increasing
peer-to-peer traffic the interferences in the wireless mesh front-end increase and the throughput
of WMNs decreases significantly, as opposed to their FiWi counterpart whose network throughput

decreases to a much lesser extent for increasing peer-to-peer traflic.

The design of routing algorithms for the wireless front-end only or for both the wireless and
optical domains of FiWi access networks has received a great deal of attention, resulting in a large
number of wireless, integrated optical-wireless, multipath, and energy-aware routing algorithms.
Important examples of wireless routing algorithms for FiWi access networks are the so-called delay-
aware routing algorithm (DARA) (7], delay-differentiated routing algorithm (DDRA) (8], capacity
and delay aware routing (CaDAR) [9], and risk-and-delay aware routing (RADAR) algorithm [10].
Recently proposed integrated routing algorithms for path computation across the optical-wireless
interface include the so-called availability-aware routing [11], multipath routing {12}, and energy-
aware routing algorithms [13]. Most of these previous studies formulated routing in FiWi access

networks as an optimization problem and obtained results mainly by means of simulation.

In this paper, we present to the best of our knowledge the first analytical framework that allows
to evaluate the capacity and delay performance of a wide range of FiWi network routing algorithms

and provides important design guidelines for novel FiWi network routing algorithms that leverage
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the different unique characteristics of disparate optical fiber and wireless technologies. Although a
few FiWi architectural studies exist on the integration of EPON with long-term evolution (LTE)
(e.g., [2]) or worldwide interoperability for microwave access (WiMAX) wireless front-end networks
(e.g., [14]), the vast majority of studies, including but not limited to those mentioned in the above
paragraph, considered FiWi access networks consisting of a conventional IEEE 802.3ah EPON fiber
backhaul network and an IEEE 802.11b/g wireless local area network (WLAN)-based wireless mesh
front-end network [15]. Our framework encompasses not only legacy EPON and WLAN networks,
but also emerging next-generation optical and wireless technologies such as long-reach and multi-
stage 10+ Gb/s time and/or wavelength division multiplexing (TDM/WDM) PONs as well as

Gigabit-class very high throughput (VHT) WLAN.

Our contributions are threefold. First, we develop a unified analytical framework that com-
prehensively accounts for both optical and wireless broadband access networking technologies. We
note that recent studies focused either on TDM/WDM PONS only, e.g., [16], or on WLANS only,
e.g., [17]. However, there is a need for a comprehensive analytical framework that gives insights into
the performance of bimodal FiWi access networks built from disparate yet complementary optical
and wireless technologies. Toward this end, our framework is flexibly designed such that it not only
takes the capacity mismatch and bit error rate differences between optical and wireless networks

into account, but also includes possible fiber cuts of optical (wired) infrastructures.

Second, our analysis emphasizes future and emerging next-generation PON and WLAN technolo-
gies, as opposed to many previous studies that assumed state-of-the-art solutions, e.g., conventional
IEEE 802.11a WLAN without frame aggregation [17]. Our analytical approach in part builds on pre-
vious studies and includes significant original analysis components to achieve accurate throughput-
delay modeling and cover the scope of FiWi networks. Specifically, we build on analytical models
of the distributed coordination function in WLANS, e.g., [18, 19}, and WLAN frame aggregation,
e.g., [20]. We develop an accurate delay model for multihop wireless front-ends under nonsaturated
and stable conditions for traffic loads from both optical and wireless network nodes, as detailed in

Section 10.7.
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Third, we verify our analysis by means of simulations and present extensive numerical results
to shed some light on the interplay between different next-generation optical and wireless access
networking technologies and configurations for a variety of traffic scenarios. We propose an optimi-
zed FiWi routing algorithm (OFRA) based on our developed analytical framework. The obtained
results show that OFRA outperforms previously proposed routing algorithms, such as DARA (8],
CaDAR [9], and RADAR [10]. They also illustrate that it is key to carefully select appropriate
paths across the fiber backhaul in order to minimize link traffic intensities and thus help stabilize

the entire FiWi access network.

To our best knowledge, the presented unified analytical framework is the first to allow capacity
and delay evaluations of a wide range of FiWi network routing algorithms, both previously proposed
and new ones. Our analytical framework covers not only legacy EPON and WLAN, but also next-

generation high-speed long-reach WDM PON and emerging Gigabit-class VHT WLAN technologies.

The remainder of the paper is structured as follows. In Section 10.3, we discuss related work
and recent progress on FiWi access networks. Section 10.4 describes FiWi access networks based
on next-generation PON and Gigabit-class WLAN technologies in greater detail. Section 10.5 out-
lines our network model as well as traffic and routing assumptions. The capacity and delay of the
constituent fiber backhaul and wireless front-end networks are analyzed in Sections 10.6 and 10.7,
respectively, while the stability and end-to-end delay of the entire FiWi access network are evalua-
ted in Section 10.8. Section 10.9 presents numerical and verifying simulation results. Section 10.10

concludes the paper.

10.3 Related Work

The recent survey of hybrid optical-wireless access networks [21] explains the key underlying
photonic and wireless access technologies and describes important FiWi access network architec-
tures. Energy-efficient FiWi network architectures as well as energy-efficient medium access control
(MAC) and routing protocols were reviewed in [22]. Recent efforts on energy-eflicient routing in

FiWi access networks focused on routing algorithms for cloud-integrated FiWi networks that of-
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Figure 10.1 - FiWi network architecture based on single- or multi-stage TDM or WDM PON and
multihop WMN.

fload the wireless mesh front-end and the optical-wireless gateways by placing cloud components,
such as storage and servers, closer to mobile end-users, while at the same time maintaining low
average packet delays [23, 24]. A delay-based admission control scheme for providing guaranteed
quality-of-service (QoS) in FiWi networks that deploy EPON as backhaul for connecting multiple
WiMAX base stations was studied in [25].

A promising approach to increase throughput, decrease delay, and achieve better load balancing
and resilience is the use of multipath routing schemes in the wireless mesh front-end of FiWi net-
works. However, due to different delays along multiple paths, packets may arrive at the destination
out of order, which deteriorates the performance of the Transmission Control Protocol (TCP). A
centralized scheduling algorithm at the optical line terminal (OLT) of an EPON that resequences
the in-transit packets of each flow to ensure in-order packet arrivals at the corresponding destination
was examined in [26]. In addition, [26] studied a dynamic bandwidth allocation (DBA) algorithm
that prioritizes flows that may trigger TCP’s fast retransmit and fast recovery, thereby further

improving TCP performance.

Given the increasing traffic amounts on FiWi networks, their survivability has become increa-
singly important [27, 28]. Cost-effective protection schemes against link and node failures in the
optical part of FiWi networks have been proposed and optimized in [29, 30, 31, 32]. The surviva-
bility of FiWi networks based on multi-stage PONSs, taking not only partial optical protection but
also protection through a wireless mesh network into account, was probabilistically analyzed in [33].

Deployment of both back-up fibers and radios was examined in [34].
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Recent research efforts have focused on the integration of performance-enhancing network coding
techniques to increase the throughput and decrease the delay of FiWi access networks for unicast

and multicast traffic [35, 36).

10.4 FiWi Access Networks

Most previous FiWi access network studies considered a cascaded architecture consisting of a
single-stage PON and a multihop WMN, as shown in Fig. 10.1. Typically, the PON is a conven-
tional IEEE 802.3ah compliant wavelength-broadcasting TDM EPON based on a wavelength split-
ter/combiner at the remote node (RN), using one time-shared wavelength channel for upstream
(ONUs to OLT) transmissions and another time-shared wavelength channel for downstream (OLT
to ONUs) transmissions, both operating at a data rate of 1 Gb /s. A subset of ONUs may be located
at the premises of residential or business subscribers, whereby each ONU provides fiber-to-the-
home/business (FTTH/B) services to a single or multiple attached wired subscribers. Some ONUs
have a mesh portal point (MPP) to interface with the WMN. The WMN consists of mesh access
points (MAPs) that provide wireless FiWi network access to stations (STAs). Mesh points (MPs)
relay the traffic between MPPs and MAPs through wireless transmissions. Most previous FiWi stu-
dies assumed a WMN based on IEEE 802.11a/b/g WLAN technologies, offering a maximum raw

data rate of 54 Mb/s at the physical layer.

Future FiWi access networks will leverage next-generation PON and WLAN technologies to
meet the ever increasing bandwidth requirements. A variety of next-generation PON technologies
are currently investigated to enable short-term evolutionary and long-term revolutionary upgrades
of coexistent Gigabit-class TDM PONs [37]. Promising solutions for PON evolution toward higher
bandwidth per user are (i) data rate upgrades to 10 Gb/s and higher, and (i¢) multi-wavelength
channel migration toward wavelength-routing or wavelength-broadcasting WDM PONs with or
without cascaded TDM PONs [38, 39]. Similarly, to alleviate the bandwidth bottleneck of the
wireless mesh front-end, future FiWi networks are expected to be based on next-generation IEEE

802.11n WLANS, which offer data rates of 100 Mb/s or higher at the MAC service access point, as
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Figure 10.2 — Next-generation PONs: (a) High-speed TDM PON, (b) wavelength-broadcasting WDM
PON, and (c) wavelength-routing multi-stage WDM PON.

well as emerging IEEE 802.11ac VHT WLAN technologies that achieve raw data rates up to 6900
Mb/s.
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10.4.1 Next-Generation PONs

As shown in Fig. 10.1, current TDM PONSs may evolve into next-generation single- or multi-stage
PONs of extended reach by exploiting high-speed TDM and/or multichannel WDM technologies
and replacing the splitter/combiner at the RN with a wavelength multiplexer/demultiplexer, giving

rise to the following three types of next-generation PONs:

High-speed TDM PON

Fig. 10.2(a) depicts a high-speed TDM PON, which maintains the network architecture of
cbnventional TDM PONSs except that both the time-shared upstream wavelength channel X, and
downstream wavelength channel \gown and attached OLT and TDM ONUs operate at data rates of

10 Gb/s or higher [40].

Wavelength-broadcasting WDM PON

A wavelength-broadcasting WDM PON has a splitter/combiner at the RN and deploys multiple
wavelength channels A = 1,..., A, as shown in Fig. 10.2(b). Each of these A wavelength channels
is broadcast to all connected WDM ONUs and is used for bidirectional transmission. Each WDM
ONU selects a wavelength with a tunable bandpass filter (e.g., fiber Bragg grating) and reuses the
downstream modulated signal coming from the OLT for upstream data transmission by means of

remodulation techniques, e.g., FSK for downstream and OOK for upstream [41].

Wavelength-routing multi-stage WDM PON

Fig. 10.2(c) shows a wavelength-routing WDM PON, where the conventional splitter/combiner
at the RN is replaced with a wavelength multiplexer/demultiplexer, e.g., arrayed-waveguide grating
(AWG), such that each of the A wavelength channels on the common feeder fiber is routed to a
different distribution fiber. A given wavelength channel may be dedicated to a single ONU (e.g.,

business subscriber) or be time shared by multiple ONUs (e.g., residential subscribers). In the latter
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case, the distribution fibers contain one or more additional stages, whereby each stage consists of
a wavelength-broadcasting splitter/combiner and each wavelength channel serves a different sector,
see Fig. 10.2(c). Note that due to the wavelength-routing characteristics of the wavelength mul-
tiplexer /demultiplexer, ONUs can be made colorless (i.e., wavelength-independent) by using, for
example, low-cost reflective semiconductor optical amplifiers (RSOAs) that are suitable for bidi-
rectional transmission via remodulation [38]. Wavelength-routing multi-stage WDM PONSs enable
next-generation PONs with an extended optical range of up to 100 km, thus giving rise to long-
reach WDM PONs at the expense of additional in-line optical amplifiers. Long-reach WDM PONs

promise major cost savings by consolidating optical access and metropolitan area networks [42].

10.4.2 Gigabit-Class WLAN

IEEE 802.11n specifies a number of PHY and MAC enhancements for next-generation WLANS.
Applying orthogonal frequency division multiplexing (OFDM) and multiple-input multiple-output
(MIMO) antennas in the PHY layer of IEEE 802.11n provides various capabilities, such as antenna
diversity (selection) and spatial multiplexing. Using multiple antennas also provides multipath ca-
pability and increases both throughput and transmission range. The enhanced PHY layer applies
two adaptive coding schemes: space time block coding (STBC) and low density parity check coding
(LDPC). IEEE 802.11n WLANS are able to co-exist with IEEE 802.11 legacy WLANS, though in
greenfield deployments it is possible to increase the channel bandwidth from 20 MHz to 40 MHz via
channel bonding, resulting in significantly increased raw data rates of up to 600 Mb/s at the PHY

layer.

A main MAC enhancement of 802.11n is frame aggregation, which comes in two flavors, as shown

in Figs. 10.3-10.4.

Aggregate MAC Service Data Unit (A-MSDU): Multiple MSDUs, each up to 2304 octets
long, are joined and encapsulated into a separate subframe, see Fig. 10.3. Specifically, multiple
MSDUs are packed into an A-MSDU, which is encapsulated into a PHY service data unit (PSDU).
All constituent MSDUs must have the same traffic identifier (TID) value (i.e., same QoS level) and

the resultant A-MSDU must not exceed the maximum size of 7935 octets. Each PSDU is prepended
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Figure 10.4 — A-MPDU frame aggregation scheme.

with a PHY preamble and PHY header. Although the fragmentation of MSDUs with the same

destination address is allowed, A-MSDUs must not be fragmented.

Aggregate MAC Protocol Data Unit (A-MPDU): Multiple MPDUs, each up to 4095 octets

long, are joined and inserted in a separate subframe, see Fig. 10.4. Specifically, multiple MPDUs are

aggregated into one PSDU of a maximum size 65535 octets. Aggregation of multiple MPDUs with

different TID values into one PSDU is allowed by using multi-TID block acknowledgment (MTBA).

Both A-MSDU and A-MPDU require only a single PHY preamble and PHY header. In A-MSDU,

the PSDU includes a single MAC header and frame check sequence (FCS), as opposed to A-MPDU

where each MPDU contains its own MAC header and FCS. A-MPDU and A-MSDU can be used

separately or jointly.
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Future Gigabit-class WMNs may be upgraded with emerging IEEE 802.11ac VHT WLAN tech-
nologies that exploit further PHY enhancements to achieve raw data rates up to 6900 Mb/s and

provide an increased maximum A-MSDU/A-MPDU size of 11406/1048575 octets [43].

10.5 Network Model

10.5.1 Network Architecture

We consider a PON consisting of one OLT and O attached ONUs. The TDM PON carries one
upstream wavelength channel and a separate downstream wavelength channel. We suppose that
both the wavelength-broadcasting and the wavelength-routing multi-stage WDM PONs ca,fry A
bidirectional wavelength channels A = 1,...,A. In the wavelength-routing multi-stage WDM PON,
the O ONUs are divided into A sectors. We use A to index the wavelength channel as well as the
corresponding sector. In our model, sector A, A = 1,..., A, accommodates Oy ONUs. Specifically,

ONUs with indices o between Zf)‘;} O, and 23:1 O, belong to sector A, i.e., form the set of nodes

A-1 A
Sy = {O|ZOU<OS ZOU}. (10.1)
v=1 v=1

Thus, sector A = 1 comprises ONUs 0 € §; = {1,...,01}, sector A = 2 comprises ONUs o €
Sy = {01+ 1,...,01 + O3}, and so on, while we assign the index o = 0 to the OLT. The one-way
propagation delay between OLT and ONUs of sector A is ¥»® (in seconds) and the data rate of the
associated wavelength channel X is denoted by ¢*) (in bit/s). Hence, each sector of the wavelength-
routing multi-stage WDM PON is allowed to operate at a different data rate serving a subset of
ONUs located at a different distance from the OLT (e.g., business vs. residential service areas).
For ease of exposition, we assume that in the wavelength-broadcasting TDM and WDM PONSs all
wavelength channels operate at the same data rate ¢ (in bit/s) and that all ONUs have the one-way

propagation delay v (in seconds) from the OLT.

All or a subset of the O ONUs are equipped with an MPP to interface with the WMN. The

WDMN is composed of different zones z, whereby each zone operates on a distinct frequency such
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that the frequencies of neighboring zones do not overlap. Frequencies may be spatially reused in
nonadjacent zones. A subset of MPs are assumed to be equipped with multiple radios to enable
them to send and receive data in more than one zone and thereby serve as relay nodes between
adjacent zones. We denote each radio operating in a given relay MP in a given zone z by a unique
w. The remaining MPs as well as all MPPs, MAPs, and STAs are assumed to have only a single
radio w operating on the frequency of their corresponding zone. All wireless nodes are assumed to
be stationary; incorporating mobility is left for future research. Adopting the notation proposed
in [44], we let R, denote the set of multi-radio relay MPs and L, denote the set of single-radio MPs,
MPPs, MAPs, and STAs in zone z. Note that set R, is empty if there are only single-radio MPs in
zone z. Note that due to this set definition each multi-radio MP is designated by multiple w; one w
and corresponding set R, for each zone z in which it can send and receive. The WMN operates at

a data rate 7 (in bit/s).

In the WMN, we assume that the bit error rate (BER) of the wireless channel is p, > 0. On the
contrary, the BER of the PON is assumed to be negligible and is therefore set to zero. However,
individual fiber links may fail due to fiber cuts and become unavailable for routing traffic across the

PON, as described next in more detail. Throughout, we neglect nodal processing delays.

10.5.2 Traffic Model and Routing

We denote N for the set of FiWi network nodes that act as traffic sources and destinations.
Specifically, we consider A to contain the OLT, the O ONUs (whereby a given ONU models the set
of end users with wired access to the ONU), and a given number N of STAs. In our model, MPPs,
MPs, and MAPs forward in-transit traffic, without generating their own traffic. Hence, the number
of traffic sources/destinations is given by || = 1+ O+ N. Furthermore, we define the traffic matrix
S = (Sij), 4,7 € N, where S;; represents the number of frames per second that are generated at
FiWi network node i and destined to FiWi network node j (note that Sj; = 0 for i = j). We allow
for any arbitrary distribution F' of the frame length L (in bit) and denote L and ¢? for the mean
and variance of the length of a frame, respectively. The traffic generation is assumed to be ergodic

and stationary.
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Our capacity and delay analysis flexibly accommodates any routing algorithm. For each pair
of FiWi network source node i and destination node j, a particular considered routing algorithm
results in a specific traffic rate (in frames/s) T';; sent in the fiber domain and traffic rate T;; sent
in the wireless domain such that S;; = I'y; + f‘ij. A conventional ONU o without an additional
MPP cannot send in the wireless domain, i.e., foj = 0, and sends its entire generated traffic to
the OLT, i.e., Sp; = I'pj. On the other hand, an ONU o equipped with an MPP can send in the
wireless domain, i.e., f‘oj > 0. Note that we allow for multipath routing in both the fiber and wireless
domains, whereby traffic coming from or going to the OLT may be sent across a single or multiple
ONUs and their collocated MPPs. We consider throughout first-come-first-served service in each

network node.

10.6 Fiber Backhaul Network

10.6.1 Capacity Analysis

For the wavelength-routing multi-stage WDM PON, we define the normalized downstream traffic

rate (intensity) in sector A, A =1,...,A, as

L O
= (Z Too+ Y D qu) : (10.2)

0€S) g=1 0€S,

where the first term represents the traffic generated by the OLT for sector A and the second term
accounts for the traffic from all ONUs sent to sector A via the OLT. We define the upstream traffic
rate (in frames/s) of ONU o as

O

RY:=Tux+ Y Tog (10.3)
g=1

where the first term denotes traffic destined to the OLT and the second term represents the traffic

sent to other ONUs via the OLT. The normalized upstream traffic rate (intensity) of sector A is

E
u,A U
pr = _CO‘) E R,. (10.4)

0ES)
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For stability, the normalized downstream and upstream traffic rates have to satisfy

p** <1 and p** < 1 (10.5)

in each sector A, A = 1,...,A, of the wavelength-routing multi-stage WDM PON.

In the wavelength-broadcasting TDM PON (A = 1) and WDM PON (A > 1), we define the

upstream traffic intensity p“ and downstream traffic intensity p? as:

Toq (10.6)

Mo

f/ (o]
= e

o=1¢g=0

=}
Il

(10.7)

i>1 o

||Mo

The TDM and WDM PONSs are stable if p* < 1 and p¢ < 1.

10.6.2 Delay Analysis

In the wavelength-routing multi-stage WDM PON, the OLT sends a downstream frame to an
ONU in sector A by transmitting the frame on wavelength A, which is received by all ONUs in
the sector. We model all downstream transmissions in sector A to emanate from a single queue.
For Poisson frame traffic, the downstream queueing delay is thus modeled by an M/G/1 queue

characterized by the Pollaczek-Khintchine formula [45]

p A
giving the total downstream frame delay
d,A d,A L o))
D’=®Q))+g§+w . (10.9)

Weighing the downstream delays D% in the sectors A by the relative downstream traffic intensities

p*/ Zﬁ}:l p® in the sectors, gives the average downstream delay of the wavelength-routing multi-
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stage WDM PON

D4 = dr . pdA, (10.10)

||M>

ZA 1P

For the upstream delay, we model each wavelength channel A, A =1,..., A, as a single upstream
wavelength channel of a conventional EPON. Accordingly, from Eq. (39) in [46], we obtain for the

mean upstream delay of sector A

2 — p* L
wA _ 9. p u,A L
DA =2y T2+ @ (") + = (10.11)
and the average upstream delay of the wavelength-routing multi-stage WDM PON equals
A
D* = ——— > ot D™ (10.12)

Z/\ 1 P ,\:1

To improve the accuracy of our delay analysis, we take into account that traffic coming from an
ONU o in sector v and destined to ONU g in sector A is queued at the intermediate OLT before
being sent downstream to ONU g, i.e., the OLT acts like an insertion buffer between ONUs o and
g. Consequently, to compensate for the queueing delay at the OLT we apply the method proposed

in [47] by subtracting the correction term
B =3 (p0?), (10.13)

whereby for the setting that ¢(*) = ¢ for all channels A

Z > Tog (10.14)

0ESy gESH

denotes the rate of upstream traffic in sector v destined for sector A, from the above calculated
mean downstream delay. Thus, for sector A, A = 1,..., A, the corrected mean downstream delay
D% is given by

A = piA _ gdA (10.15)
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By replacing D%* with D%* in Eq. (10.10) we obtain a more accurate calculation of the average

downstream delay for the wavelength-routing multi-stage WDM PON, as examined in Section 10.9.

Next, we evaluate the average downstream and upstream delays for the wavelength-broadcasting
TDM PON (A = 1) and WDM PON (A > 1). With the aforementioned correction term the average

downstream and upstream delays are given by

L
i = () + Ly B (10.16)
c
and
L 2 — p*
D% =& (p%) + = + 2p—L _ B, (10.17)
c 1—p#
respectively, whereby
E O O
d U
= B" = —_— . .
B ® A_C;q;roq (10.18)

10.7 Wireless Front-End Network

So far, we have analyzed only the optical fiber backhaul of the FiWi network. Next, we focus on
the wireless front-end. More specifically, in Sections 10.7.1-10.7.4 we build on and adapt existing
models of distributed coordination [18, 19, 44] and frame aggregation [20] in WLANSs to formulate
the basic frame aggregate transmission and collision probabilities as well as time slot duration in the
distributed access system. We note that these existing models have primarily focused on accurately
representing the collision probabilities and system throughput; we found that directly adapting these
existing models gives delay characterizations that are reasonably accurate only for specific scenarios,
such as single-hop networking, but very coarse for multi-hop networking. In Sections 10.7.5-10.7.7
we develop a general multihop delay model that is simple, yet accurate by considering the complete
service time of a frame aggregate in the wireless front-end network carrying traffic streams from

and to both wireless and optical network nodes.
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10.7.1 Frame Traffic Modeling

As defined in Section 10.5.1, we denote the radio operating in a given STA or ONU equipped
with an MPP by a unique w. Moreover, we denote each radio operating in a given relay MP in a

unique zone z by a unique w. For ease of exposition, we refer to “radio w” henceforth as “node w.”

Similar to [44], we model time as being slotted and denote E,, for the mean duration of a time
slot at node w. The mean time slot duration E,, corresponds to the average time period required
for a successful frame transmission, a collided frame transmission, or an idle waiting slot at node w
and is evaluated in Section 10.7.4. We let ¢, denote the probability that there is a frame waiting

for transmission at node w in a time slot.

For an STA or ONU with collocated MPP w we denote o, for the traffic load that emanates

from node w, i.e.,

0w = Tui- (10.19)
Vi

For a relay MP we obtain for a given wireless mesh routing algorithm the frame arrival rate for each

of the MP’s radios w € R, associated with a different zone z:

0w =Y _Tij, (10.20)

Vi, j
whereby i and j denote any pair of STA or ONU with collocated MPP that send traffic on a path

via relay MP w, as computed by the given routing algorithm for the wireless mesh front-end of the

FiWi network.

For exponentially distributed inter-frame arrival times with mean 1 /o (which occur for a Pois-
son process with rate o,,), ¢ is related to the offered frame load at node w during mean time slot

duration E, via

1—gq, =e b ' (10.21)
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10.7.2 Frame Aggregate Error Probability

In this section, we first characterize the sizes of the frame aggregates and then the frame ag-
gregate error probability. For a prescribed distribution F(I) of the size (in bit) of a single frame,
e.g., the typical trimodal IP packet size distribution, the distribution A(!) of the size (in bit) of a

transmitted A-MSDU or A-MPDU can be obtained as the convolution of F' with itself, i.e.,
A = (F+xFx*...x« F)(1). (10.22)

The number of required convolutions equals the number of frames carried in the aggregate, which in
turn depends on the minimum frame size, including the MAC-layer overhead of the corresponding
frame aggregation scheme, and the maximum size of an A-MSDU/A-MPDU Aﬁ;l\fSDU/ A-MPDU (see
Figs. 10.3-10.4). From the distribution A(!) we obtain the average frame aggregate sizes E[A-MSDU]|
and E[A-MPDU]. Correspondingly, we divide the traffic rate fij (in frames/s) by the average number

of frames in an aggregate to obtain the traffic rate in frame aggregates per second.

Moreover, as ground work for Section 10.7.4 we obtain the average size of the longest A-MSDU,
E[A-MSDU*], and longest A-MPDU, E[A-MPDU"], involved in a collision with the simplifying

assumption of neglecting the collision probability of more than two packets [18] as

A-MSDU/A-MPDU
Amax

E[A-MSDU*/A-MPDU*| = /O (1- A@)?) da. (10.23)

The probability p. of an erroneously transmitted frame aggregate, referred to henceforth as “trans-
mission error”, can be evaluated in terms of bit error probability pp and size A of a transmitted
A-MSDU (with distribution A(1)) with [48, Eqn. (16)]; for A-MPDU, p. can be evaluated in terms

of py and the sizes L; of the aggregated frames with [48, Eqn. (18)].
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10.7.3 Probabilities for Frame Aggregate Collision and Successful Frame Ag-

gregate Transmission

Following [44], we note that the transmission of any transmitting node w € R, U £, in zone z
cannot collide if none of the other nodes v € R, U L,, v # w transmits, i.e., we obtain the collision
probability p.., as

I-pw= J] (1-m), (10.24)

vER UL,
v#w

where 7, denotes the transmission probability of WMN node v. Note that if the considered node
is a relay MP, Eq. (10.24) holds for each associated zone z (and corresponding radio w). We define
the probability of either a collision or transmission error p,,, in brief collision/transmission error
probability, as

1-p, = (1 _pc) : (1 _pc,w)- (10.25)

The transmission probability 7, for any node w € R, U £, can be evaluated as a function of the
frame waiting probability ¢, the frame collision/transmission error probability p., the minimum

contention window Wy, and the maximum backoff stage H by [44, Eqn. (1)], as explained in [19].

The probability that there is at least one transmission taking place in zone z in a given time
slot is given by

Pp.=1— J] (1-m). (10.26)

A successful frame aggregate transmission occurs if exactly one node w transmits (and all other

nodes v # w are silent), given that there is a transmission, i.e.,

1
Pyo= 3 o o JI a-m)}. (10.27)
tnz \ weR.UL, VER;ZUEZ
vFW

10.7.4 Duration of Single Frame Aggregate Transmission

We denote e for the duration of an empty time slot without any data transmission on the

wireless channel in zone z, which occurs with probability 1 — P, .. With probability P, , there is a
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transmission in a given time slot in zone z, which is successful with probability Ps , and unsuccessful

(resulting in a collision) with the complementary probability 1 — P ,.

We denote T, for the mean duration of a successful frame aggregate transmission and T, is
the mean duration of a frame aggregate transmission with collision in zone z. Note that Ts,,and T, ;
depend on the frame aggregation technique (A-MSDU or A-MPDU) and on the access mechanism
a (basic access denoted by a = basic or RT'S/CTS denoted by o = RT'S/CTS). For the basic access
mechanism, we define ©2%° = DIFS + PHY Header + SIFS + 6 + ACK/r 4+ 4, where ¢ denotes
the propagation delay and r the WMN data rate. For the RTS/CTS access mechanism, we define

JTS/CTS _ DIFS + RTS/r + SIFS + 6 + CTS/r + SIFS + 6 + PHY Header + SIFS + 6 + ACK /7 +6.
(Note that in IEEE 802.11n the parameters ACK, RTS, and CTS as well as the MAC Header and
FCS below are given in bits, while the other parameters are given in seconds.) Then, for a successful

frame aggregate transmission we have:

,

©% + (MAC Header +

E[A-MSDU] + FCS)/r for A-MSDU
T®, = (10.28)

s,z

©% + E[A-MPDU]/r  for A-MPDU.

Moreover, with ©22si¢ — PHY Header + DIFS + §, for a collided frame aggregate transmission we
have:

ebasic 1 (MAC Header +

, E[A-MSDU*| + FCS)/r  for A-MSDU,
Tcl?z.sm — (1029)

| ©b=ic 4+ E[A-MPDU*]/r for A-MPDU

as well as for both A-MSDU and A-MPDU,

TEIS/CTS = RTS/r + DIFS + 6. (10.30)
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Thus, we obtain the expected time slot duration E,, at node w in zone z of our network model

(corresponding to [18, Eq. (13)]) as

Eo= (1= Py)c+ P [PT2 + (1- P TS| (10.31)

Equations (10.21), (10.25), [44, Eqn. (1)], and (10.31) can be solved numerically for the unknown
variables q,, pu, Tw, and E,, for each given set of values for the known network model parameters.
We use the obtained numerical solutions to evaluate the mean delay at node w as analyzed in the

following Sections 10.7.5 and 10.7.6.

10.7.5 Service Time for Frame Aggregate

We proceed to evaluate the expected service (transmission) time for a frame aggregate, which
may require several transmission attempts, at a given node w. With the basic access mechanism, the
transmission of the frame aggregate occurs without a collision (5 = 0) or transmission error with
probability 1 — p,, (10.25), requiring one st"‘;SiC. With probability p/ (1 — p,), the frame aggregate
suffers j, 7 = 1,2,..., collisions or transmission errors, requiring j backoff procedures and re-

transmissions. Thus, the expected service time for basic access is

AgESie —

© . ) J omin(b,H) Wo—1 .

2Pl = pu) | TR+ Y e | + T (10.32)
Jj= b=1

For the RTS/CTS access mechanism, collisions can occur only for the RT'S or CTS frames (which
are short and have negligible probability of transmission errors), whereas transmission errors may
occur for the frame aggregates. Collisions require only retransmissions of the RTS frame, whereas
transmission errors require retransmissions of the entire frame aggregate. More specifically, only one
frame transmission (k = 1) is required if no transmission error occurs; this event has probability
1 — pe. This transmission without transmission error may involve j, 7 = 0,1,2,.. ., collisions of the

RTS/CTS frames. On the other hand, two frame transmissions (k = 2) are required if there is once
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a transmission error; this event has probability p.(1 — p.). This k = 2 scenario requires twice an
RTS/CTS reservation, which each time may experience 7,5 = 0, 1,2, ... collisions, as well as two full
frame transmission delays T ,. Generally, k, k= 1,2, ..., frame transmissions are required if k — 1
times there is a frame transmission error. Each of the k frame transmission attempts requires an
RTS/CTS reservation and a full frame transmission delay T ,. In summary, we evaluate the mean

service delay for a frame aggregate with RT'S/CTS access as

o0 o0
ARTSOTS = N b1 —pek | S 02,1 — pew)
k=1 1=0

J in(b,H
2m1n( JH) -1
(Z — Woe +jT§ES/CTS) + Ts,z} ] (10.33)
b=1

10.7.6 Delay at WMN Node

We first evaluate the overall service time A, from the time instant when a frame aggregate arrives
at the head of the queue at node w to the completion of its successful transmission. Subsequently,

with A,, characterizing the overall service time at node w, we evaluate the queueing delay DY,

The overall service time A, is given by the service time Ager,, required for transmitting a frame
aggregate and the sensing delay Ag,, , required for the reception of frame aggregates by node w

from other nodes, i.e.,

By = A%y + Asener (10.34)

As a first step towards modeling the sensing delay at a node v, we consider the service times Afer v,

at nodes vy # v and scale these service times linearly with the corresponding traffic intensities

0v,/(1/Aserv;) to obtain the sensing delay component

Dsen,u = Z ‘UU—IAO[ (1035)

l/Aa ser, vy *
Vvl;éu inz osenur
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As a second modeling step, we consider the service times plus sensing delay components scaled by

the respective traffic intensities to obtain the sensing delay

a
T ; Baery + Daen) (10.36)
o Vu%:;nz 1/(A(sler,y + Dsen,u) ser,v sen,v

employed in the evaluation of the overall service delay (10.34).

We approximate the queue at node w by an M/M/1 queue with mean arrival rate o, and mean

service time A,. This queue is stable if
Ow Ay < 1. (10.37)
The total delay (for queueing plus service) at node w is then given by

(10.38)

If node w is an ONU with a collocated MPP the accuracy of the queueing delay calculation is

improved by subtracting a correction term:

Hywi wi 'Z’

DY =D —®|{=>5j (10.39)

€ vig
for the wavelength-broadcasting TDM PON and WDM PON, or
DM =D¥ _ % LZS-- (10.40)
w w M) o 13 :
1’?]

for the wavelength-routing multi-stage WDM PON, whose sector A accommodates the ONU with
collocated MPP. Note that % 2_vi,j Sij ot C(L’\) >_vi,; Sij accounts for the traffic of all pairs of source
node ¢ and destination node j traversing ONU w from the fiber backhaul towards the wireless

front-end network.
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10.7.7 Delay on WMN Path

In order to obtain the delay in the wireless front-end of our FiWi network, we have to average

the sums of the nodal delays of all possible paths for all pairs of source node i and destination node

7:
, B _ _
D"=3" 4 > (or-By) |, (10.41)
07 iy Lij
27 »J Vw on path
from i to j
with the queueing delay correction terms
DA
B, = 1% (10.42)
Ay 1

whereby fij - A, is the traffic intensity at node w due to traffic flowing from source node i to

destination node j.

10.8 FiWi Network Stability and Delay

The entire FiWi access network is stable if and only if all of its optical and wireless subnetworks
are stable. If the optical backhaul consists of a wavelength-routing multi-stage WDM PON the
stability conditions in Eq. (10.5) must be satisfied. In the case of the wavelength-broadcasting
TDM and WDM PON, the optical backhaul is stable if both p* and p? defined in Egs. (10.6)
and (10.7), respectively, are smaller than one. The wireless mesh front-end is stable if the stability

condition in Eq. (10.37) is satisfied for each WMN node.

We obtain the mean end-to-end delay of the entire bimodal FiWi access network as

D = D%+ D* + D%\, (10.43)

184



IEEE/ACM Transactions on Networking, accepted for publication.

Tableau 10.1 — FiWi Network Parameters

Parameter Value
Min. contention window W 16
Max. backoff state H 6
Empty slot duration e 9 us
SIFS 16 us
DIFS 34 us
PHY Header 20 us
MAC Header 36 bytes
RTS 20 bytes
CTS 14 bytes
ACK 14 bytes
FCS 4 bytes

10.9 Numerical and Simulation Results

We set the parameters of the FiWi mesh front-end to the default values for next-generation
WLANS [49], see Table 10.1. We consider a distance of 1 km between any pair of adjacent WMN
nodes (which is well within the maximum distance of presently available outdoor wireless access

points), translating into a propagation delay of § = 1/3-107° s.

10.9.1 Model Verification
Configuration

In our initial verifying simulations, we consider the FiWi network configuration of Fig. 10.5.
The fiber backhaul is a TDM PON, or a wavelength-broadcasting/routing WDM PON with A = 2
bidirectional wavelength channels (A = 1, A = 2), each operating at ¢ = ¢ = 1 Gb/s (compliant
with IEEE 802.3ah). In the case of the wavelength-routing (WR) WDM PON, the two sectors are
defined as: A = 1: {ONU;,ONU,} and A = 2: {ONUs,ONU,}. All four ONUs are located 20 km
from the OLT (translating into a one-way propagation delay v = v = 0.1 ms) and are equipped
with an MPP. The WMN is composed of the aforementioned 4 MPPs plus 16 STAs and 4 MPs,
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which are distributed over 11 wireless zones, as shown in Fig. 10.5. For instance, the WMN zone
containing ONU; comprises 1 MPP, 2 STAs, and 1 MP. MPPs and STAs use a single radio, whereas
MPs use 3, 4, 4, 3 radios from left to right in Fig. 10.5. All WMN nodes apply the RT'S/CTS access
mechanism. The WMN operates at » = 300 Mb/s (compliant with IEEE 802.11n) with a bit error

rate of p, = 1076,

Fiber Backhaul

Wireless ;
Mesh R )
Network % ;

Figure 10.5 — FiWi network configuration for verifying simulations: 4 ONU/MPPs, 4 MPs, and 16
STAs distributed over 11 wireless zones (dashed circles).

Traffic and Routing Assumptions

We consider Poisson traffic with fixed-size frames of 1500 bytes (octets). We use A-MSDU for
frame aggregation, whereby each A-MSDU carries the maximum permissible payload of 5 frames, see
Fig. 10.3. Similar to [5], we consider two operation modes: (i) WMN-only mode which has no fiber
backhaul in place; (i) wireless-optical-wireless mode which deploys the FiWi network configuration
of Fig. 10.5. For both modes, we consider the minimum interference routing algorithm [6], which
selects the path with the minimum number of wireless hops. We compare different routing algorithms

in Section 10.9.2.
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Verifying Simulations

The simulation results presented in [5] indicate that the throughput performance of WMNs de-
teriorates much faster for increasing peer-to-peer traffic among STAs than that of FiWi networks,
while WMN and FiWi networks achieve the same throughput when all traffic is destined to the
Internet. For comparison with [5], we consider peer-to-peer (P2P) traffic, where each frame genera-
ted by a given STA is destined to any other of the remaining 15 STAs with equal probability 1/15,
and upstream traffic, where all frames generated by the STAs are destined to the OLT. Fig. 10.6
depicts the results of our probabilistic analysis for the mean delay as a function of the mean aggre-
gate throughput of a stand-alone WMN network and a TDM PON based FiWi network for P2P
and upstream traffic. The figure also shows verifying simulation results and their 95% confidence

intervals, whereby simulations were run 100 times for each considered traffic load L.

We observe from Fig. 10.6 that the mean delay of the WMN increases sharply as the mean
aggregate throughput asymptotically approaches its maximum data rate of 300 Mb/s. We also
confirm the findings of [5] that under P2P traffic the mean aggregate throughput can be increased
by using a TDM PON as fiber backhaul to offload the wireless mesh front-end at the expense of a
slightly increased mean delay due to the introduced upstream and downstream PON delay to and
from the OLT. As opposed to [5], however, Fig. 10.6 shows that the throughput-delay performance
of the considered FiWi network is further improved significantly under upstream traffic. These
different observations are due to the fact that in [5] the single-radio single-channel WMN based
on legacy IEEE 802.11a WLAN with a limited data rate of 54 Mb/s suffered from severe channel
congestion close to the MPPs, which is alleviated in the multi-radio multi-channel WMN based on

next-generation high-throughput WLAN technologies.

Next, we verify different FiWi network architectures and their constituent subnetworks for uni-
form and nonuniform traffic for minimum (wireless or optical) hop routing [5]. Fig. 10.7 depicts
the throughput-delay performance of a stand-alone WMN front-end, stand-alone TDM PON, and a
variety of integrated FiWi network architectures using different fiber backhaul solutions, including

conventional TDM PON, wavelength-broadcasting WDM PON (WDM PON), and wavelength-

1. Our simulator is based on OMNeT++ and uses the communication networks package inetmanet with extensions
for frame aggregation, wireless multihop routing, TDM/WDM PONs, and integrated WMN/PON routing.
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Figure 10.6 — Mean delay vs. mean aggregate throughput performance of WMN and TDM PON based
FiWi networks for peer-to-peer (P2P) and upstream traffic.

[ | i WMN only (uniform) -
uniform

TDM PON only
uniform) --—--
FiWi w/ WR PON (non-unif.) -

FiWi w/ WDM or WR PON ﬁunif. e
Simulation +--x---
T ;

20

NI

{
i H it

15r i

’
[}
I}
i
i
K
! i
| :
i : i

Mean Delay (ms)

7 P
’ VST
*v’_*_*__**__*..,,.“u.tei

15 2 25
Mean Aggregate Throughput (Gbps)

Figure 10.7 — Mean delay vs. mean aggregate throughput performance of different FiWi network

architectures for uniform and nonuniform traffic.

routing WDM PON (WR PON). In the TDM PON only (WMN only) scenario under uniform
traffic, each ONU (STA) generates the same amount of traffic and each generated frame is des-
tined to any of the remaining ONUs (STAs) with equal probability. As expected, the WMN and
TDM PON saturate at roughly 300 Mb/s and 1 Gb/s, respectively, and the TDM PON is able
to support much higher data rates per source node (ONU) at lower delays than the WMN. Fur-

thermore, we observe from Fig. 10.7 that under uniform traffic conditions, where STAs and ONUs

188



IEEE/ACM Transactions on Networking, accepted for publication.

send unicast traffic randomly uniformly distributed among themselves, FiWi networks based on a
wavelength-broadcasting WDM PON or a WR PON give the same throughput-delay performance,
clearly outperforming their single-channel TDM PON based counterpart. However, there is a clear
difference between WDM PON and WR PON fiber backhauls when traffic becomes unbalanced. To
see this, let us consider a nonuniform traffic scenario, where ONU; and ONU, and their 4 asso-
ciated STAs (see Fig. 10.5) generate 30% more traffic than the remaining ONUs and STAs. Under
such a nonuniform traffic scenario, a FiWi network based on a wavelength-broadcasting WDM PON
performs better, as shown in Fig. 10.7. This is due to the fact that the WDM PON provides the
two heavily loaded ONU; and ONU; with access to both wavelength channels, as opposed to the

WR PON, thus resulting in an improved throughput-delay performance.

Overall, we note that the analysis and verifying simulation results presented in Figs. 10.6 and 10.7

match very well for a wide range of FiWi network architectures and traffic scenarios.

10.9.2 FiWi Routing Algorithms

Recall from Section 10.5.2 that our capacity and delay analysis flexibly accommodates any
routing algorithm and allows for multipath routing in both the fiber and wireless domains. In this
section, we study the impact of different routing algorithms on the throughput-delay performance
of next-generation FiWi access networks in greater detail. We examine the following single-path

routing algorithms:

Minimum hop routing: Conventional shortest path routing selects for each source-destination

node pair the path minimizing the required number of wireless and/or optical hops.

Minimum interference routing [6]: The path with the minimum wireless hop count is selected.
The rationale behind this algorithm is that the maximum throughput of wireless networks is typically
much lower compared to the throughput in optical networks. Thus, minimizing the wireless hop

count tends to increase the maximum FiWi network throughput.

Minimum delay routing: Similar to the previously proposed WMN routing algorithms DARA [7],

CaDAR [9], and RADAR [10], we apply a slightly extended minimum delay routing algorithm, which
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aims at selecting the path that minimizes the end-to-end delay of Eq. (10.43) across the entire
bimodal FiWi access network. The applied minimum delay routing algorithm is a greedy algorithm
and proceeds in two steps. In the initialization step, paths are set to the minimum hop routes. The
second step computes for each source-destination node pair the path with the minimum end-to-end

delay under given traffic demands.

Optimized FiWi routing algorithm (OFRA): We propose the optimized FiWi routing algo-
rithm (OFRA), which proceeds in two steps similar to minimum delay routing. After the initializa-
tion step to minimum hop routes, the second step of OFRA computes for each source-destination

node pair the path p with the minimization objective

min (Z (pn) + %%’,i(p")) ) (10.44)
YneEp

where p,, represents the long-run traffic intensity at a generic FiWi network node n, which may be
either an optical node belonging to the fiber backhaul or a wireless node belonging to the wireless
mesh front-end. Based on a combination of historic traffic patterns as well as traffic measurements
and estimations similar to [50, 51, 52], the traffic intensities p, used in OFRA can be periodically
updated with strategies similar to [9, 53]. These long-run traffic intensities vary typically slowly,

e.g., with a diurnal pattern, allowing essentially offline computation of the OFRA paths.

OFRA’s path length measure includes the maximum traffic intensity maxynep,(pn) along a path
p in order to penalize paths with a high traffic intensity at one or more FiWi network nodes. For
a given set of traffic lows, OFRA minimizes the traffic intensities, particularly the high ones, at
the FiWi network nodes. Decreasing the traffic intensities tends to allow for a higher number of

supported traflic flows and thus higher throughput.

To allow for a larger number of possible paths for the following numerical investigations of the
different considered routing algorithms, we double the FiWi network configuration of Fig. 10.5. We
consider a wavelength-routing (WR) WDM PON with a total of 8 ONU/MPPs, 8 MPs, and 32
STAs in 22 wireless zones, whereby ONU/MPPs 1-4 and ONU/MPPs 5-8 are served on wavelength

channel A =1 and A = 2, respectively. Furthermore, to evaluate different traffic loads in the optical
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Figure 10.8 — Mean delay vs. mean aggregate throughput performance of different FiWi routing
algorithms for a conventional wavelength-routing (WR) WDM PON of 20 km range and B = 1.

and wireless domains, we consider the following traffic matrix for the OLT, O ONUs, and N STAs:

0 1 ... O O+1 ... O+N
0 0 Ba Ba Ba « « «
1 Ba 0 Ba Ba o o o

Ba Ba 0 Boa o' o o

O Ba Ba Ba 0 a « « )
O+1 « « o a 0 a «
lo% « « a « 0 «a

O+N\ « o a o 1o o 0

where o > 0 denotes the mean traffic rate (in frames/second). The parameter B > 1 can be
used to test different traffic intensities in the PON, since the ONUs could be underutilized compa-
red to the WMN in the considered topology. Recall from Fig. 10.1 that ONUs may serve multiple

subscribers with wired ONU access, whose aggregate traffic leads to an increased load at ONUs.

For a conventional WR WDM PON with a typical optical fiber range of 20 km, Fig. 10.8

illustrates that OFRA yields the best throughput-delay performance for B = 1, i.e., every optical
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and wireless FiWi node generates the same amount of traffic. Minimum interference routing tends
to overload the wireless MPP interfaces as it does not count the fiber backhaul as a hop, resulting

in high delays.

The throughput-delay performance of the four considered FiWi routing algorithms largely de-
pends on the given traffic loads and length of the fiber backhaul. Fig. 10.9 depicts their throughput-
delay performance for (i) a conventional 20 km range and (ii) a 100 km long-reach WR WDM
PON, whereby in both configurations we set B = 100, i.e., the amount of generated traffic among
optical nodes (OLT and ONUs) is 100 times higher than that between node pairs involving at least
one wireless node (STA). More precisely, all the (increased) inter-ONU/OLT traffic is sent across
the WDM PON only, thus creating a higher loaded fiber backhaul. We observe from Fig. 10.9 that
in general all four routing algorithms achieve a higher maximum aggregate throughput due to the

increased traffic load carried on the fiber backhaul.

We observe that for a conventional 20 km range WR WDM PON with small to medium traffic
loads, OFRA gives slightly higher delays than the other considered routing algorithms. This ob-
servation is in contrast to Fig. 10.8, though in both figures OFRA yields the highest maximum
aggregate throughput. We have measured the traffic on the optical and wireless network interfaces
of each ONU/MPP. Our measurements show that at low to medium traffic loads with B = 100,
OFRA routes significantly less traffic across the WDM PON than the other routing algorithms, but
instead uses the less loaded wireless mesh front-end. This is due to the objective of OFRA to give
preference to links with lower traffic intensities. As a consequence, for B = 100, OFRA routes re-
latively more traffic over lightly loaded wireless links, even though this implies more wireless hops,
resulting in a slightly increased mean delay compared to the other routing algorithms at low to

medium loads.

Fig. 10.9 also shows the impact of the increased propagation delay in a long-reach WDM PON
with a fiber range of 100 km between OLT and ONUs. Aside from a generally increased mean delay,
we observe that minimum hop and minimum interference routing as well as OFRA provide compa-
rable delays at low to medium traffic loads, while the maximum achievable throughput differences

at high traffic loads are more pronounced than for the 20 km range. The favorable performance
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Figure 10.9 — Mean delay vs. mean aggregate throughput performance of different FiWi routing
algorithms for (i) a conventional 20 km range and (iz) a 100 km long-reach wavelength-routing (WR)
WDM PON and B = 100.

of OFRA at high traffic loads is potentially of high practical relevance since access networks are
the bottlenecks in many networking scenarios and thus experience relatively high loads while core

networks operate at low to medium loads.

Fig. 10.9 illustrates that minimum delay routing performs poorly in long-reach WDM PON
based FiWi access networks. Our measurements indicate that minimum delay routing utilizes the
huge bandwidth of the long-reach WDM PON much less than the other routing algorithms in order
to avoid the increased propagation delay. As a consequence, with minimum delay routing most
traffic is sent across the WMN, which offers significantly lower data rates than the fiber backhaul,

resulting in a congested wireless front-end and thereby an inferior throughput-delay performance.

10.9.3 Fiber Failures

To highlight the flexibility of our analysis, we note that it accommodates any type and number of
fiber failures. Fiber failures represent one of the major differences between optical (wired) fiber and
wireless networks and affect the availability of bimodal FiWi networks. In the event of one or more
distribution fiber cuts, the corresponding disconnected ONU/MPP(s) turn(s) into a conventional

wireless MP without offering gateway functions to the fiber backhaul any longer.
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Figure 10.10 — Impact of distribution fiber failures on throughput-delay performance of a 20 km range
wavelength-routing WDM PON using OFRA with B = 1.

Fig. 10.10 illustrates the detrimental impact of distribution fiber failures on the throughput-delay
performance of a 20 km range wavelength-routing WDM PON, which is typically left unprotected
due to the small number of cost-sharing subscribers and cost-sensitivity of access networks. We
also note that the analytical framework is able to account for other types of network failure, e.g.,
ONU/MPP failures. In this case, malfunctioning ONU/MPPs become unavailable for both optical

and wireless routing.

In principle, FiWi access networks can be made more robust against fiber failures through
various optical redundancy strategies, such as ONU dual homing, point-to-point interconnection
fibers between pairs of ONUs, fiber protection rings to interconnect a group of closely located ONUs
by a short-distance fiber ring, or meshed PON topologies [28]. These redundancy strategies in general
imply major architectural and ONU modifications of the FiWi access network of Fig. 10.1 under
consideration. To incorporate such topological PON modifications, the fiber part of the capacity

and delay analysis needed to be modified accordingly.
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Figure 10.11 — Throughput-delay performance of next-generation FiWi access networks based on high-
speed wavelength-routing WDM PON and VHT WLAN technologies using minimum hop routing with
B =1 (optical and wireless data rates , ¢!» and r, are given in Gb/s and Mb/s, respectively).

10.9.4 Very High Throughput WLAN

Our analysis is also applicable to the emerging IEEE standard 802.11ac for future VHT WLANs
with raw data rates up to 6900 Mb/s. In addition to a number of PHY layer enhancements, IEEE
802.11ac will increase the maximum A-MSDU size from 7935 to 11406 octets and the maximum A-
MPDU size from 65535 octets to 1048575 octets. Both enhancements can be readily accommodated

in our analysis by setting the parameters Ag;l\fSDU/ AMPDU o hd - accordingly.

Fig. 10.11 illustrates the FiWi network performance gain achieved with a wireless front-end
based on VHT WLAN instead of IEEE 802.11n WLAN with maximum data rate of 600 Mb/s, for
minimum hop routing, an optical range of 20 km, and B = 1. For a wavelength-routing WDM PON
operating at a wavelength channel data rate of 1 Gb/s, we observe from Fig. 10.11 that VHT WLAN
roughly triples the maximum mean aggregate throughput and clearly outperforms 600 Mb/s 802.11n
WLAN in terms of both throughput and delay. Furthermore, the figure shows that replacing the
1 Gb/s wavelength-routing WDM PON with its high-speed 10 Gb/s counterpart (compliant with
the IEEE 802.3av 10G-EPON standard) does not yield a higher maximum aggregate throughput,
but it does lower the mean delay especially at medium traffic loads before wireless links at the

optical-wireless interfaces get increasingly congested at higher traffic loads.
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10.10 Conclusions

A variety of routing algorithms have recently been proposed for integrated FiWi access networks
based on complementary EPON and WLAN-mesh networks. In this article, we presented the first
analytical framework to quantify the performance of FiWi network routing algorithms, validate pre-
vious simulation studies, and provide insightful guidelines for the design of novel integrated optical-
wireless routing algorithms for future FiWi access networks leveraging next-generation PONs, nota-
bly long-reach 10+ Gb/s TDM/WDM PONSs, and emerging Gigabit-class WLAN technologies. Our
analytical framework is very flexible and can be applied to any existing or new optical-wireless rou-
ting algorithm. Furthermore, it takes the different characteristics of disparate optical and wireless
networking technologies into account. Beside their capacity mismatch and bit error rate differences,
the framework also incorporates arbitrary frame size distributions, traffic matrices, optical /wireless
propagation delays, data rates, and fiber cuts. We investigated the performance of minimum hop,
minimum interference (wireless hop), minimum delay, and our proposed OFRA routing algorithms.
The obtained results showed that OFRA yields the highest maximum aggregate throughput for
both conventional and long-reach wavelength-routing WDM PONs under balanced and unbalanced
traffic loads. For a higher loaded fiber backhaul, however, OFRA gives priority to lightly loaded
wireless links, leading to an increased mean delay at small to medium wireless traffic loads. We also
observed that using VHT WLAN helps increase the maximum mean aggregate throughput signi-
ficantly, while high-speed 10 Gb/s WDM PON helps lower the mean delay especially at medium

traffic loads.
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Dependable Fiber-Wireless (FiWi)
Access Networks and Their Role in a
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— M. Maier and M. Lévesque, "Dependable Fiber-Wireless (FiWi) Access Networks and Their
Role in a Sustainable Third Industrial Revolution Economy (Invited Paper)," IEEE Tran-

sactions on Reliability, accepted for publication.

In this chapter, we focus on the implications of the emerging Third Industrial Revolution (TIR)
economy, which goes well beyond current austerity measures, and has recently been officially en-
dorsed by the European Commission as the economic growth roadmap toward a competitive low
carbon society by 2050. This roadmap has been receiving an increasing amount of attention by
other key players, including the Government of China most recently. More specifically, a variety of
advanced techniques to render converged bimodal fiber-wireless (FiWi) broadband access networks

dependable are described, including optical coding based fiber fault monitoring techniques, locali-
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zed optical redundancy strategies, wireless extensions, and availability-aware routing algorithms, to

improve their reliability, availability, survivability, security, and safety.
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11.1 Abstract

According to the Organisation for Economic Co-operation and Development (OECD), broad-
band access networks enable the emergence of new business models, processes, inventions, as well
as improved goods and services. In fact, broadband access is viewed as a so-called general purpose
technology (GPT) that has the potential to fundamentally change how and where economic activity
is organized. In this paper, we focus on the implications of the emerging Third Industrial Revolution
(TIR) economy, which goes well beyond current austerity measures, and has recently been officially
endorsed by the European Commission as the economic growth roadmap toward a competitive low
carbon society by 2050. This roadmap has been receiving an increasing amount of attention by other
key players, e.g., the Government of China most recently. More specifically, we describe a variety of
advanced techniques to render converged bimodal fiber-wireless (FiWi) broadband access networks
dependable, including optical coding based fiber fault monitoring techniques, localized optical re-
dundancy strategies, wireless extensions, and availability-aware routing algorithms, to improve their
reliability, availability, survivability, security, and safety. Next, we elaborate on how the resultant
dependent FiWi access networks can be exploited to enhance the dependability of other critical
infrastructures of our society, most notably the future smart power grid and its envisioned electric

transportation, by means of probabilistic analysis, co-simulation, and experimental demonstration.

Keywords: Energy internet, fiber-wireless (FiWi) access networks, human-to-human (H2H) ser-
vices, internet of things (IoT), machine-to-machine (M2M) communications, multi-tier business

models, network survivability, smart grid.
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ACRONYMS AND ABBREVIATIONS

AMI Advanced Metering Infrastructure
A-MPDU Aggregate MAC Protocol Data Unit
A-MSDU Aggregate MAC Service Data Unit
AP Access Point

BER Bit Error Rate

BPL Broadband Power Line

CAPEX Capital Expenditures

co Central Office

DDoS Distributed Denial-of-Service

DER Distributed Energy Resource
DMS Distribution Management System
DSL Digital Subscriber Line

EPON Ethernet Passive Optical Network
FBG Fiber Bragg Grating

Fiwi Fiber-Wireless

Fi-WSN Fiber-Wireless Sensor Network
FTTB Fiber-To-The-Building

FTTH Fiber-To-The-Home

Gav Grid-To-Vehicle
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GPT

H2H

HAN

IoT

LAN

M2M

MAC

MAP

MP

MPP

NAN

NG-PON

ocC

OECD

OFDM

OLT

ONU

OPEX

OTDR

General Purpose Technology

Human-To-Human

Home Area Network

Internet of Things

Local Area Network

Machine-To-Machine

Medium Access Control

Mesh Access Point

Mesh Point

Mesh Portal Point

Neighborhood Area Network

Next-Generation Passive Optical Network

Optical Coding

Organisation for Economic Co-operation and Development

Orthogonal Frequency Division Multiplexing

Optical Line Terminal

Optical Network Unit

Operational Expenditures

Optical Time Domain Reflectometry
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PEV Plug-in Electric Vehicle

PLC Power Line Communications

PON Passive Optical Network

QoS Quality of service

RN Remote Node

SLA Service Level Agreement

SMS Short Message Service

STA Station

TDM Time Division Multiplexing

TIR Third Industrial Revolution

VeG Vehicle-To-Grid

VDSL Very High Bit-Rate Digital Subscriber Line
VHT Very High Throughput

WASA Wide-Area Situational Awareness

WDM Wavelength Division Multiplexing

WiMAX Worldwide Interoperability for Microwave Access
WLAN Wireless Local Area Network

WMN Wireless Mesh Network

WSN Wireless Sensor Network
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NOTATION

A Size of a transmitted A-MSDU

D Number of failure-free connections between pairs of ONUs

E, Mean duration of a time slot at WMN node w

H Maximum backoff stage of WMN nodes

L; Size of i-th frame in a transmitted A-MPDU

M Number of ONU-MPPs

N Number of ONUs

O Subset of ONUs optically connected to OLT after fiber fai-
lure(s)

Db Probability of bit error in WMN (BER)

Dew Probability of a collision at WMN node w

De Probability of erroneously transmitted frame aggregate in
WMN

Di Probability of fiber link failure in stage ¢

D Probability of either a collision or transmission error at
WMN node w

Qu Probability that a frame is waiting for transmission at WMN

node w in a time slot

Wy Minimum contention window of WMN nodes
4% Set of ONU-MPPs
Ow Frame arrival rate at WMN node w
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11.2 Introduction

Many vital building blocks, organizations, and activities of today’s society depend on the conti-
nued operation of various large, widespread, critical infrastructures, including telecommunications
networks, and transportation systems. In particular, energy generation and distribution systems play
a crucial role. Electrical power grids represent one of the most important critical infrastructures of
our society. Current power grids, with their aging infrastructure, become increasingly unreliable,
and are poorly suited to face increasingly frequent outages. Examples include the three-day blackout
due to trees falling on power lines in the Washington D.C. area in early July 2012, the lengthy power
blackout in the states of New York and New Jersey due to hurricane Sandy in October 2012, or

more recently the 34 minute power outage during the Super Bowl in 2013.

In coming years, power grids in the United States, Europe, and other regions worldwide are
expected to undergo major paradigm shifts. Today, Internet technology and renewable energies are
beginning to merge to create the infrastructure for the so-called Third Industrial Revolution (TIR)
economy, which goes well beyond current austerity measures, and has been officially endorsed by the
European Commission as an economic growth roadmap toward a competitive low carbon society
by 2050. TIR has already been implemented by several early-adopting countries such as Germany,
England, and Italy, as well as cities such as San Antonio, TX, USA, among others [1]. In the coming
era, millions of consumers will produce their own renewable energy, and share it with each other via

an integrated, seamless Energy Internet, similar to the way we create and share information online.

The future Energy Internet aims at not only addressing the aforementioned reliability issues of
current power grids but also offering several additional major benefits. The Energy Internet will be
instrumental in realizing the vision of the smart grid by incorporating sophisticated sensing, mo-
nitoring, information, and communications technologies to provide better power grid performance,
engage customers to play an interactive role, and support a wide range of additional services to
both utilities and consumers. Potential smart grid applications include substation and distribution
automation, advanced metering infrastructure (AMI), wide-area situational awareness (WASA),
home energy and demand response management, outage management, distributed generation and

renewables, and grid-to-vehicle (G2V) and vehicle-to-grid (V2G) electricity storage and charging
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applications for plug-in electric vehicles (PEVs) [2]. The authors also quantified the communications
requirements of the aforementioned smart grid applications in terms of latency, bandwidth, relia-
bility, and security; and concluded that a reliable, fast smart grid communications infrastructure is
necessary to enable real-time exchange of data among distributed power grid elements, e.g., power

generators, energy storage systems, and users.

A plethora of wired and wireless networking technologies exists to realize smart grid communi-
cations infrastructures [3]. It is important to note, however, that in general the goal of utilities is to
use only a small number of low-cost, simple, reliable, and future-proof smart grid communications
technologies that remain in place for decades after installation. It is also worthwhile to mention that
IEEE P2030, one of the first smart grid standards, does not specify any communications technology
of choice for the future smart grid gradually evolving between now and 2030, though it is favorable
to rely on the exceptionally low latency characteristics of fiber optic facilities, either owned or leased
by the smart grid operator, and wireless technologies, where fiber is available to some but not all

points in the system [4].

In this paper, we focus on the distribution and customer levels of today’s power grid given
that utilities do not have visibility into their power distribution networks, where the majority of
power outages occur, and where most of the opportunities for energy efficiency and integration
of renewable distributed energy resources (DERs), e.g., solar panels and wind turbines, can be
found [5]. Furthermore, we will pay particular attention to homes because the majority of the
generated electricity is currently consumed in homes. Moreover, PEVs will be charged mostly at
homes after business hours, and homes will host the largest number of renewable DERs [6]. Given
the huge number of homes, smart grid communications solutions must be scalable, and use access
technologies that meet a number of specific requirements. After providing a brief overview of a wide
range of available smart grid communications technologies, and discussing their respective pros and
cons, we elaborate on the evolution of current broadband access networks toward integrated bimodal
fiber-wireless (FiW3) access networks within the next 10-20 years in line with the emergence of the
smart grid by 2030, while copper remains the energy (but not necessarily data) transmission medium
of choice in future smart power grids. We describe various techniques to improve the availability and

survivability of bimodal FiWi access networks. More interestingly, and getting back to what we have
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briefly touched upon at the beginning of this section, we elaborate on how the resultant dependent
FiWi broadband access networks can be used to enable and enhance the dependability of other
critical infrastructures, most notably power grids. In fact, NSERC, Canada’s federal research agency,
postulates that broadband access networks become less an end in itself than a means to an end
by exploiting them not only for telecommunications per se but also across other relevant economic
sectors such as energy and transportation, as also envisioned by the Third Industrial Revolution.
In doing so, we unleash the full potential of broadband access networks, which according to the
Organisation for Economic Co-operation and Development (OECD) may be viewed as a so-called
general purpose technology (GPT) that enables the emergence of new business models, processes,
inventions, as well as improved goods and services; and empowers societies to fundamentally change

how and where economic activity is organized.

The remainder of the paper is structured as follows. Section 11.3 briefly describes the shortco-
mings of various wired and wireless candidate smart grid communications technologies, and then
outlines the migration of current broadband access networks toward FiWi access networks based on
next-generation optical and wireless technologies, including a detailed description of their limita-
tions in terms of availability and survivability. In Section 11.4, we elaborate on powerful means to
improve the dependability of FiWi access networks, and explain various advanced techniques such
as optical coding based fiber fault monitoring techniques, localized optical redundancy strategies,
wireless extensions, and availability-aware routing algorithms, in greater detail. Section 11.5 intro-
duces FiWi smart grid communications infrastructures, paying particular attention to the benefits
of emerging multi-tier business models, and presents analytical, co-simulation, and experimental re-
sults on both the communications and power system perspectives of the future smart grid towards

enhancing its dependability significantly. Section 11.6 concludes the paper.

11.3 FiWi Access Networks

A variety of readily available wired and wireless communications technologies exists to realize

smart grid communications infrastructures. In the following, we briefly overview previously pro-
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posed candidate technologies, and outline their respective shortcomings with regard to smart grid

communications requirements.

Clearly, an obvious choice may be the use of power line communications (PLC) technologies,
which leverage the existing electrical power grid infrastructure for communications. The emerging
ITU-T recommendation G.hnem is expected to exploit orthogonal frequency division multiplexing
(OFDM) based technologies to target smart grid applications such as smart metering, distributed
automation, in-home energy management, home automation, or PEV charging [7]. However, it is
well known that PLC suffers from a fundamental drawback: in the event of (increasingly frequent)
electrical power grid blackouts, PL.C based solutions inherently become unavailable; and this is when
they would be needed most for coordinating fast recovery and first response actions. ZigBee Smart
Energy was developed for communications between the home area network (HAN) and the home’s
gateway over a wireless sensor network (WSN) [6]. However, measurements have shown that WSNs
may suffer from high bit error rates when applied in harsh electric power system environments [§].
Cognitive radio might be useful for rural areas, but falls short for more densely populated areas [9].
Cellular networks and SMS text messages have been proposed for PEV charging, but the delays of 6
seconds or more reported in [10] render this solution unsuitable for real-time smart grid applications,

including power network fault detection.

Currently, there are many technologies for the last mile to connect home gateways to the smart
grid, all of them trying to play a role in the smart grid market, thus leaving utilities in an uncertain
situation [11]. Recall from above that in general the goal of utilities is to use only a small number
of low-cost, simple, reliable, and future-proof access technologies for holistic long-term solutions.
We have already outlined the shortcomings of some network technologies above. In addition, to
build their SmartGridCity (SGC), one of the most advanced smart grid pilot projects, Xcel Energy
ruled out several access technologies. Upon email inquiry, Xcel Energy informed us that, during
the initial design of the system, Xcel Energy looked at a number of alternatives to fiber optic
cable, including satellite, cable, wireless, and digital subscriber line (DSL). The most promising
looked to be utilizing a portion of the fiber backbone being built by Qwest in Boulder as part of
their DSL upgrade. The topologies, type of fiber, available dark fibers, and location of termination

points were reviewed against the needs of the SGC initiative. In addition, the Qwest build plan was
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Figure 11.1 — Broadband subscribers across OECD countries by technology: fixed wired access tech-
nologies used in 2013 [13].

compared to the SGC plan. While the fiber from Qwest could be suitable for SGC, the location
of the Qwest fiber termination points were not close enough to the SGC injection points to offer
any practical advantages; and further, the timing of the builds were not sufficiently aligned to
allow the two systems to leverage the same fiber routes. Other solutions such as satellite (high
latency, and inability to deal with underground), cable (proximity, meter attachment, and inability
to deal with underground or transformers), wireless (some potential latency issues, inability to deal
with underground, lack of cards for existing meter types, potential coverage issues, and potential
security issues), and DSL (lack of complete coverage, no ruggedized service offering) were considered
by Xcel Energy. Finally, taking the aforementioned constraints and shortcomings into account, Xcel
Energy decided to deploy their own fiber optic cable, and utilize broadband power line (BPL) to

the individual premises within the SGC project’s footprint.

Keeping in mind that utilities typically have developed their own roadmap to establish the
smart grid within the next 10-25 years, e.g., Toronto’s sustainable energy strategy [12], it is cru-
cial to understand how broadband access networks will evolve over the next couple of decades to
make the right investment decisions and technology choices for the long term. According to the
OECD Broadband Portal, back in 2010 the majority of fixed broadband subscribers deployed DSL
or cable modems, while only 9% of the 271 million subscribers were connected via fiber-to-the-
premises solutions, i.e., fiber-to-the-home (FTTH) or fiber-to-the-building (FT'TB), with local area

network (LAN) deployment in apartments. (For completeness, we note that the remaining 2% of
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subscribers were provided broadband access via satellite, WiMAX, or BPL.) However, this situation
is changing rapidly. For illustration, Fig. 11.1 shows the latest OECD data on fixed wired broad-
band subscriptions as of June 2013. Clearly, this figure illustrates that an increasing percentage of
broadband subscribers rely on fiber access technologies, at the expense of legacy DSL solutions.
This trend is expected to become even more pronounced over the next couple of decades. In the
short- to mid-term, current state-of-the-art very high bit-rate DSL (VDSL) may be superseded by
next-generation copper based solutions supported by deep fiber access networks getting increasin-
gly closer to subscribers. According to [14], however, there is no doubt that FTTH or FTTB will
eventually become the predominant fixed broadband technology of choice by 2035, paving the way
toward all-fiber wired infrastructures, as already witnessed in the Asia-Pacific region and some east
European countries that directly opted for FTTH or FTTB solutions to leapfrog legacy broadband
access technologies. It is worth mentioning that FTTH or FTTB networks are increasingly installed
by utilities and municipalities, rather than incumbents, by leveraging their existing duct, sewer,
and other infrastructure. An interesting example is the national Swiss Fibre Net of OPENAXS,
an association of currently 22 regional electricity utilities throughout Switzerland!. The goal of
Swiss Fibre Net is to create added value for consumers by having 30% FTTH or FITB connected

households by 2013, and 80% by 2020.

Typically, FITH or FTTB networks are realized via passive optical networks (PONs) due to
their well-known merits, e.g., low operational expenditures (OPEX), longevity, and future-proofness.
In addition, PONs provide the lowest energy consuming solution for broadband access, clearly
outperforming optical point-to-point access networks, hybrid fiber-copper based access technologies,
and wireless access solutions, e.g., WIMAX, in terms of energy per bit [15, 16]. This property assures
that PONs will play an important role in response to concerns about the greenhouse impact of the
Internet, especially given that access networks dominate the total power consumption of today’s
Internet {16]. More importantly, PONs are inherently highly reliable due to their completely passive

(i.e., unpowered) network infrastructure.

Conventional IEEE and ITU-T standardized Gigabit-class time division multiplexing (TDM)

PONSs currently evolve into next-generation PONs (NG-PONs). A variety of NG-PON technologies

1. Visit http://www.openaxs.ch for further information.
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have been investigated to enable short-term evolutionary and long-term revolutionary upgrades of
co-existent Gigabit-class TDM PONs, e.g., long-reach PON or OFDM PON [17]. However, the most
promising solutions for PON evolution toward higher bandwidth per user are () data rate upgrades
to 10 Gb/s and higher, and (i) multi-wavelength channel migration toward wavelength-routing or
wavelength-broadcasting wavelength division multiplexing (WDM) PONs, with or without cascaded
TDM PONSs {18, 19].

Despite their aforementioned desirable properties, and numerous currently ongoing PON (r)evolution
activities, state-of-the-art PONs as well as NG-PONs generally fall short of availability and survi-
vability.

— Auvailability- In power-splitting PONSs, e.g., conventional wavelength-broadcasting TDM
PONSs or multi-stage WDM PONSs containing splitters at one or more stages, it is difficult to
identify and localize faults within the optical infrastructure. To see this, note that well-known
maintenance techniques, most notably optical time domain reflectometry (OTDR) based
techniques for troubleshooting, work fine in wavelength-routing WDM PONs that deploy
a wavelength (de)multiplexer at the remote node (RN), whereby each wavelength channel
forms a logical point-to-point link whose individual backscattered signal enables both fault
detection and fault localization on the respective feeder fiber branching out from the RN.
OTDR becomes less effective for power-splitting PONs because a branch’s backscattering
signal can be partially or totally masked by other branch signals, thus making it difficult to
differentiate them. As a result, PON network operators may have to rely on disconnected
subscribers to call in and report on the fault, and then send technicians in the field to fix it.
Clearly, this approach satisfies the cost constraints of highly cost-sensitive access networks
that serve a relatively small number of cost-sharing subscribers, at the expense of slow fault
recovery times and therefore lowered availability.

— Survivability- For the very same cost reasons, PONs are typically unprotected, even though
network operators have the choice to deploy one of the four standardized types of protection
referred to as Type A, B, C, and D in ITU-T recommendation G.983.1. These protection
types improve the survivability of PONs in general against link and node failures by means

of redundancy, whereby protection Types B and C represent the most promising solutions to
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provide an acceptable trade-off between achievable survivability and required redundancy. In
most practical deployments, however, PONs are left unprotected due to the cost-sensitivity
of optical access networks. In current PONSs, the number of optical network units (ONUs),
the customer premises equipment of PON-connected buildings, is rather small (typically 16
to 64 ONUs per PON), thus limiting the local impact of failures to a rather small number of
subscribers. As a result, without protection, currently deployed PONs are fault-intolerant,
e.g., a single feeder fiber cut disconnects all ONUs from the central optical line terminal
(OLT).

There is a tacit consensus among researchers and practitioners in the PON community that
the fault-tolerant design and key dependability properties such as availability and survivability
will become increasingly important in emerging NG-PONs. More specifically, service and business
continuity guarantees are expected to play a more prominent role in future optical access networks
given that NG-PONs carry significantly increased traffic loads on multiple WDM channels, each
operating at 10 Gb/s or higher. Long-reach NG-PONs hold great promise to achieve major cost
savings by consolidating access and metropolitan area networks, and thereby serving much larger
areas covering hundreds or even thousands of ONUs. Nevertheless, it remains to be seen whether
these developments will justify the use of costly optical protection techniques given the cost sensiti-
vity of access networks and the number of cost-sharing subscribers. A more viable solution appears
to be to (i) rely on localized optical redundancy strategies based on (historical or estimated) fiber
failure probabilities, and (i7) exploit wireless extensions of carefully selected optical network nodes
to provide a less costly fiber-lean survivability approach for NG-PONs via converged FiWi access

networks.

FiWi access networks aim at combining the reliability, robustness, and high capacity of optical
fiber networks with the flexibility, ubiquity, and cost savings of wireless networks [20]. Fig. 11.2
depicts the architecture of a typical FiWi access network. The PON may be a conventional IEEE
802.3ah compliant wavelength-broadcasting TDM Ethernet PON (EPON) based on a wavelength
splitter-combiner at the RN, using one time-shared wavelength channel for upstream transmissions
(from the ONUs to the OLT), and another separate time-shared wavelength channel for downstream

transmissions (from the OLT to the ONUs), both operating at a data rate of 1 Gb/s. A subset of
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Figure 11.2 — FiWi access network architecture based on single- or multi-stage TDM or WDM PON
and multihop WMN using legacy or VHT WLAN technologies.

Internet OLT \

ONUs may be located at the premises of residential or business subscribers, whereby each ONU
provides FTTH or FT'TB services to a single or multiple attached wired subscribers. For these
ONUs, it will be crucial to have appropriate PON monitoring and protection techniques in place to
provide a sufficient level of availability and survivability at reasonable costs. The remaining ONUs
may be equipped with a mesh portal point (MPP) to interface with the wireless mesh network
(WMN), which in turn consists of relay mesh points (MPs) and mesh access points (MAPs) to
provide stations (STAs) with wireless access to the FiWi network. The WMN can be used for
wireless protection of optically disconnected ONUs. Most previous FiWi studies assumed a WMN
based on IEEE 802.11a/b/g wireless local area network (WLAN) technologies, offering a maximum

raw data rate of 54 Mb/s at the physical layer.

Future FiWi access networks will leverage next-generation PON and WLAN technologies to
meet the ever increasing bandwidth requirements of new and emerging applications and services.
To alleviate the bandwidth bottleneck of wireless mesh front-end networks, future FiWi access
networks are expected to be based on next-generation IEEE 802.11n WLAN, which offers data
rates of 100 Mb/s or higher at the medium access control (MAC) service access point. Furthermore,
access network designs will exploit emerging IEEE 802.11ac very high throughput (VHT) WLAN
technologies, which achieve significantly increased raw data rates. More specifically, beside various
PHY layer enhancements, IEEE 802.11n next-generation WLAN provides two frame aggregation
techniques, Aggregate MAC Service Data Unit (A-MSDU) and Aggregate MAC Protocol Data Unit
(A-MPDU), as the main MAC enhancements. The WMN may be upgraded with emerging IEEE
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802.11ac VHT WLAN technologies that achieve raw data rates of up to 6900 Mb/s, and provide an
increased maximum A-MSDU/A-MPDU size [21].

11.4 FiWi Network Dependability Techniques

In this section, we elaborate on the aforementioned localized optical redundancy strategies and
wireless extensions in technically greater detail. We describe several techniques to render FiWi ac-
cess networks dependable. These techniques can be used separately or jointly to achieve different
levels of FiWi network dependability in a modular fashion for given cost constraints and perfor-
mance requirements, ranging from low-cost broadband access deployments to highly critical smart
grid communications infrastructures. In the following, we pay close attention to the fact that depen-
dability has many facets, and includes several important system properties, most notably reliability,

availability, survivability, security, and safety.

11.4.1 Reliability

Recall from above that PONs are inherently highly reliable due to their completely passive
network infrastructure. Conversely, wireless channels are much less reliable due to a variety of
severe physical transmission impairments, e.g., multipath fading or interference. For an improved
reliability of bimodal FiWi access networks, the design of éppropriate routing algorithms plays a
major role. For instance, routing algorithms that mitigate interferences in the wireless front-end
by selecting paths with a minimum number of wireless hops and offloading it by steering as much
traffic as possible across the fiber backhaul represent a promising solution, as investigated in more

depth shortly.

11.4.2 Availability

To enable both fiber fault detection and localization with minimum delay, and thereby help

improve the availability of NG-PONs, advanced monitoring techniques need to be designed. The

219



IEEE Transactions on Reliability, accepted for publication.

U band short-pulse

’5 Feeder &Y \

data __ monitoring
= =)

network
manager

© WDM Coupler
DDF Distribution Drop Fiber
B®O Optical Encoder

Figure 11.3 — Optical coding based PON monitoring: (a) architecture, (b) encoder, and (c) monitoring
receiver.

aforementioned ITU-T recommendation (.983.1 does not specify how to identify and localize faults
within the optical infrastructure, and defers the task to maintenance standards (ITU-T L series).
ITU-T L.53 (2003) was the first standard to specifically address the maintenance of PONs by
recommending the use of OTDR based techniques for troubleshooting. In-service monitoring of
NG-PONs’ fiber infrastructure without disturbing ongoing services is expected to become increa-
singly important to avoid the OPEX and large service restoration times of offline troubleshooting.
Accordingly, ITU-T recommendation L.66 was approved in 2007 to reserve the U-band (1625-1675
nm) for in-service maintenance of PONs, and to specify methods for implementation, e.g., OTDR.
OTDR works fine in single-stage WDM PONs that deploy a wavelength (de)multiplexer at the RN
such that each wavelength channel forms a logical point-to-point link. By using a tunable multi-
wavelength OTDR source at the OLT, this approach provides a centralized monitoring system that
enables both fault detection and fault localization in feeder as well as distribution fibers. However,
recall from above that OTDR becomes less effective for power-splitting PONs. In addition, the huge
loss by splitters leads to a significant drop in measured backscattered light from each branch, though
some manufacturers offer so-called PON-tuned OTDR solutions that allow for tests across splitters

with losses of up to 20 dB.

In [22], we reported on the requirements and challenges of modified OTDR solutions, and also
described alternative non-OTDR based PON monitoring techniques. A promising technique is op-
tical coding (OC) based PON monitoring, where passive out-of-band encoders (Enc) are placed at

the end of each PON distribution fiber to identify and monitor it, as shown in Fig. 11.3(a). The
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data, and monitoring signals occupy separate wavelength bands Ay, and A, respectively, consistent
with emerging standards. At the central office (CO), an optical source transmits out-of-band pulses
downstream, and a monitoring receiver processes the aggregate upstream reflected signals. Note
that the encoders both reflect and imprint a unique code specific to the PON distribution fiber on
the source pulses. While several encoders, e.g., fiber Bragg grating (FBG), and receivers have been
proposed, the most cost-effective, high-performance solution that has emerged is a combination of

periodic codes and an electronic receiver, as illustrated in Fig. 11.3(b) and (c).

11.4.3 Survivability

After detecting and localizing a fiber fault, partial optical or wireless protection techniques
are triggered for fault recovery, as explained in more detail in the following. Fig. 11.4 depicts the
generic tree-and-branch topology of a multi-stage NG-PON, which might be a long-reach PON with
or without WDM and high-speed TDM upgrades. Note that each of the N ONUs is allowed to be
at a different distance from the OLT, spanning a different number of stages. The generic topology
also includes the special case of conventional TDM PONSs, where each ONU is located at two stages
from the OLT, whereby stage 0 ranges from the OLT to the RN, and stage 1 fans out from the RN
to the ONUs. Without loss of generality, the RN is assumed to be a power splitter, but it might be
also a wavelength (de)multiplexer or any cascaded multi-stage configuration thereof. Furthermore,
we assume that each stage 4,1 = 0,1, ..., can be assigned a certain fiber failure probability p; based
on historical records or estimates. That is, each fiber link of stage 7 is assumed to fail with the same
probability p;, though p; may be different for each separate stage. We also assume that a subset of

0 < M < N selected ONUs may be interconnected via a wireless mesh front-end.

Next, let @ be the random subset of ONUs, which are connected to the OLT optically after
one or more fiber link failures have occurred. We denote W for the set of ONUs that have been
selected to be equipped with an MPP to interface with the front-end WMN, where [W| =M < N.
Generally speaking, W should be chosen as small as possible to satisfy given cost constraints, while

at the same time guaranteeing a high degree of survivability.
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Figure 11.4 — Generic multi-stage NG-PON topology with historical or estimated fiber failure proba-
bility p; assigned to each stage :.

The average number of failure-free connections among ONUs (i.e., pairs of ONUs connected by

optical or wireless links) can be defined as

D:=E {(g ]lOUW(i)) ((g ]10uw(j)> - 1)1‘ ; (11.1)

where 1ouw (i) denotes the indicator function of subset O UW for a given ONU 3 and is given by

_ L,ie (OUW)
Louw (i) = (11.2)
0,i¢ (OUW).

For further details on the computation of D, refer to [23]. In the following, we briefly highlight the
merits of partial optical and wireless protection towards improving the survivability of FiWi access
networks. For illustration, Fig. 11.5 shows the average number D of failure-free connections vs. the
number 0 < M < N of wirelessly upgraded ONUs with and without optical protection for a 5-stage
PON of N = 465 ONUs, whereby the M ONUs with the smallest probability of being (optically)
connected to the OLT are wirelessly upgraded with an MPP. With optical protection, the wirelessly
upgraded ONUs are additionally optically protected by means of back-up fibers such that their
optical connection to the OLT can be considered safe, whereby OP denotes the number of optically
protected ONUs. Under the assumption of an ascending fiber failure probability from OLT towards

ONUs, Fig. 11.5 clearly demonstrates that deploying partial optical protection in combination with
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Figure 11.5 — Average number D of failure-free connections vs. number M of wirelessly upgraded ONUs
for a five-stage NG-PON topology (N = 465) with and without partial optical protection.

using a wireless mesh front-end to re-route traffic affected by fiber failures increases D significantly,

while requiring only a small to medium number M of wirelessly upgraded ONUs.

In our somewhat simplistic discussion above, we have assumed that WMNs do not suffer from
any link failures, and therefore are always available. Clearly, wireless channels are much less reliable
than their optical fiber counterparts due to several severe transmission impairments. By capitalizing
on the aforementioned fiber fault detection, localization, and partial optical protection techniques,
NG-PONSs can be designed to meet high levels of availability. It is well understood that consequently
the availability of optical links and wireless links differ significantly from each other; and that
availability-aware routing should be applied not only to meet the specified availability, an important
parameter in many service level agreements (SLAs) between network operator and subscribers, but
also to increase the overall availability and survivability of FiWi access networks by making more use
of monitored and protected NG-PONs [24]. While NG-PONs are able to provide high availability and
survivability levels, the performance of wireless links depends on a variety of external parameters,

which in many cases can be only modelled statistically [25].

In the WMN, we capture the impact of various external parameters on the wireless channel
by its bit error rate (BER) p, > 0, while the BER of the NG-PON can be considered negligible,

and therefore is set to zero. However, individual fiber links may fail due to fiber cuts and become
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unavailable for routing traffic across the NG-PON. For a WMN using A-MSDU or A-MPDU, the

probability p. of an erroneously transmitted frame aggregate is given by [26]

1—(1—pp)A for A-MSDU,
Il (1= (1= pp)%)  for A-MPDU,

where A is the size of a transmitted A-MSDU, index ¢ runs from one to the total number of
aggregated frames, and L; is the size of the i-th frame in a transmitted A-MPDU. By using pe, the

probability of either a collision or transmission error, p,,, at WMN node w can be computed as
1—py={(1-pe) (1~ Ppew), (11.4)

whereby the collision probability p. ., is given by

1 — Pew = H (1 - Tu)- (115)
v#w
For any WMN node w, we have
1 72 - Wo g5(1 - p.)
Tw = — — 11.6
n ((1—qw)(1-pw)[l—(l—qw)wf’] 1—q, (116)
with
0= 2.Wo 9o Wo(q.Wo + 3w — 2)
1—(1—g,)"  2(1-qu)[l = (1~ gu)"°]
+(1 - Qw)
+Qw(W0 + 1)[]%.;(1 - Qw) - Qw(l _pw)z]
2(1 - qw)
2
pwqw WO 2)
+ ( ~(1-p,
20— a) (1) \I= (=g 7P
2W0[1 — Pw ‘pw(2pw)H_1]
. 1 11.
( 1-2p, 1 (11.7)
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Figure 11.6 — Mean delay vs. mean aggregate throughput performance of different FiWi routing
algorithms for (i) a conventional 20 km range, and (#i) a 100 km long-reach wavelength-routing WDM
PON.

where, for exponentially distributed inter-frame arrival times with mean 1/0,, the probability g,
that there is a frame waiting for transmission at WMN node w is related to its offered frame load

0w during mean slot duration E,, via

1—gq,=e w8 (11.8)

Furthermore, Wy is node w’s minimum contention window, Wp2# is the node’s maximum window

size, and H is the maximum backoff stage [27].

Building on these basic probabilities, we have recently developed an analytical framework for the
capacity and delay evaluation of routing algorithms for FiWi access networks based on NG-PON and
high-throughput WLAN technologies. We refer the interested reader for further details, including
verifying simulations, to [28], and continue to briefly describe some of the obtained major results.
Fig. 11.6 shows the throughput-delay performance of an IEEE 802.11n based WMN front-end with
a physical data rate of r = 300 Mb/s using either (i) a conventional 20 km range IEEE 802.3ah
TDM EPON, or (i) a 100 km long-reach wavelength-routing WDM PON with two bidirectional
wavelength channels, each operating at a data rate of ¢ = 1 Gb /s. We set the BER of the WMN to

pp = 1076, To illustrate the flexibility of our analytical framework and study the impact of different
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routing algorithms on the throughput-delay performance of next-generation FiWi access networks,
we consider the following four routing algorithms: (i) minimum delay routing similar to DARA [29],
(1) minimum (wireless) interference routing [30], (44¢) minimum (wireless or optical) hop routing,

and (iv) an optimized FiWi routing algorithm (OFRA), whose objective function

ming ( > (pn) + mam\mep(pn)) (11.9)
vncp
aims at finding the path p with the minimum traffic intensity p at intermediate optical and wireless
nodes n. Given that the capacity of optical access networks is typically higher than that of their
wireless counterparts, OFRA gives preference to steering traffic toward the fiber backhaul, and
offloading the wireless front-end. Fig. 11.6 clearly illustrates that minimum delay routing performs
poorly in terms of delay and throughput, and is ill-suited for long-reach WDM PON based FiWi
networks because it steers most traffic across the WMN to avoid the optical propagation delay. As a
result, the huge bandwidth of the long-reach WDM PON is heavily under-utilized while the wireless
front-end gets congested, translating into a deteriorated throughput-delay performance. Note that
OFRA is able to maximize the aggregate throughput of both conventional and especially long-reach
PONSs by routing more traffic across the more reliable fiber backhaul, and exploiting its high capacity
and availability. For the long-reach WDM PON, we observe that minimum hop and minimum
interference routing as well as OFRA provide comparable delays at low to medium traffic loads,
while the maximum achievable throughput differences at high traffic loads are more pronounced
than for the 20 km range. The favorable performance of OFRA at high traflic loads is potentially of
high practical relevance because access networks are the bottlenecks in many networking scenarios,
and thus experience relatively high loads while core networks operate at a low to medium bandwidth

utilization.

Under the assumption of minimum hop routing, Fig. 11.7 depicts the performance gain achieved
by using a wireless front-end based on VHT WLAN instead of state-of-the-art 802.11n WLAN,
whose maximum data rate is limited to 600 Mb/s. For a wavelength-routing WDM PON operating
at a wavelength channel data rate of 1 Gb/s, we observe from Fig. 11.7 that VHT WLAN roughly

triples the maximum mean aggregate throughput, and clearly outperforms 600 Mb/s 802.11n WLAN
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Figure 11.7 — Mean delay vs. mean aggregate throughput performance of next-generation FiWi access
networks based on high-speed wavelength-routing WDM PON and VHT WLAN technologies (c'*,

and r are given in Gb/s, and Mb/s, respectively).

in terms of both throughput and delay. Furthermore, the figure shows that replacing the 1 Gb/s
wavelength-routing WDM PON with its high-speed 10 Gb/s counterpart (both with an optical
range of 20 km) does not yield a higher maximum aggregate throughput, but it does help lower the

mean delay, especially at medium traffic loads before wireless links at the optical-wireless interfaces

get increasingly congested at higher traffic loads.

11.4.4 Security and Safety

For enhanced cyber security, the various PONs and WLANs may apply IEEE standard 802.1AE
and 802.11i, respectively, in conjunction with the aforementioned optical and wireless networking

standards. Furthermore, public key infrastructure technologies along with trusted computing ele-

ments, were shown to be effective to secure the smart grid and its underlying communications

infrastructures [31].

In terms of physical safety, FiWi access networks can be used to monitor the power grid and
detect anomalies that may pose a threat to the system, as well as technicians and end users, e.g.,
power outages, voltage fluctuations, or electric discharges. Toward this end, FiWi access networks

may be enriched by fiber optic and wireless sensors, giving rise to fiber-wireless sensor networks
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Figure 11.8 — Fiber-wireless sensor networks (Fi-WSNs) enable the monitoring of and interaction with
the electrical power grid.

(Fi-WSNs), as shown in Fig. 11.8. Embedding fiber optic and wireless sensors into FiWi access
networks enables them to interact with the electrical power grid via monitoring some of the key
parameters (temperature, pressure, sound, etc.) of its components, and trigger appropriate actions,

if needed.

11.5 FiWi Smart Grid Communications Networks Based on Multi-

Tier Business Models

At present, the major roadblocks toward a sustainable low carbon society based on highly
dependable critical infrastructures are less technological feasibility and maturity, but more the lack of

compelling business cases and regulatory frameworks. In fact, business models, arguably more than
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technological choices, play a key role in the roll-out of smart grid communications infrastructures.
According to [32], utilities along with municipalities are responsible for 22% of households passed
with FTTH or FTTB in Europe. These investments enable utilities or municipalities to (¢) leverage
their existing duct, sewer, and other infrastructure; (i7) leverage their ability to raise long-term
financing at fairly low interest rates; (iii) create a new source of revenue in the face of ongoing
liberalization of the energy sector, particularly in smart grid solutions; and (iv) provide services
completely independent from incumbents’ infrastructures for the first time. Furthermore, it was
recently shown in [33] that cooperation among different utilities in the roll-out phase may drive down
the CAPEX of FTTH and FTTB deployments by 17%. Innovative partnerships enable utilities and
other players to share smart grid communications infrastructure investments by transitioning from
the traditional vertical network integration model towards splitting the value chain into a three-tier
business model that consists of network infrastructure roll-out, network operation and maintenance,
and service provisioning [32]. One of the most promising examples of such a multi-tier business model
is the above mentioned Swiss Fibre Net of OPENAXS, where the power utilities are responsible for
the installation of the network infrastructure, as well as its operation and maintenance, but leave
its access open to all service providers (e.g., triple-play voice, video, and data service providers) on

a nondiscriminatory basis.

11.5.1 The Uber-FiWi Network

In [34], we have recently introduced our so-called Uber-FiWi network, a FiWi network infrastruc-
ture shared for both smart grid communications and broadband access. It represents a sustainable
FiWi smart grid communications infrastructure that is based on a reduced number of low-cost,
simple Ethernet technologies, covers all segments of the power distribution network, and allows for
evolutionary pay-as-you-grow fiber build-outs according to a utility’s given smart grid roadmap. As
shown in Fig. 11.9, homes connect to the smart grid communications infrastructure either via IEEE
802.3ah EPON with optional WDM upgrades or IEEE 802.16 WiMAX. Note that, unlike in 4G cel-
lular networks, WiMAX is expected to succeed with the smart grid [35], as witnessed by Cisco’s and

GE’s recent investments in WiMAX-based smart grid solutions. In suburban and rural areas with
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Figure 11.9 — The Uber-FiWi network architecture.

a small population density, we use WiMAX due to its lower operational and capital expenditures
(OPEX and CAPEX), compared to EPON. For densely populated or fiber-rich settings as well as
environments where fiber cuts are less likely (e.g., underground railway tunnels), we use EPON as
the preferred medium of choice. For increased reliability and reduced fiber infrastructure costs, the
EPON/WDM PON may be replaced with an Ethernet shared protection ring to interconnect ONUs
in a more fault-tolerant, fiber-lean manner. EPON and WiMAX networks are interconnected with
the distribution management system (DMS) through an optical Gigabit carrier Ethernet augmented

ring network, whose star subnetwork provides fault tolerance against multiple ring failures.

In addition, we deploy a WLAN-based mesh neighborhood area network (NAN) based on high-
throughput next-generation IEEE 802.11n/ac WLAN, including IEEE 802.11e quality-of-service
(QoS), and IEEE 802.11s mesh WLAN technologies. The proposed NAN allows an ONU installed
at a given customer’s premises to be shared by other nearby homes, thereby significantly reducing

the amount of required fiber infrastructure, increasing coverage, and enabling a smooth upgrade
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path. More interestingly, we exploit the NAN to realize a low-cost communications infrastructure for
local smart microgrids. To improve scalability and increase capacity, we will also selectively deploy
optical fiber links in small-size or greenfield NANs, as envisioned for the Rokkasho Village in Japan,
one of the worldwide leading smart microgrid demonstration projects. The use of optical fiber helps
enable trust relationships in smart microgrids by capitalizing on the fact that eavesdropping can be

more easily detected in optical fiber networks than in their wireless counterparts.

To monitor the status of next-generation power network distribution components, we place fi-
ber optic sensors at the required locations throughout the optical fiber infrastructure, and ZigBee
Smart Energy or emerging low-power WLAN based WSNs in the WiMAX and NAN networks. We
integrate low-cost passive fiber optic sensors for temperature, voltage, current, and sound into the
aforementioned EPON, WDM PON, and Ethernet shared protection ring of our proposed smart
grid communications infrastructure. They are remotely controlled in real-time using advanced in-
terrogation subsystems at the DMS of the power distribution network for effectively separating
the various measurements (temperature, voltage, current, sound) from the collected data, and to
synchronize the fiber optic sensors with the wireless sensors throughout the power distribution net-
work. Note that smart grid wide synchronization is not possible with currently deployed sensors,
whose collected information is usually stored in stand-alone servers. Synchronization will be of great
benefit to utilities to accurately measure the state of the power grid instead of estimating it, as is

the current practice [36].

11.5.2 Coexistence of H2H and M2M Traffic

In this section, we aim at providing deeper insights into the performance of the multi-tier
Uber-FiWi network that provides not only open-access triple-play service offerings, also known
as human-to-human (H2H) services, but also enables the support of some of the most important
potential smart grid applications, e.g., grid integration of renewable energy resources [37]. The
unpredictability of renewable energy sources, in conjunction with other emerging and future smart
grid applications that are random in nature (e.g., G2V/V2G), creates challenging problems in the

control and reliability of the power grid, which call for a multitude of geographically and temporally
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Figure 11.10 — Average end-to-end delay performance vs. data rate per sensor.

coordinated monitoring and control actions over time scales ranging from milliseconds to operational
planning horizon [38]. Towards this end, different wireless sensor applications based on ZigBee or low-
power WLAN technologies have been considered for the machine-to-machine (M2M) interconnection

of a wide variety of devices and appliances, giving rise to the so-called Internet of Things (IoT) [39],

of which the smart grid represents an important real-world example.

The analysis in [28] can be extended to investigate the coexistence of H2H and M2M traffic
over the Uber-FiWi network with the objective to quantify the maximum achievable wireless sensor
traffic rates without violating the given upper delay limits of conventional H2H traffic. Fig. 11.10
depicts the average end-to-end delay performance of H2H traffic (aggregate load fixed to 144 Mb/s)
and M2M sensor traffic vs. the data rate per sensor, including verifying simulations, for a 20 km
long TDM EPON with 8 ONUs, each equipped with a QoS-enabled access point (AP) serving 2
STAs and 2 sensors. We observe that the delay of M2M traffic remains low and flat for event- and
especially time-driven sensors, whereby event-driven sensors contend for channel access like any

other STA after detecting an event of importance such as a power outage. Conversely, time-driven
sensors periodically send their measurements to the DMS in dedicated (contention-free) TDM slots
without undergoing contention for the wireless channel. However, for increasing sensor data rates,
the delay of H2H traffic may cross a given upper delay limit, which is adaptive to meet different

H2H traffic requirements. For instance, for an upper delay limit of 2.5 ms, the measured sensor data
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Figure 11.11 - IEEE 13-node distribution power network with grid-connected PEVs.

rates of 6.1, 12.7, and 19.7 Mb/s (vertical arrows in Fig. 11.10) clearly show that higher permissible
sensor data rates can be achieved by using VHT WLAN based event- or even better time-driven
sensors instead of 802.11n based ones without violating the delay limit. The obtained results can be
used as a theoretical upper bound of coexisting M2M traflic for the design and realization of future

yet unforeseen smart grid applications.

11.5.3 Co-Simulation

A plethora of simulation tools exist for communications networks and power networks sepa-
rately. They can be used to study the communications and power system perspectives of IEEE
P2030 logically independently from each other. However, very few studies have been carried out
on co-simulation by combining both perspectives in a multidisciplinary manner. In [40], we have
recently developed a joint communications and power distribution network co-simulator based on
OMNeT++ and OpenDSS for enabling multidisciplinary smart grid experimentations and investi-
gating the impact of FiWi smart communications infrastructures, protocols, and algorithms on the

performance of the underlying electrical power grid.

For illustration, let us consider the example of PEV charging. Uncontrolled, random PEV char-
ging may cause local grid problems in terms of voltage deviations, increased system losses, and
network overloads, resulting in degraded power quality and operation efliciency. Fig. 11.11 shows

a modified IEEE 13-node test distribution power network that accommodates 342 residential cus-
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Figure 11.12 — Daily voltage deviations for uniform, and non-uniform PEV distributions at different
PEV penetration levels.

tomers with grid-connected PEVs, whose specifications are similar to those of the commercially

available electric Nissan LEAF 2012.

Fig. 11.12 shows the daily voltage profile at the node with maximum voltage deviation for
different PEV penetration levels without applying any FiWi smart grid communications infrastruc-
ture. Expectedly, for both uniform and non-uniform PEV distributions, the daily voltage fluctuation
becomes more severe as the penetration level increases. With uniform PEV distribution, as the pe-
netration level goes above 20%, the voltage magnitude at some hours decreases below the minimum
permissible level for normal conditions (0.95 per unit (p.u.), defined as the actual voltage magni-
tude divided by the rated voltage 120V). Below this limit, the quality of power supply is degraded.
Compared with uniform PEV distribution, non-uniform PEV distribution leads to a more severe
deviation in the local voltage profile. This result is due to the fact that PEVs are more concentrated

in some neighborhoods, resulting in more local voltage drops along distribution lines.

Clearly, it is important to avoid such a deviated voltage profile and the resultant deteriorated
power quality due to high or non-uniform PEV charging loads or both, which might cause potential
overloads that lead to damages in transformers and cables, and thus require reinforcement invest-
ment on utility assets. In [41], we have examined several centralized proactive scheduling algorithms

to be implemented at the DMS to coordinate PEV charging via our Uber-FiWi network. In addi-
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Figure 11.13 — PEV coordination performance of underlying IEEE 13-node distribution power network
(in terms of voltage profile and power consumption), and overlaid Uber-FiWi network (in terms of
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tion, we proposed a voltage control protocol, which allows the DMS to quickly locate power network
nodes with low voltage, and temporarily disconnect PEVs until the voltage constraints are satisfied
again for all power distribution network nodes. Fig. 11.13 illustrates the performance of random
PEV charging, and our proposed PEV coordination schemes (referred to as first fit and SLM) for a
normal scenario, where the daily profile available at the DMS almost matches the actual residential
baseload profile (Fig. 11.13(a)). Note that the figure shows the performance of both the under-
lying IEEE 13-node distribution power network in terms of voltage profile and power consumption
(Fig. 11.13(b) and (c)), and the overlaid Uber-FiWi network in terms of delay and throughput
between PEVs and DMS (Fig. 11.13(d) and (e)). We note that both PEV coordination schemes are
able to maintain the voltage always above the acceptable limit, and to flatten the voltage profile and
power consumption by shifting PEV loadings to off-peak hours (overnight), and thereby avoiding
additional stress on the distribution grid during hours when the baseload demand is already high

(6pm-10pm).
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11.5.4 Experimental Smart Grid System

In [42], we have built an IEEE P2030 compliant Uber-FiWi network testbed to experimentally
investigate the effectiveness of a proposed adaptive admission control algorithm to manage latency
and reliability in the event of emulated power blackouts during a distributed security breach via a
distributed denial-of-service (DDoS) attack. Fig. 11.14 depicts the experimental set-up of our Uber-
FiWi network testbed. Two laptops using IEEE 802.11b/g are set up to emulate multiple MAPs:
the first laptop emulates a DDoS attack of 9 MAPs, each generating 50 packets per second, and
the second laptop (2 in Fig. 11.14) emulates normal MAPs, and an MAP (MAPg) experiencing
successive emulated blackouts. MAPg normally consumes between 1 and 9 kWh, whereas in the
event of a blackout it consumes 0 kWh. Thus, only the DDoS and blackout events are emulated,
while the rest of the testbed uses state-of-the-art wireless and fiber equipment. A Zyxel NWA570n
wireless access point (3 in Fig. 11.14), supporting IEEE 802.11b/g/n, represents an MP. The MPP
(4 in Fig. 11.14) is emulated by an IEEE 802.11b/g/n laptop. An EPON SUN-GE8100 (1 Gbps)
is used (6 in Fig. 11.14) with 5 kilometers of fiber between 4 ONUs (8 in Fig. 11.14) and the
optical coupler, and 15 kilometers between the coupler and the OLT (7 in Fig. 11.14). The MPP is
connected to an ONU port, and the DMS (5 in Fig. 11.14) is connected to an OLT port. All MAPs
send notification packets to its MPP through the MP node and the DMS is reached through the
EPON.

We developed an Ezperimental Smart Grid System (ESGS)?, which comprises several programs
written in Java to test our admission control process that dynamically adjusts the data rate of MAPg
to quickly report on monitored blackouts, and thereby enable the power distribution management
system to take swift recovery actions. In our experiment, we implement our admission control
algorithm at the MPP. P, hosts can send 10 packets per second, and P, hosts 1 packet per second.
The DMS is responsible for receiving notification packets, feeding the local database, and sending
control packets. The DMS sends change priority request packets to the MPP based on the following
conditions: (i) P, when the power consumed equals 0 (detected blackout), and (7i) P, otherwise.

We observe from Fig. 11.15 that the throughput of MAPy increases in the event of blackouts, even

2. The ESGS source code is freely available at http://zeitgeistlab.ca/doc/Smart_Grid_Communications_
over_UEber-FiWi_Networks.html.
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Figure 11.14 — The Uber-FiWi network testbed.

during a DDoS attack, which in turn helps decrease the latency between MAPg and the DMS, and

thus invoke quick fault recovery actions.

11.6 Conclusions

Internet technology and renewable energies are beginning to merge to create the Energy Internet
infrastructure for the TIR economy, and a future sustainable low carbon society. We elaborated on
the evolution path of current broadband access networks toward integrated bimodal FiWi access
networks within the next 10-20 years, whose planning horizon should be aligned with the emergence
of the smart grid by 2030 to make investment decisions and technology choices that achieve the
long-term smart grid roadmap goals, and meet the requirements of electric utilities. The presented

dependability enhancing techniques help improve the reliability, availability, survivability as well as
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(cyber) security and (physical) safety of both the FiWi smart grid communications infrastructures,
and underlying power distribution networks. The presented results on the coexistence of conven-
tional H2H triple-play and M2M sensor traffic can be used as a theoretical upper bound for the
design and realization of some of the described potential, as well as future yet unforeseen smart
grid applications. Furthermore, the presented co-simulation results provide invaluable insights into
the interaction of power distribution networks, and overlaid FiWi smart grid communications infra-
structures with regard to voltage profile, power consumption, delay, and throughput. The obtained
results help better understand the respective performance bottlenecks, and requirements of capacity
upgrades as well as design guidelines for more efficient smart grid communications protocols and

resource management algorithms.
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