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Abstract

Next-generation wireless networks will enable to support applications in various domains
including smart factories, intelligent transportation, e-health, and more. Therefore, future
wireless communications are expected to provide higher capacity and much lower latency and
offer excellent stability, ubiquitous communications, and connectivity to billions of devices.
However, the deployment of terrestrial infrastructure faces challenges in various practical
scenarios, such as communications to serve temporary events and emergencies like natural
disasters and fast service recovery. Toward this end, several promising technologies have
been under consideration, including satellite communications, unmanned aerial vehicle (UAV)
communications, intelligent reflecting surface (IRS), and mobile edge computing (MEC).
The overall objective of this Ph.D. research is to develop network planning and resource
management for UAV-based wireless networks. Our research has resulted in three major
research contributions, which are presented in three corresponding main chapters of this
dissertation.

First, we study the trajectory control, sub-channel assignment, and user association design
for UAVs-based wireless networks, which is presented in Chapter[p] In particular, we propose
a method to optimize the max-min average rate subject to data demand constraints of ground
users (GUs) where spectrum reuse and co-channel interference management are considered.
The mathematical model is a mixed integer non-linear optimization problem which we solve
by using the alternating optimization approach where we iteratively optimize the user as-
sociation, sub-channel assignment, and UAV trajectory control until convergence. For the
sub-channel assignment sub-problem, we propose an iterative sub-channel assignment (ISA)
algorithm to obtain an efficient solution. Moreover, the successive convex approximation
(SCA) is used to convexify and solve the non-convex UAV trajectory control sub-problem.

Second, we design an UAV-based wireless network with wireless access and backhaul links
leveraging an IRS, which is covered in Chapter [0 Particularly, this design aims to maximize
the sum rate achieved by GUs through optimizing the UAV placement, IRS phase shifts, and
sub-channel assignments considering the wireless backhaul capacity constraint. To tackle
the underlying mixed integer non-linear optimization problem (MINLP), we first derive the
closed-form IRS phase shift solution; we then optimize the sub-channel assignment and UAV
placement by using the alternating optimization method. Specifically, we propose an iterative
sub-channel assignment method to efficiently utilize the bandwidth and balance bandwidth
allocation for wireless access and backhaul links while maintaining the backhaul capacity
constraint. Moreover, we employ the successive convex approximation (SCA) method to
solve the UAV placement optimization sub-problem.



Finally, we study the computation offloading problem in space-air-ground integrated net-
works (SAGIN), where joint optimization of partial computation offloading, UAV trajectory
control, user scheduling, computation, resource allocation, and admission control is per-
formed. The research outcomes of this study are presented in Chapter Specifically, the
considered SAGIN employs multiple UAV-mounted edge servers with controllable UAV tra-
jectory and a cloud sever which can be reached by GUs via multi-hop low-earth-orbit (LEO)
satellite communications. This design aims to minimize the weighted energy consumption
of the GUs and UAVs while satisfying the maximum delay constraints of underlying com-
putation tasks. To tackle the underlying non-convex mixed integer non-linear optimization
problem, we use the alternating optimization approach where we iteratively solve four sub-
problems; namely user scheduling, partial ofloading control and bit allocation over time slots,
computation resource and bandwidth allocation, and multi-UAV trajectory control until con-
vergence. Moreover, feasibility verification and admission control strategies are proposed to
handle overloaded network scenarios. Furthermore, the successive convex approximation
(SCA) method is employed to convexify and solve the non-convex computation resource and
bandwidth allocation and UAV trajectory control sub-problems.

For all proposed designs and algorithms, we provide extensive analytical and numerical
studies which illustrate their achievable performances as the values of different key parameters
vary. The numerical studies also demonstrate the efficacy of our proposed algorithms and
their significant performance gains versus the state-of-the-art designs.
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Chapter 1

Extended Summary

1.1 Background and Motivations

Next-generation wireless networks will enable to support applications in various domains including
smart factories, intelligent transportation, e-health, and more [3,4]. The proliferation of many
human and Internet of Things (IoT) applications have led to a mobile traffic explosion. Therefore,
future wireless communications are expected to provide higher capacity and much lower latency,
offer enhanced stability, ubiquitous communications, and connectivity to billions of devices [5-8].
However, the deployment of terrestrial infrastructure faces challenges in various practical scenarios,
such as communications to serve temporary events and emergencies like natural disasters and fast

service recovery [9-11].

Toward this end, several promising technologies have been under consideration, including satel-
lite communications, unmanned aerial vehicle (UAV) communications, intelligent reflecting sur-
face (IRS), and mobile edge computing (MEC) [12}/13]. In particular, UAV communications have
emerged as a potential solution to overcome the limitations of current infrastructure, offering wider
coverage, higher resilience, and availability, and improving user’s quality of service (QoS) due to
their superior attributes such as mobility, flexibility, and adaptive altitude [14,/15]. Besides, the
IRS-assisted UAV communications have attracted extensive attention because they can signifi-
cantly enhance the communication quality. In this system, UAV communicates with ground users

(GUs) and IRS can reflect the dissipated signals from the UAV, improving the UAV-GU commu-



nications quality [16-18]. Moreover, space-air-ground integrated networks (SAGIN) have emerged
as promising architecture to provide high-quality and ubiquitous communications by leveraging the
complementary strengths of space, air, and ground networks and enabling the technologies such as

edge computing [19-21].

Firstly, there has been strong interest in providing wireless coverage in the three-dimensional
(3D) space and leveraging different flying platforms to enhance wireless connectivity and/or the
performance of the terrestrial wireless networks [41/10,22,23]. UAV communications can provide low-
cost solutions for various communications scenarios, e.g., wireless areas with limited infrastructure
or high traffic demand. Moreover, the UAV-based wireless networks can provide extra degrees of
freedom to optimize the underlying wireless network to enhance the coverage, throughput, and
energy efficiency thanks to unique UAV’s attributes such as mobility, flexibility, and controllable

altitude.

Secondly, intelligent reflecting surface (IRS) or reconfigurable intelligent surface (RIS) is a
promising paradigm which can substantially improve the spectral and energy efficiency of wireless
networks by constructing favorable communication channels via tuning massive low-cost passive
reflecting elements [24]. In essence, an IRS consists of a large number of low-cost passive elements,
where each element can be adjusted with an independent phase shift to reflect the electromagnetic
incident signals, to be added coherently at GUs. IRS can be flexibly deployed on various structures,
such as building facades, roadside billboards, and indoor walls [25]. IRS-assisted wireless commu-
nications can be realized by deploying the IRS between the BS or aerial BS and mobile users to

enhance the received signal power [26-30].

Thirdly, space-air-ground integrated networks (SAGIN) have emerged as an effective means of
providing high quality and ubiquitous communications by leveraging the complementary strengths
of space, air, and ground networks segments |[31-33]. On the one hand, in the space network of
SAGIN, geostationary earth orbit (GEO) satellites, medium earth orbit (MEO) satellites, and low
earth orbit (LEO) satellites are the main components [34]. LEO satellites are liable to form net-
works by inter-satellite links (ISLs), which guarantee lower propagation delay, high communication
rates, and seamless communication services for wide geographical areas [35,36]. On the other hand,
in the air network of SAGIN, there is a mobile aerial system that uses aircraft as carriers for infor-

mation acquisition, transmission, and processing. The UAVs, airships, and balloons are the main
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infrastructures making up the high and low-altitude platforms (HAPs & LAPs) which can provide
broadband wireless communications complementing the terrestrial networks [31,37]. Meanwhile, in
the ground network of SAGIN, the network mainly consists of terrestrial communication systems
such as cellular networks, mobile ad hoc networks, wireless local area networks, and so on [31]. A
UAV-assisted MEC system enables efficient support for computation-extensive mobile applications

thanks to controllable UAVS’ trajectories, extensive coverage and additional computation capability.

In this dissertation, our main objective is to study network planning and resource management
for UAV-based wireless networks. In more precise contexts, the results of this dissertation could
be useful to address some long-range planning problems over a horizon of a year or more. Real-
time implementation issues are outside the scope of this dissertation. Besides, the models are
deterministic optimization problems where all input data are known, e.g., horizontal coordinates
of UAVs and GUs. The GUs can be viewed as aggregates of traffic sources over a small region.
The traffic demands are also averages of the demand over the planning horizon. Moreover, the
proposed models and designs can provide answer some questions that are relevant in this context.
Examples are how many UAVs should the network provider buy, whether or not the UAVs should
be fixed or moving, how many IRS to buy and where they should be installed, whether a cloud
architecture is worth it and where it should be located, etc. Furthermore, the more real-time issues
such as GU-UAV association, UAV trajectory control, or computation splitting and offloading can
also be used as guidelines for the real-time algorithms. Specifically, the research contributions of

this dissertation are summarized in the next sections.

1.2 Research Contributions

In this dissertation, our main objective is to develop network planning and resource management in
UAV communications for future wireless networks. In particular, our work focuses on three aspects.
The first aspect is integrated UAV trajectory control and resource allocation for UAV-based wireless
networks with co-channel interference management. In the second aspect, we study UAV placement
and resource allocation for intelligent reflecting surface-assisted UAV-based wireless networks. Fi-
nally, we study integrated computation offloading, UAV trajectory control, user scheduling, resource
allocation, and admission control in SAGIN with multi-hop LEO satellite communications. The fol-

lowing sections describe the main contributions of this dissertation.



1.2.1 Integrated UAV Trajectory Control and Resource Allocation for UAV-

Based Wireless Networks with Co-channel Interference Management

In this contribution, we study the joint UAV-GU association, resource allocation, and UAV trajec-
tory control for UAV-based wireless networks with spectrum reuse and interference management.

The main contributions can be summarized as follows:

e We formulate the joint UAV-GU association, UAV trajectory control, and non-orthogonal sub-
channel assignment problem for UAV-based wireless networks. We maximize the minimum
average rate of all GUs considering constraints on data transmission demands of individual

GUs.

o We solve the underlying mixed-integer non-linear optimization problem (MINLP) problem
using the alternating optimization approach. We solve the UAV-GU association, sub-channel
assignment, and UAV trajectory control sub-problems separately in each iteration until con-
vergence. We develop an iterative sub-channel assignment (ISA) algorithm to tackle the sub-
channel assignment sub-problem. Given the UAV-GU association and sub-channel assignment
solutions, the UAV trajectory control sub-problem is a difficult non-convex problem. We pro-
pose to use the successive convex approximation (SCA) technique to convexify and solve this

sub-problem. We then present a short complexity analysis of the proposed algorithm.

o Extensive numerical results are presented to show the performance of our algorithm. Specifi-
cally, we compare the network performance when the proposed ISA sub-channel algorithm and
a baseline heuristic sub-channel assignment with interference management (SAIM) algorithm
are used to solve the joint problem. We also study the impacts of different parameters and
the importance of trajectory control on the achievable performance. Finally, we illustrate the

convergence of the algorithm.

1.2.1.1 System Model

We consider a network where a set of UAVs denoted as M = {1,..., M}, provides wireless con-
nectivity for a set of GUs, denoted as K = {1,..., K}. We assume that each GU needs to receive

a specific amount of data from UAVs in the downlink direction. This can be the case in many
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practical scenarios, e.g., GUs want to receive video files from the UAV such as specific scenes of a

football match.

Because the UAVs are flying at a relatively high altitude, we assume that all communications,
be it UAV-to-BS or UAV-to-GU, are dominated by line-of-sight (LoS) propagation. The UAVs are
assumed to be connected to the core network wirelessly through one cellular BS where the UAV-BS
links are assumed to have a sufficiently large capacity i.e., by using mmWave communications. We
assume that the UAVs fly at a fixed altitude H over a flight period of T" > 0 seconds. The flight
period is divided into N time slots where the set of time slots is denoted as N' = {1, ..., N}. At any
time slot during the flight period T', each UAV can communicate with multiple GUs at the same time
using orthogonal frequency division multiple access (OFDMA) technique. The GUs are assumed to
be located on the ground at zero altitude with fixed horizontal coordinates rj = (z}, y}), Vk € K.
Moreover, the horizontal coordinate of UAV m in time slot n is denoted as q,,[n] = (28, [n], v, [n]).
We assume that each UAV m must come back to its initial position at the end of the flight period
and the slot interval At = T'/N is set sufficiently small so that each UAV just flies a small distance

during each time slot even at the maximum speed Vijax.

Let C be the number of sub-channels available to support the wireless access links between
UAVs and GUs. We denote the total transmit power of each UAV as Py > 0. We assume that the
uniform power allocation is used by each UAV i.e., the transmit power on each sub-channel is equal
the total transmit power Pp.x divided by the total sub-channels used for downlink communications
and is given by p = Ppax/C. We define the binary UAV-GU association decision variable wy, 1]
which is equal to 1 if GU k is served by UAV m in time slot n and equal to 0, otherwise. In addition
to the UAV assignment, let W (MHz) denote the bandwidth of each sub-channel and C = {1, ...,C}
denote the set of sub-channels. The sub-channel assignment variables are defined as 6y, .[n] which

are equal to 1 if sub-channel c is assigned to GU k& in time slot n and equal to 0, otherwise.

Recall that we have assumed that the communication links from UAVs to GUs are dominated

by the LoS propagation where the channel quality is mostly dependent on the UAV-GU distance. In

time slot n, the distance between UAV m and GU k can be calculated as dj, , [n]:\/H2+ ([ cm [2] 1|

Then, the channel power gain from UAV m to GU k in time slot n on sub-channel ¢ is assumed to fol-

— Po 5
H2+ e )=} ||
where pg presents the channel power gain at the reference distance of 1 m. The received signal to

low the free-space path loss model and it can be expressed as gi m[n| = pod,;?n [n]



interference plus noise ratio (SINR) at GU k on sub-channel ¢ can be calculated as

PYkmn]
St jm ot ot Wy [0 e [0)pgR i [0] 0

'Yk,m,c[n] = (11)

where o2 is the power of the additive white Gaussian noise (AWGN) at the receiver. The term
2%1,#7,1 Zf:l,z;ék wz,j[n)0. c[n]pgk, j[n] represents the interference at GU k on the sub-channel ¢
due to the transmissions of other UAVs in time slot n on this sub-channel. The achievable rate of
GU k served by UAV m in time slot n on the sub-channel ¢, denoted by Ry, c[n] in bits/second

(bps), can then be expressed as

R c[n] = Wi m 10k, [n]W logy (1 + Yim.c[1]) - (1.2)

Therefore, the total rate achieved by GU k in time slot n, denoted by Rg[n], can be written as

M
Riln] = > Rimelnl. (1.3)

_ 1 N M C
Ry = N 2_: 2_: 2_: (0] [n]W logs (1 + Ve m.c[n]) - (1.4)

1.2.1.2 Problem Formulation

For convenience, we gather different decision variables as Q = {wy, (1], Vk,m,n}, Q = {am[n],Vm, n}
and © = {0y .[n],Vk,c,n}. Our design goal is to maximize the minimum average rate achieved by
all GUs by jointly optimizing the user association i.e., €2, sub-channel assignment i.e., @, and UAV

trajectory i.e., Q over all time slots of the flight period.

The average rate Ry, in is a non-linear function with respect to three decision variables
2,0, and Q. Instead of performing the max-min optimization of this non-linear function, we
introduce the function 7 (Q2,0,Q) = irglrcl Rj, as the minimum average rate of all GUs. Then,
our optimization problem becomes equivalent to maximizing 7 (€2, ®, Q), which is more tractable.
Moreover, we assume that GU k,Vk € K, has the minimum data transmission demand of D,Ti",

which must be received in the downlink direction over the UAV flight period. Then, the joint
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UAV-GU association, sub-channel assignment, and UAV trajectory control optimization problem

to maximize the minimum average rate over all GUs can be formulated as

(P1): max 7
U

RS

s.t. Ry > n, Vk,
N -
ST AtRy[n] > D", ik,
n=1
70 — am[n]|| < Ro, Vm,n,
M
Z wk,m[n] =1, Vk,n,
m=1
K
> wimlnlfkeln] < 1,¥m,n,c,
k=1
C
> Opeln] > 1,Vk,n,
c=1

am[1] = qm[N], Vm,

qu[n+ 1] - qm[n”|2 < Sr2nax7 n

2

=1,...,N—1,

||qm[n] - q][n]”2 > dmin’ Vn,m,j 7é m,

wk,m[n] S {O’ 1}7Vk7 m,n,

Ok.cln) € {0,1},Vk, ¢, n,

3)

(1.5a)

(1.5b)

(1.5¢)

(1.5d)

(1.5e)

where Ry represents the radius of the network area centered at rg. Constraints (1.5b)) capture

the required data transmission demand for each GU over the flight period of T' seconds, while

constraints (1.5¢) restrict the trajectories of all UAVs inside the desired network area. Moreover,

(1.5d)-(1.5€) present the UAV-GU association constraints, ([1.5€))-(1.5f) capture constraints on the
sub-channel assignment, and (|1.5g))-({1.51) represent constraints on the UAVS’ trajectories. It can be

seen that the constraints (1.5af), (1.5b)), and (1.5i) are non-linear and integer decision variables are

involved in ([1.5j)) and ([1.5k|) for the UAV-GU association and sub-channel assignment, respectively.

Hence, problem ([1.5)) is a mixed integer non-linear optimization problem (MINLP), which is difficult

to solve optimally.



1.2.1.3 Proposed Algorithm

We adopt the alternating optimization approach to solve problem ([1.5)) where we iteratively optimize
each set of variables given the values of other variables in the corresponding sub-problems until

convergence. We describe how to solve these different sub-problems in the following.

a) UAV-GU Association Given Sub-channel Assignment and UAV Trajectory Con-

trol

For the given sub-channel assignment ® and UAV trajectory Q, the problem of optimizing
the UAV-GU association = {wy, (1], Vk, m,n} to achieve the max-min average rate over all
GUs is still a integer non-linear optimization problem. To make the problem more tractable,
we relax the integer decision variables in €2 into continuous decision variables, which yields

the following problem

(P1.1): max 7 (1.6))
7,82
st. 0 <wpm[n] <1,Vk,m,n, (1.6a)

constraints (1.5a)), (1.5b)), (1.5d]), (L.5¢€)).

Even with this relaxation, problem (|1.6)) is still a non-convex optimization problem due to

the non-convex constraints (1.5al) and (L.5b). To this end, Ry [n], in constraints (L.5al)
and (1.5b)), can be re-written as

PYrem [
Rimeln] = wim[n]Ok[n]W log, (1 + : )
j]\/il,jyém Zf:l,z;ék Wz,j [”]ez,c[”]ng,j [n] + o2
> Whn[n]Oke[R]WRR,, o[n], (1.7)
where
PYm[n)]

Rity ln] < logy (14 ’ ) (1.8)

o jj\il,j;ém Zgzl,z;ék Wz,j [n]ezc{n]pgk,j [n]+0?

By introducing auxiliary variables R* = {Rﬁ’m’ Anl, vk, m,c,n}, and based on the first-order

Taylor expansion at the given points wy, ,,[n] and R?’; .[n] in the r-th iteration of the approx-
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imation process, we can obtain the following inequality

kR el) 2 [ (s 1) 2k R, ) () R f]) -

(wk,m[m—R@,m,c[n]ﬂ BT[], (1.9)

Moreover, the right-hand side (RHS) of constraints (1.8)) is convex with respect to w, ;j[n].

Thus, by applying the first-order Taylor expansion at the given points w7 [n], we can obtain

the lower bound R',:‘gfc[n] as in ((1.10]).

PGk,m (1] PGk,m (1]
log <1+- : ) > log <1+- £25 _
2 Z];ﬁm Zz;ék Wz,j [TL] GZ,C[n]pgk,j [n]+02 2 Z];ﬁm Zz;ék wz,j [n]ez,c[n]pgk,j [n]+02
T A \T
Z Z Az,j,k,m,a[n] (wzd [n] — Wi [n]) = RQ,/;\n,c[n]v
J#EmM z#£k
(1.10)
where
T 02 c 2 j m 1
Aespmeli]= wZ ;[n]0: c[n]p* gk ;0] gkm[n] logy ()

( S S L [0 [logi [n]+o2) ( S o [0 e[} 2]+ 02+ D [n])

Using the approximations above, problem ([1.6)) can be approximated by the following problem:

(P1.17): max A (1.11])
17;7 k)
1 N M
s.t. NZ S ST R [0k c[n]W > L, VE, (1.11a)

I
—_
—_

n=1lm

>3

n=1m=1c

c=

AR [n]0k c[n]W > D™, Vi, (1.11Db)

Ma

1

Ré’mﬁ[ ] < Rﬁf\nrc[ ]7Vk7m7 ¢ n, (111C)

constraints (1.5d)), (1.5€]), (1.6a)).

It can be seen that all constraints are linear. Hence, problem is a standard convex
optimization problem which can be solved efficiently by any convex optimization solvers such
as CVX-Mosek [38]. Detailed description of our proposed algorithm to solve the UAV-GU
association problem is given in Algorithm In the solution obtained by Algorithm

if the UAV-GU association variables wy, ,,[n] are all binary, then the relaxation is tight and
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Algorithm 1.1. SCA-based Algorithm to Solve (1.6)

1: Initialization: Set r := 0, generate an initial point (QO,RA’O) of (1.11));

2: repeat

3 ri=r41;

4:  Solve 1) to obtain optimal values (Q*, RA’*);

5. Update (@7, RAY) := (2, RA*);

6: until Convergence

7: Output 7}, Q* RA.
the obtained solution is also a feasible solution of problem (P1). Otherwise, the UAV-GU
association solution needs to be recovered by rounding it to the nearest integer of 0 or 1.
Furthermore, since constraints (1.5d)) and (1.5¢) are met with equalities in the solution of
(1.11}), a binary solution can be recovered.

b) Sub-channel Assignment Given UAV-GU Association and UAV Trajectory

For the given UAV-GU association and UAV trajectory {2, Q}, we optimize the sub-channel
assignment © = {0, .[n|,Vk,c,n} to achieve the max-min average rate among all GUs. This

problem can be expressed as follows:

(P1.2): max 1) (1.12))

)

s.t. constraints (1.5al), (T.5b)), (1.5€), (T.5f), (1.5K).

We propose a heuristic but efficient algorithm for sub-channel assignments. Recall that our
design objective is to maximize the minimum average rate among all GUs and satisfy the data
transmission demands of individual GUs, i.e., Dg‘i“,Vk € K. Hence, in the first phase, we
perform sub-channel assignments for each GU to not only improve the design objective, but
also ensure the constraints on data transmission demands of all GUs be satisfied. Specifically,
we search a sub-channel assignment for each GU k associated with UAV m in a certain time
slot n to achieve higher and maximum increase in the average rate of GU k and ensure the

minimum average rate of the system is not decreasing in each assignment step.

After the required data transmission demands of all GUs are satisfied, the algorithm enters
an iterative sub-channel assignment loop where in each iteration, it searches the GU with the
minimum average rate and finds the best sub-channel assignment achieving the highest and
better average rate for the underlying GU while improving the minimum average rate of the

system. In fact, the method to determine the best sub-channel assignment solution in this
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Algorithm 1.2. Iterative Sub-channel Assignment (ISA) Algorithm

Require: M UAVs, K GUs, C sub-channels;
1: Given: UAV-GU association, UAV trajectory control;
Ensure: Max-min average rate (Ry), 0;

2: k=1,

3: while k£ < K do

4: repeat

5: Calculate the minimum average rate of the system: minrate = mingex{ Ry };

6: Given GU £k, identify all UAV and time slot pairs {m,n} with {wk mn[n] =1};

7 Given GU k and each pair {m,n} identified in step 6, find the sub-channel ¢ for assignment to

achieve the highest and better average rate for GU k;

8: Compare all potential sub-channel assignments for different pairs {m,n} found in step 7, realize
the best sub-channel assignment if it can improve the minimum average rate of the system, i.e., we
calculate rate = ming¢ ;C{Rk} and the new sub-channel assignment must satisfy minrate < rate;

until > Dy[n] > Dpin

10: k< k+1;

11: end while

12: repeat

13:  Find GU k = argmingex{Ri};

14:  Calculate the minimum average rate of the system: minrate* = minke;g{]j?k};

15:  Given GU k, identify all UAV and time slot pairs {m,n} with {w n[n] =1};

16:  Given GU k and each pair {m,n} identified in step 15, find the sub-channel ¢ for assignment to achieve
the highest and better average rate for GU k;

17:  Compare all potential sub-channel assignments for different pairs {m,n} found in step 16, realize the
best sub-channel assignment if it can improve the minimum average rate of the system, i.e., we calculate
rate = ming¢ K{Rk} and the new sub-channel assignment must satisfy minrate* < rate;

18:  Update minrate® = rate;

19: until Convergence

20: Update n* < minrate*;

21: Return n*, ©*.

©

loop is similar to that in the previous phase. The algorithm terminates when the minimum
average rate of all GUs cannot be improved further. Details of the proposed algorithm called

“Iterative Sub-channel Assignment (ISA) Algorithm” are given in Algorithm
c¢) UAV Trajectory Control Given UAV-GU Association and Sub-channel Assign-
ment

Given the UAV-GU association and sub-channel assignment {2, ®}, the problem optimizing
the UAV trajectory control Q = {q,,[n], Vm,n} to achieve the max-min average rate over all

GUs can be written as follows:

(P1.3): max 7 (11.13)
7.Q

s.t. constraints (1.5a)), (1.5b)), (1.5¢)), (1.5g), (1.5h)), (1.51).
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Algorithm 1.3. SCA-based Algorithm to Solve ((1.13))

IR AN R

: Initialization: Set r := 0, generate an initial point (QO, SO,RO) of (|1.14));
repeat
r.=r+4+1;

Solve (1.14]) to obtain optimal values (Q*,S*, R*);
Update (Q",S",R") := (Q*,S*,R*);

until Convergence
: Output 7y, Q*, S*, R™.

d)

This problem is a non-convex optimization problem due to the non-convex constraints ,
and . Therefore, it is difficult to solve this problem optimally. We design an
algorithm with three main steps to solve this problem as follows. In Step 1, we introduce
some auxiliary variables and transform problem into an equivalent form. Then, we
approximately convexify the corresponding problem in Step 2. Finally, we use a convex
optimization solver to solve the obtained convex problem in Step 3. Therefore, problem (|1.13)

can be approximated as

Y. T
(P1.3 ).n{f&gR Nirj (11.14)
1 N M C . B
s.t. N Z Z ZWk,m[n]gk,c[n]w<Rk,m76[n]_Rz?m,c[n}) > ngrjv vk, (114&)
n=1m=1c=1

N M C . N )

Ty ZAtwk,m[n]ﬁm[n]w(Rk,m,c[n]—sz’myc[n]) > D" i, (1.14D)
n=1m=1c=1

Stamln] < llag[n] = vl + 2 (@l [n] — v)7 (qmln]—aly[n]) , Yk, m,n, (1.14c)

2 T

din < = a0l —aj ]| + 2 (ap ) -a}[n]) " (am[nl-ay[n]), ¥j #m.n,  (1.14d)
Wy j [n]@z,c[n]ppo—R?’?’c’k’m[n]H2 > RAPP’T[n],Vn, (1.14e)

({50, (T58), (T50).

where R = {RAb [n], Yk, m, z,j,c,n} and S = {Si m[n], Yk, m, n}.

z’j7c7k7m
Hence, problem ([1.14]) is a standard convex optimization problem which can be solved effi-
ciently by any convex optimization solvers such as CVX-Mosek [38]. Detailed description of

our proposed algorithm to solve the UAV trajectory control optimization problem is given in

Algorithm [T.3]

Integrated UAV-GU Association, Sub-channel Assignment and UAV Trajectory
Control
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Algorithm 1.4. Integrated UAV-GU Association, Sub-channel Assignment and UAV Trajectory
Control
Require: M UAVs, K GUs, C sub-channels and T
Ensure: Max-min average rate (Ry), 1; Let r = 1;
1: repeat
2:  Optimize the UAV-GU association given the sub-channel assignment and UAVS’ trajectories by solving
sub-problem using Algorithm [I.1] to obtain Q";
3:  Optimize the sub-channel assignment given the UAV-GU association and UAVS’ trajectories by solving
sub-problem using Algorithm to obtain @";
4:  Optimize the UAVS’ trajectories given the UAV-GU association and sub-channel assignment using
Algorithm [T.3] to obtain Q";
5. Update r =r + 1;
6: until Convergence
7: Return n*, Q*, ©*, Q*;

Using the results presented in Sections EIL @ and our proposed algorithm based on
the alternating optimization method is described in Algorithm The convergence of this

algorithm is stated in the following proposition.

Proposition 1.1. The proposed Algorithm creates a sequence of feasible solutions where
the objective value monotonically increases over iterations. As a result, the algorithm con-

verges to a feasible solution.

1.2.1.4 Numerical Results

In this section, we evaluate the performance of the proposed algorithm. The parameter setting for
the simulations is similar to that in [39-41] and are summarized in Table We consider a circular
network area with radius Ry = 500m with two or more clusters i.e., hotspots, of GUs. The radius
of each circular cluster area is r. = 200m and different clusters are placed far enough apart not
to overlap. The distance between two neighboring clusters’ centers is set to satisfy the constraint
DO > dpin + 2 x 7<(m). The altitude of all UAVs is assumed to be fixed at H = 100m. Moreover,
the required transmission data demand for each GU k (D"} is set according to the size of short

videos, e.g., video files with the resolution of 30 frames per second (fps) |42]).

We first evaluate the performance of the proposed ISA algorithm described in Alg. and
the heuristic sub-channel assignment with interference management (SAIM) algorithm shown in
Fig. Specifically, the max-min average rates due to different schemes are shown in Fig.
for the network with 2 UAVs, 40 sub-channels, UAV’s flight period T = 20s, and the maximum
velocity of UAVs Vinax = 40 (m/s). We see that the proposed design with ISA algorithm, optimized
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Figure 1.2 — Max-min rate under different velocity of UAV V..

UAV-GU association and trajectory control achieves the highest max-min average rate among the
considered schemes. In addition, the rate gaps between the proposed ISA algorithm and other
schemes increase when the number of GUs increases. For a given number of sub-channels, more
sub-channels are likely to be reused by different UAVs to meet the GUs’ data transmission demands
when the number of GUs increases and this will likely lead to stronger co-channel interference. The
results in Fig. imply that the proposed ISA algorithm can effectively manage interference and

resources.

We study the impact of the maximum UAV’s velocity Vihax on the max-min average rate in
Fig. for scenarios with 2 UAVs and 3 UAVs, 10 GUs, and 40 sub-channels where V. varies in

the range of 10—80 (m/s). It can be seen that the peaks of the max-min average rate are achieved at
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the maximum UAV’s velocity of 40 (m/s) and 30 (m/s) for T' = [20, 40]s, respectively. Moreover, the
rate gains at the peak rates for the 3-UAV setting versus the 2-UAV setting are 4.65% and 10.85%
for Vimax = [30,40] (m/s) and T = [20, 40]s, respectively. However, this rate gain tends to decrease
with the higher maximum velocity of UAVs. In fact, with the restricted network area of radius,
d"t (¥m) given in Eq. (5.39), the velocity of UAVs strongly impacts the initial and the optimized
trajectories of UAVs. This is because when the UAVs fly faster, the inter-UAV distances can become
smaller in larger portions of the flight and the co-channel interference would be stronger, especially
with a large number of UAVs. Specifically, the max-min average rate with Viax > 60 (m/s) in the
3-UAV deployment and T = 20s is smaller than that in the 2-UAV scenario with 7" = 40s.

1.2.2 UAYV Placement and Resource Allocation for Intelligent Reflecting Surface
Assisted UAV-Based Wireless Networks

To the best of our knowledge, none of the existing work has studied the multi-carrier IRS-assisted
UAV-based wireless network taking into account the constrained capacity of wireless backhauls. To
fill this research gap, we study the joint optimization of UAV placement, IRS phase shifts, and
sub-channel assignments for wireless access and backhaul links where our design objective is to

maximize the sum rate achieved by GUs.

To solve the underlying mixed integer nonlinear program (MINLP), we first derive the closed-
form IRS phase shift solution and then optimize the sub-channel assignment and UAV placement
in an iterative manner by using the alternating optimization method. The sets of sub-channels
assigned for the access and backhaul links are iteratively updated to efficiently use the available
bandwidth while maintaining the backhaul capacity constraint. Moreover, we use the successive
convex approximation (SCA) technique to solve the UAV placement sub-problem. Numerical results

are presented to study the impacts of different parameters on the achieved sum rate.

1.2.2.1 System Model

We consider downlink communications between a UAV and a set of GUs in an IRS-assisted wireless
network with the backhaul link between the UAV and a base station (BS). We define K as the set of
GUs, ie., K = {1,..., K}, located on the ground at fixed horizontal coordinates rj, = (z,y}.), Vk € K.
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We assume that the UAV is placed at the altitude H with the horizontal coordinate q = (z9,y9).
The UAV acts as an airborne BS connected to the core network wirelessly through a cellular BS

which is placed at the coordinate r® = (2, 4°) and a fixed altitude HP.

We assume that a single IRS is installed on the surface of a building wall at the altitude H'
and horizontal coordinate w' = (z',4"). The IRS is made up of I, x I, passive reflection elements
units installed as a uniform planar array (UPA) with I. and I, elements on each column and each
row, respectively. The distance between any two adjacent elements of the IRS is denoted by d. The
phase shift matrix of the IRS is denoted by ® = diag {ejqjlﬂl, eI ej‘ﬁfrvfc} eClr*le where
¢ii.€[0,2m) Vi, =1,..., I, and i, =1,..., I..

We assume that orthogonal frequency-division multiple access (OFDMA) is useed for both wire-
less access and backhaul links where C = {1,...,C} denotes the set of available sub-channels and
the bandwidth of each sub-channel is W (Hz). Let w,ﬁc denote sub-channel assignment variables
for the access links between the UAV and K GUs, where 1/)2\’6 = 1, if sub-channel c is assigned for
GU k and Tb;’?, . = 0, otherwise. Similary, we define w& . as sub-channel assignment variables for
the backhaul link, where ¢(|)3, . = 1, if sub-channel c is assigned for the backhaul link and w& . =0,

otherwise.

We assume that all BS-UAV, UAV-IRS, and UAV-GU communication links are dominated by
the LoS propagation while communications channels between the IRS and GUs experience Rayleigh
channel fading due to blockages. Hence, the distances among BS, UAV, IRS, and GUs can be cal-
culated based on their coordinates as dBY = \/HI“b—QH2 +(HP—H)?, dV' = \/Hq—WiH2 +(H-H')?,
dYe =/ ||q—r,L;||2 +H?2,Vk, di¢ = \/||wi—r,‘;H2 +(H")2,Vk, corresponding to the distances from BS
to UAV, UAV to IRS, UAV to GU k, and IRS to GU k, respectively.

As discussed in [43], the received signal at GU k due to the communications from the UAV is
given by yr = /p ((h}CG)H ®hY' + th) x), + n®, where x;, represents the transmitted symbol from
the UAV, which satisfies E(|z1|?) = 1, and p denotes the transmit power of the UAV for GU k
on each sub-channel, i.e., p = Ppax/C assuming uniform power allocation where Py is the total
transmit power of UAV, and n® denotes the additive white Gaussian noise (AWGN) at GU, with
zero mean and variance o2. Also, let th7hU', and hLG denote the channel coefficients of the

links between UAV and GU k, UAV and IRS, IRS and GU k, respectively, which are expressed as
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hYC =, /(dUG)Q,Vk and

! | o (1.15)
® |:1 e—]wslnewsinfu' e ]27;51(]6_1) sin QY sinfU|:|H
hIkG — IIBGO - [1 e—J j 274 gin 9|G cos ELG, e —j2rd 27“1 (I,—1)sin glG cos EIG:| H
(%) (1.16)

7@ IG wip: ¢IG 727rd7~|G-IGH
|:1 e=J sin 0> sin §; e 7555 (Ie—1) sin 0 s1n§k} « OéIG,Vk,

where 5y denotes the channel gain at the reference distance of 1 meter,  is the path loss exponent,
\ is the wavelength of the carrier wave, and a'® is the random scattering components modeled by
a circularly symmetric complex Gaussian random variable with zero mean and unit variance. In
addition, (6Y',¢Y") and (9IC, £I°) represent the vertical and horizontal angle-of-departures from the

UAV to the IRS and from the IRS to GU k, respectively, which can be calculated from sin#Y' =

H—H i .d i ,d . Hi . |$i_wu‘
| i | sineYl = ﬁ, cos&Y = %, sin 01 = e sin €)° = ”_7’“”2, and cos ¢ =
w'—r}
Wl yk ek
. P :
[[wi—ri]

As presented in [43], the achievable rate for GU k served by the UAV on sub-channel ¢ can be

) , (1.17)

where fj, = ch 1 er ) e'( Izmc+¢ir,ic)7Vk, and Fki’“’ic = —Q%d((ir—l)(sin 06 cos £1¢+sin OY' cos €V +
(ic — 1)(sin 01€ sin £}€ + sin V' sin ¢V1)) — arg(a'©).

expressed as

\/>+ Bofkla'®]
dUG (dIG)n/2dUI

Ré,c = wlﬁcW 10g2 (1+

Also, the achievable rate of the backhaul link on sub-channel ¢ can be expressed as

PoBo ) (1.18)

R =45,V log, (1 @)z )

where pg denotes the transmit power of the cellular BS.
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Moreover, to maintain the good end-to-end performance, the total data rate of all access links

from the UAV to all the GUs should not exceed the backhaul rate. This constraint can be described

A B
as Y _kek oceC Rk,c < Deec RO,c-

Let ¥ = {1/1,’?7 c,w&C,Vk,c}, ®, and Q = {q} denote vectors of all decision variables for sub-
channel assignment, IRS phase shifts, and UAV placement, respectively. We want to maximize the
sum rate of all GUs by optimizing all variables ¥, ®, and Q. This design problem can be formulated

as

(P2): max > > Rp. ([T.19)
v®.Q kek ceC

st Y Ype > 1,Vk, (1.19a)

ceC
DR +h. < 1,Ve, (1.19b)

kel
> D Ri. <Y Rp. (1.19¢)

ke ceC ceC

Uhes V6. € {0,1},Vk, ¢, (1.19d)
biri. €10,270) ,Vip =1,..., [;Vie =1,..., I. (1.19¢)

Because of the non-convex constraint and integer variables in , problem (1.19)) is a
non-convex mixed integer nonlinear optimization program (MINLP), which is difficult to solve. One
might argue that adding constraint is a trivial modification of the previous models. While
this is certainly true as far as writing the mathematical model, this constraint is not convex and
thus makes the design of an efficient solution algorithm much more complicated. In the following,

we describe the details of our proposed algorithm.

1.2.2.2 Proposed Algorithm

To solve problem (P2) we first derive the closed-form phase shift solution and then optimize the
sub-channel assignment and UAV placement iteratively. Let C* and CB be the sets of sub-channels
assigned for access and backhaul links, respectively where C = C* U CB. Initially, the number of
sub-channels allocated in C? is equal to the number of GUs K to ensure each GU is assigned at

least one sub-channel and all remaining sub-channels are allocated to CB. Then, the sets C* and CB
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are updated by taking sub-channels from CB and re-allocating to C* and the IRS phase shifts and

UAYV placement are optimized accordingly while maintaining the backhaul capacity constraint.

To obtain the maximum access rate RQ’C given in ([1.17) and hence the sum rate, i.e., the
objective function, the IRS phase shift ®* must be aligned with the phases of channel coefficients.

Such optimal IRS phase shifts, which result in f; = I.I,, can be expressed as

2nd

Giie = 3 (DOl cos gl sin6” cose)

+(ie—1) (sin B)C sin £}°+ sin V' sin 5“')) + arg(a'®). (1.20)

Substituting this IRS phase shifts into problem (P2) still results in a non-convex MINLP prob-
lem. Thus, we use the alternating optimization approach to tackle this problem where we iteratively

optimize each set of optimization variables given the values of other variables until convergence.

a) Optimization of Sub-channel Assignment

For given ® and Q, the sub-problem to optimize the sub-channel assignment W can be stated

as

(P2.1):max Y > Rj, (L21)
ke cecA
st Y Up. > 1,Vk, (1.21a)
ceCh
> S RA.< Y B (1.21b)
kEK ceCA ceCB

constraints ([1.19bf), (1.19d)).

This is a standard mixed integer linear program (MILP), which can be solved efficiently by
using the CVX-Mosek solver [3§].

b) Optimization of UAV Placement

For given W and ®, the sub-problem to optimize the UAV placement Q is non-convex. To solve
this problem, we first introduce some auxiliary variables and then solve the transformed prob-

lem by using the SCA method. Specifically, we introduce variables v > Hq—ri”2 +H? VEk,
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w> Hq—wiH2 +(H—H")? and € > Hrb—qH2 +(HP—H)2. From (1.17) and (T.18), we have

A p (X2 Y?2 2X.Y
kal:%?,chng <1+U2<k iy 2Rk ) ) - pA

R 1.22
U, L y;/2‘u1/2 k,c» ( )

A
Red = 48 W log, <1 + 6) < R§,, (1.23)

where X, = /Bo, Vi = Bof,ﬂa'G\(d}gG)_“m, Z = pofo/o?, in which f; = I.I, is a solution given
by the IRS phase shifts expressed in (1.20). It can be verified that Rﬁqc is a convex function
with respect to v, and g and it can be lower-bounded by its first-order Taylor expansion at

r-th iteration in the approximation process as follows:

T r A
R 2 OR W logy D7+ 1 (n—vi)+ (=) = BAL®, (1.24)
where
X2 y?2 2X.Y,
oo (y.p 2 Yy k Yk
= (U e\ttt L
oF\ vl A2
X2 XYy
L' = —yp Wlogy(e p(k+) 7
%bk,c g )<02 V’z,r V,i/Q’Tul/w
p [ Y2 XYy )
P P (Y .
Vhoe ogy(e) (O.Q (/LQ’T—FV;/Z’TM?’/Q’T

Similarly, since R(?,CC‘ is convex with respect to €, by applying the first-order Taylor expansion

at the given point €", it can be lower-bounded as

B B Z B logy(e)Z A Bglb
RO,C; Z ’(/JO,CW 10g2 <1+67‘> - wO,CWm(E — 6T> = ROE N (125)
Moreover, the upper-bound of the access rate given in ([1.17)) can be expressed by introducing
auxiliary variables ay < ||q—r¥||* +H?,VE, v < ||q—wi||2 +(H—-H"? and we have
X2 Y2 2X.Yh )) A

Aub A p
R = Wl 1+=( ——=+— > Ry .. 1.2
k,c 77blc,c 0go ( 2 <Oék + v +04]1€/2’)/1/2 k,c ( 6)
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Algorithm 1.5. Joint Algorithm for Sub-channel Assignment, IRS Phase Shifts, and UAV Place-
ment
1: Initialization: CA,CB,Q°,®°, w0 §* =102, =5, =0, t=0;
2: repeat
33 S*=Sandt=t+1;
Take a sub-channel ¢ from CB; update C* = C* U {c} and CB\ {c};
repeat
Given ®7* in ;
Solve (P2.1) iteratively until convergence to obtain ¥;
Solve (P2.2) iteratively until convergence to obtain Q";
9:  until Convergence
10:  if Obtain a feasible solution with maximum sum rate S; and S<S; then

11: Update S = S; and {¥* Q*, ®*} = {¥t Qf, $t};
12:  else

13: Update CB = CB U {c} and C* \ {c};

14: Update {¥*, Q*, &*} = {¥!~1 Q! &1},

15:  end if

16: until |S — S*| < 107°
17: Return ¥*,Q*, ®*;

Therefore, the UAV placement optimization problem can be approximated by

(P2.2):  max Y > R ([T-27)

7”’ ?E7a7
Q. vk ,€,0 7Y ke ccoh

st Y > RN RyI <o, (1.27a)

ke cecA ceCcB
.12 .
vi > lla—xi|* +H2 ¥k; > ||la-w| +(H-H')?, (1.27D)
ar < " —rp)* +2 (a" )" (a—q") +H?, VE, (1.27c)
r i|? r NI r i\2
7S ’q W H +2 (q *W) (q—q") +(H-H')", (1.27d)
2
e > [r*—a| +(HO—H)2. (1.27¢)

This is a convex problem, which can be solved efficiently by using the CVX-Mosek solver [3§].

Solutions of these sub-problems are used in our proposed algorithm which is described in

Algorithm

1.2.2.3 Numerical Results

We consider a rectangular network area with size 1000x1000(m?). The altitude of the UAV is fixed
at H = 120m and the BS is located at (0,0,20)m. In addition, the IRS is fixed at (500, 500, 50)m
and GUs are placed inside circular clusters with a radius of r. = 200m. We initially locate the UAV

at the center of the GUs’ cluster. The remaining parameters are set as pyp = 33dBm, Ppax = 30dBm,
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W = 1MHz, 0? = —110dBm, f, = 2.5GHz, d = \/2, and k = 2. Square IRSs with I, = I, will be

considered where the number of IRS elements is denoted by I = I,.1..

Fig. — Fig. show the sum rate achieved by the proposed algorithm, i.e., Alg. and
compared with the case where the UAV is placed at the cluster’s center, which are indicated as
“UAV optimized location” and “UAV centered location”, respectively.  Fig. [I.3] shows the sum
rate for different number of GUs with C' = 60 and I = 64. It can be seen that the sum rate
slightly increases with increasing number of GUs and the difference in achieved sum rate between
the optimized and centered location of UAV becomes larger as the number of GUs increases. The
rate gain due to the proposed algorithm with and without leveraging the IRS is about 15%. Fig.
illustrates the sum rate for different number of IRS elements with 20 GUs and C' = 60. In fact,
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larger numbers of sub-channels or IRS elements lead to higher system diversity, which improves the
achieved sum rate. These results confirm the effectiveness of the proposed algorithm in optimizing

the UAV placement and sub-channel assignment in the IRS-assisted UAV communications.

1.2.3 Integrated Computation Offloading, UAV Trajectory Control, User Schedul-

ing, Resource Allocation, and Admission Control in SAGIN

In this contribution, we investigate the integrated computation offloading, UAV trajectory control,
user scheduling, resource allocation, and admission control for SAGIN with multi-hop satellite

communications. The main contributions can be summarized as follows:

e« We study partial computation offloading in SAGIN where fractions of computation tasks
from GUs are processed locally and/or offloaded and processed at the UAV-mounted edge
servers and cloud server leveraging multi-hop LEO satellite communications. We formulate
an optimization problem that aims to minimize the weighted energy consumption of the GUs
and UAVs while satisfying the maximum delay constraints of underlying computation tasks
by jointly optimizing the user scheduling, partial offloading control and bit allocation over

time, computation resource and bandwidth allocation, and UAV trajectory control.

e The alternating optimization approach is used to solve the underlying non-convex mixed-
integer non-linear optimization problem (MINLP). Moreover, the successive convex approx-
imation (SCA) method is used to solve the computation resource and bandwidth allocation

and UAV trajectory control sub-problems.

e We propose efficient strategies for feasibility verification and admission control in the over-
loaded network scenarios. Specifically, an iterative algorithm is proposed to solve the feasibility
verification problem and an efficient user removal strategy is developed for admission control

while satisfying all GUs’ and system constraints.

e Numerical results are presented to show the impacts of different parameters including the
hop count in the multi-hop satellite communications, number of GUs, bandwidth, and com-
putation task size on the achievable performance and the gains due to optimizing the UAV
trajectory control, user scheduling, resource allocation, and computation offloading. Moreover,

the admission ratio of GUs that are actually served in the different scenarios is presented.
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1.2.3.1 System Model

We consider the computation offloading design in the SAGIN-based edge-cloud system as shown
in Fig. where the terrestrial network is made up of K GUs located on the ground, the aerial
network layer employs M UAVs, and the space network layer relies on LEQO satellites for connections
to a distant cloud server. We denote the sets of satellites, UAVs, and GUs as S = {1,..., S},
M=A{1,..., M}, and K ={1,..., K}, respectively.

We assume that partial computation offloading is used for a computation task of each GU.
Specifically, each GU partitions its computation task into three sub-tasks where the first sub-task is
processed locally and the other two sub-tasks are offloaded and processed at the UAV-mounted edge
server and the cloud server, respectively. Moreover, the data related to the second sub-task must be
transmitted from the associated GU to the connected UAV while the data related to the third sub-
task must be transmitted from the GU to the cloud server via a multi-hop satellite communication

path.

All GUs located on the ground at zero altitude are assumed to have fixed horizontal coordinates
of v} = (z},y}),Vk € K. Besides, we assume that the UAVs fly at a fixed altitude H over a flight
period of T > 0 seconds. We divide the flight period into N time slots where the set of time slots
is denoted as N' = {1,...,N}. Moreover, we assume that uplink communications from multiple
GUs to their associated UAVs use the frequency division multiple access (FDMA). Specifically, let
W denote the total bandwidth available to support uplink communications from GUs to UAVs.
We assume that the available bandwidth is partitioned into orthogonal sub-bands each of which is
allocated to one corresponding UAV to serve its associated GU. We denote the bandwidth allocated
for UAV m as W}, then we have >, .\ W} = W. We also assume that the associations between
GUs and UAVs and between GUs and satellites are fixed during the computation offloading process.
Furthermore, we assume that the data size corresponding to the computation results is much smaller
than that of the offloading data so that we can neglect the download time of the computation results

in the offloading process. For ease of reference, the list of key notations is given in Table

a) Computation Task Model

We assume that each GU k has one delay-constrained computation task represented by

Uk = (fx, Sks ¢k, Tj"®), where fj, denotes the computation demand expressed by the num-
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b)

ber of central process unit (CPU) cycles per second (CPU cycles/second), s (bits) represents
the size of input raw data, ¢, (CPU cycles/bit) denotes the computation resource required for
1-bit input data, and T}"® (seconds) describes the maximum tolerable latency of computation

task Uy.

We assume that each GU’s computation task is partitioned into three sub-tasks that are
processed in parallel at the GU, the UAV-mounted edge server, and the cloud server reached
via the multi-hop LEO satellite communication as considered in [44}45]. Then, the task

processing time for GU k can be expressed as
T}, = max {T'°, T4, T,g'}, (1.28)

where T1°, T&4, and T,g' represent the total data transmission and task execution time at the
GU, UAV-mounted edge server, and cloud server, respectively. Specifically, T,jd includes both
the data transmission time from GU k to the associated UAV and the execution time of the
sub-task from GU k at the associated UAV. We will describe in more detail how to calculate

this execution time later. Hence, the delay constraint for GU k can be expressed as T}, < T7"%*.

To model the task partitioning for GU k, we introduce variables Af and \$4, (0 < )\f, )\zd <1)
that represent the fractions of input data to be processed locally at GU k and to be offloaded
and processed at the UAV-mounted edge server, respectively. Hence, (1 — )\'k" — )\id) represents

the fraction of input data from GU k to be offloaded and processed at the distant cloud server.

UAYV Trajectory Control

The horizontal coordinates of UAV m in time slot n are denoted as qu,[n] = (z4,[n], &, [n]).
We assume that each UAV must come back to its initial position at the end of the flight
period, i.e., Qu[l] = gu[N],¥m € M. In addition, the slot interval At = T'/N is chosen to
be sufficiently small so that the UAVs’ locations are within a bounded small neighborhood in

each time slot even at the maximum flight speed Vipax in meter/second (m/s).

User Scheduling

Let ¢} ,,[n] denote binary decision variables for the association between the GUs and UAVs
over flight period T, where gb,‘;m[n] = 1 if GU k is served by UAV m in time slot n and
gb,‘;m[n] = 0, otherwise. The first requirement for the association is that each GU can of-

fload its computation sub-task to at most one UAV in each time slot, i.e., > c 14 (ﬁzm[n] <1
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We assume that each GU k is initially associated with the UAV providing the highest aver-
age received signal strength (RSS), i.e., ¢ ,,[n] = 1 with m = argmax(RSS [n]), where
RSSkm[n](dBm) = P(dBm) — gi m[n](dBm) with P} denotes thektransmit power of GU
k to its associated UAV and g m,[n]| stands for channel power gain from GU k to UAV m.
To satisfy the delay constraint of each GU, the number of consecutive time slots required to
completely process the computation task of GU k can be denoted as Nj, = [T;"®/At], where
[.] denotes the round-up operation. We now introduce binary user scheduling variables j[n],

where 0;[n] = 1 if GU k is scheduled to transmit to its associated UAV in time slot n and

Ox[n] = 0, otherwise. We need to impose the following constraints on the user scheduling
decisions:
Ni—1
S Oklnttlgh ntt] = Np,Vk,n € {1,..., N—N;}. (1.29)
meM t=0

d) Computing Models

e Local Computing Model:
The local task execution time at GU k can be expressed as

B A',fskck

T fr

(1.30)

The delay constraint imposed to the local processing can be expressed as T,'f < Tpex.

The energy consumption due to local task execution can be calculated as
ER = kAL sker(fr)?, (1.31)

where & is the effective switched capacitance depending on the chip architecture [46).

e UAV-Mounted Edge Computing Model:
For the partitioned sub-tasks offloaded to the UAVs, let [}[n] denote the number of
offloading bits from GU k to the associated UAV over time slot n. Besides, let us denote
the computing resource of UAV m allocated to handle the sub-task offloaded from GU k
in time slot n by fy[n] (CPU cycles/second).



Chapter 1. Extended Summary 27

Hence, the total energy consumption at the associated UAVs to process the offloading

sub-task from GU k can be calculated as

Ed = Z Z Gk[n]qbz’m[n](l;’[n]ckeed). (1.32)

meMneN
In addition, we assume that the communication links from the GUs to UAVs are domi-
nated by the line-of-sight (LoS) propagation where the channel quality is mostly depen-
dent on the UAV-GU distance. The distance between GU k and UAV m in time slot n

can be calculated as dkm[n]:\/ H2+ ||qm[n] — r¥||*. Moreover, the channel power gain

from GU k to UAV m in time slot n is assumed to follow the free-space path loss model,

=——P0 _  where resents the
g P 0P

channel power gain at the reference distance of 1 m. Hence, the achievable rate of the

which can be expressed as g m [n]=po(djm[n]) >

uplink transmission from GU k to the associated UAV m in time slot n, denoted by

R}, [n] in bits/second (bps), can be expressed as

mmm—wa@Q+iﬁ$@) (1.33)

where f§j}[n] and P} represent the bandwidth allocated to GU k in time slot n and the
transmit power of GU k for its uplink transmission, respectively, and ¢? denotes the
power density of the additive white Gaussian noise (AWGN) at the receiver.

Moreover, we assume that the partial task from GU k is offloaded and processed com-

pletely at each associated UAV in each time slot. Then we have following constraints

lnley | 1ln]
fin TR, )

Then, the total processing time at the UAVs to serve GU k can be written as

T,?%[n]:qzﬁzm[n]( ) < ALYk, m,n. (1.34)

TR = > > 0] Tes, [n]. (1.35)

meM neN

Furthermore, each UAV consumes some energy during its hovering time. Specifically,
the flying energy consumption of UAV m can be expressed as Ef,ff = P,fnT . where P;L

denotes the flying power of UAV m.

e Satellite Cloud Computing Model:
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We omit the processing time at the cloud server and we also ignore the cloud energy con-
sumption involved in computation task execution and transmission of the computation
results from the cloud server to GUs. In a recent work [2], an algorithm to determine
the number of hops, i.e., the number of inter-satellite links (ISLs), and the corresponding
satellites to establish the multi-hop communication path between two locations on the
ground was proposed, i.e., see Algorithm 1 of [2]. By using this algorithm, the number of
hops between the first and the last satellites connecting the considered terrestrial network
area and the cloud server can be determined as L. Hence, the total data processing time

and the propagation time from GU k to the cloud server can be calculated as

T = (1 — Al — x¢d sk< + Z ) + TF"P, (1.36)

Rss Rcl
where RS, R:®, R stand for the transmission rates between the GU k and the first satel-
lite, between the satellites in the i-th hop, and between the last satellite and the cloud
server, respectively. Here, TP represents the total propagation delay from GU k to the
first satellite, between satellites over the L ISLs, and from the last satellite to the cloud
server. Moreover, the energy consumption of GU k for transmitting the data related to

the offloaded sub-task to the first satellite can be calculated as

(1- AP — X5 P?

Ep =
I

(1.37)

where P} represents the transmission power of GU k to the satellite.

1.2.3.2 Problem Formulation

In this work, we are interested in minimizing the weighted energy consumption of all GUs and UAVs

for all involved computation tasks, which can be expressed as

B = a1<ZE,§d+ > P,fnT)

ke meM

+az Yy (E + 30N Oklnof 0 ERS In ]+E,§>, (1.38)

kek meMneN
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where aq, ag € [0, 1] represent the weight factors of the energy consumption of the UAVs and GUs,

respectively, which strike to balance the energy consumption between the UAVs and GUs.

For convenience, we gather different decision variables and define the corresponding groups of
variables as follows: user scheduling ® = {0y [n], Vk,n}, partial offloading control A = {\l°, \&¢ vk},
bit allocation L = {l}i[n],Vk,n}, bandwidth allocation B8 = {B}}[n],Vk,n}, computation resource
allocation F = {f}'[n],Vk,n}, and UAV trajectory control Q = {qm,[n],Vm,n}. Our design aims
to minimize the weighted energy consumption of the GUs and UAVs while satisfying the maximum

delay constraints of individual computation tasks. The optimization problem can be formulated as

(P3): min B (1.39))
O,AL3,F.Q
st TP < T/, Vi, (1.39a)
T < T/ VE, (1.39b)
SN kTS, 0] < T8, Vk, (1.39¢)
meMneN
Ok[n]Tke%[n] < At,Vk,m,n, (1.39d)
Nj—1
SN On+t]og  [n+t]=Ni, Vk,n € {1,..., N—N}, (1.39)
meM t=0
Yo D Oklnlgh nllin] = sk, VE, (1.391)
meMneN
Z 9k[”]¢z,m[n]ﬂ§ [n] < W#uvmv n, (1'39g)
ke
Y Ol mnl fi[n] < FR™,Ym,n, (1.39h)
ke
lam[n+1] — am[n]||* < D2,.,¥Ym,n=1,..., N—1, (1.39

)
)
lam[n] — a;[n][|* > dayn, Y, m,j #m, (1.39K)
Ok[n] € {0,1},Vk, n, (1.391)
0< AR A 1T — Al xed <1 vk, (1.39m)
Bilnl, filn], li[n] > 0,Vk, n, (1.39n)

where constraints (|1.39a))-(1.39d)) capture the delay requirements for the GUs. Constraints ((1.39¢))
and (|1.391) describe the binary user scheduling constraints for the GUs served by the associated
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UAVs. Constraints ((1.39¢g)) capture the bandwidth allocation for transmission between the GUs and
UAVs while constraints (1.39h)) present the UAVs’ computation constraints where F)7®* denotes

the maximum computation resource of UAV m. It can be seen that the objective and constraint

functions ([1.39a))-(1.39d)) are non-linear and integer decision variables are involved in ([1.391) for

the user scheduling. Hence, problem (1.39) is a non-convex mixed integer non-linear optimization

problem (MINLP), which is difficult to solve optimally.

1.2.3.3 Proposed Algorithm

In the section, we develop an algorithm to solve the formulated problem when it is feasible. Specif-
ically, we adopt the alternating optimization approach to solve problem (|1.39)) where we iteratively
optimize each set of variables given the values of other variables in the corresponding sub-problems

until convergence. We describe how to solve different sub-problems in the following.

a) Optimization of User Scheduling

Given {L, A, F, 3,Q}, the user scheduling sub-problem to optimize ® can be formulated as

(P3.1): m(gn Esim (11.40)

s.t. constraints ([1.39¢c|) — (1.39h)), (1.391).

It can be verified that problem ([1.40) is a standard mixed integer linear program (MILP),
which can be solved efficiently by using the CVX-Gurobi solver [38§].

b) Optimization of Partial Offloading Control and Bit Allocation Over Time Slots

Given {©,F, 3,Q}, the sub-problem optimizing the partial offloading control and bit alloca-

tion {A,L} can be formulated as

. : sum
(P3.2): min E (1.41)

)

s.t. (1.39a) — (1.39d), (L.39%), (1.39m)), (T.390).

It can be verified that problem ((1.41)) is a linear problem (LP), it can be solved by using the
CVX-Gurobi solver [3§].
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c) Optimization of Computation Resource and Bandwidth Allocation

Given {©,A,L,Q}, the sub-problem optimizing the computation resource and bandwidth
allocation {F, 8} can be stated as

1
P3.3): min o Or[n] ok ]k nP“) + sumt 1.42
(P3.8): iy a3 thlnlot o bE I P (e

s.t. constraints (1.39¢)), (1.39d)), (1.39g)), (1.39h]), (1.39nl),

where

1_)\Io_)\ed Ps
Esuml — 052< Z (’iAljSSka(fk)2+( k k )Sk k)>+

hek L
a1 (X Oulnlot o) (nlene)+ Y PLT ). (1.43)
k,m,n m

We first introduce auxiliary variables

6] = Bnln] = Biln]togs (1+ Pl (144

Plgkm
where By, [n]="E20 Wy

Bk:,m [n]
Biln]

the successive convex approximation (SCA) method, the upper-bound for this concave function

It can be verified that 3}![n] log, (14 ) is a concave function with respect to 3} [n]. Using

by using the first-order Taylor expansion at the given point 8, [n] in the r-th iteration of the

approximation process can be derived as

Bi[n]log, (1-1-3557?]) < By [n]log, (1—1-};;?[%])4-

BkJrL[n] . 10g2(€)Bk7m[n] ur1— 3% n, é ub n
(toma (1 G 1)~ 2 e ) (Bl o) 2 R ]

(1.45)
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d)

Then, problem ([1.42) can be approximated by the following problem:

(P3.3.2): min a2<k%:n9k 0l )i n) P gki[ ])
+ Fsuml (T-46)
S WACTME (lff []C]’w gilﬂ]ﬂ ) <T v, (1.46a)
Oulnlt ] (Z'}L”[LC]’“ + sikﬂla]) < ALYk mon, (1.46b)

Erm(n] < Ri5,[n), Yk, m,n, (1.46¢)

constraints ((1.39g]), (1.39h)), (1.39n]),

where 2 = {{ m[n], Yk, m,n}.

Since f%[n] and ﬁ are convex functions with respect to fi[n] and & .,[n], respectively,
k ,m

it can be seen that the objective function is convex and all constraints are linear. Hence,

problem ([1.46]) is a convex problem, which can be solved effectively by using the CVX-Gurobi

solver [3§].

Optimization of Multi-UAV Trajectory

Given {®,A,L,F, B}, the sub-problem optimizing multi-UAV trajectory control variables Q

can be formulated as

(P3.4): min a2< > Okln]og . 0]l [n] P + psumt ([T-47)

7,7
k,mmn : R,‘;m[n]

s.t. constraints ((1.39¢)), (1.39d), (1.391), (1.39j)), (1.39k]).

To approximate this problem, we introduce auxiliary variables vy ,»[n] = R} ,, [n] and Sk m[n] <

H?+||qm[n] — r}|* and we have

o P po
’Yk,m[n] - ﬁk[n] log, <1+ﬁz[n]a2(H2+ qu[n]—rEHQ )
. P po
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It can be verified that Sj[n]log, (1 + Rk[%) is a convex function with respect to Sk, [n],

where Ry[n]=

B“[ } . By applying the SCA method, the lower-bound for the right hand side

(RHS) of ( - derived by using the first-order Taylor expansion at the given point Sy, [n]

in the r-th iteration of the approximation process can be expressed as

Bl oy (155 21 ) > Bt (S -+ i)~
8T )~ Skl =S b)) & B[, (149

Therefore, the optimization problem ([1.47)) can be approximated by the following problem:

1
(P3.4.2): iy a2(k%jnek[n]¢;7m[n]z;[n]P,y)

Vr,m (1]
+ Fsuml ([T-50)
5.3 Ol ]<z,g[ nle | _Liln] )gT,;“aX,\m, (1.50a)
o filn] vem[n]
ek[nw;,m[n](l;k ‘ %m”[n < ALYEm, (1.50D)
Yem[n] < R [n], Yk, m,n, (1.50¢)

Simln] < Hq:n[n]—rzn? 2 (] )T (]t [n]) + H2 Yk, (150d)
P < — il —aflonl | +2 (apunl—a(n]) " (@ln] o)) Vizm.n,  (150¢)

constraints ((1.391), (1.39j)),

where I'={vj m[n],Vk,m,n}, S = {Si m[n],Vk,m,n}.

Since ﬁ is a convex function with respect to 7y, [n], the objective function is convex. In
addition, all constraints are linear. Therefore, problem ((1.50)) is a convex problem, which can
be solved effectively by using the CVX-Gurobi solver [3§].

e) Integrated User Scheduling, Partial Offloading Control, Computation Resource,
Bandwidth Allocation, and Multi-UAV Trajectory Control Algorithm

Using the results above, we can develop an integrated algorithm based on the alternating
optimization method as described in Algorithm [I.6] The convergence of this algorithm is

stated in the following proposition.
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Algorithm 1.6. Integrated User Scheduling, Partial Offloading, Computation, Bandwidth Allo-
cation, and Multi-UAV Trajectory Control Algorithm

Require: M, K, W, T, and locations of GUs, satellites and cloud server;
1: Initialization: L° A° F° B8° Q°;
Ensure: Min weighted energy consumption (E*'™); Let r = 1;
repeat
Solve sub-problem ({1.40]) to obtain ®";
Solve sub-problem ([1.41]) to obtain L™ and A";
Solve sub-problem ([1.46]) to obtain 8" and F";
Solve sub-problem ({1.50]) to obtain Q";
Update r =r + 1;
8: until Convergence
9: Return E*™* ©* L* A" F* 8%, Q".

Proposition 1.2. The proposed Algorithm creates a sequence of feasible solutions where
the objective value monotonically decreases over iterations. As a result, the algorithm con-

verges to a feasible solution.

1.2.3.4 Joint Admission Control and Network Management Design

If problem (P3) is feasible then Algorithm converges to a feasible solution. However, problem
(P3) can be infeasible in certain overloaded scenarios. To this end, we develop an algorithm to verify
the feasibility of problem (P3) and propose a joint admission control and network management
algorithm to tackle problem (P3) in a generic scenario where this problem can be feasible or

infeasible.

a) Feasibility Verification

We address the feasibility verification for problem (P3) in this section. We introduce a new
variable 0 and use it to all inequality constraints of problem (P3) and consider a related

optimization problem aiming to minimize §. This feasibility verification problem can be
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formulated as

(P3%): min o (11.51)
O,AL 3, F Q.
st T — T — § < 0, Vk, (1.51a)
TS — T — § < 0,Vk, (1.51b)
S k)T, 0] — T — 6 < 0,Vk, (1.51c)
meMneN
O[N] TS, [n] — At — 6 < 0,Vk, m,n, (1.51d)
> Okn]og ,, [n]Brn] — Wi — 6 < 0,¥m,n, (1.51e)
kel
> Okn]dg [l fiIn] — Fp® — 6 < 0,¥m,n, (1.51f)
kek
|Qm [n+1]—qm[n]||> = D2, — 6 < 0,Vm,n=1,..., N—1, (1.51g)
dinins = | Am[n]—q;[n]|* =8 < 0, Vn,m, j #m, (1.51h)

constraints (T.39¢), (T.39%), (T.391), (T.391), (T.39m)), (T.39m).

Note that this problem is feasible and there exists an optimal value of § that can be used to
determine the feasibility of problem (P3) as follows. Specifically, problem (P3) is feasible, i.e.,
all constraints are satisfied, if 6 < 0 and it is infeasible, otherwise. However, problem (P3?)
is also a mixed integer non-linear optimization problem (MINLP), which is difficult to solve
optimally. Using the similar alternation optimization approach discussed in Section
after each sub-problem, we can obtain the values of ¢ that would be checked to verify the
problem is feasible or not. The summary of the feasibility verification algorithm is described

in the following.

o Feasibility Verification Algorithm:

Summary of the feasibility verification algorithm is given in Algorithm Initially, we
set feasibility = true, and initialize all variables w® = {®° L0 A F° 5° Q°}. Then,
we apply the alternating optimization method and iteratively solve each set of variables
given the values of other variables until convergence to a stable value of §* as described
from step 1 to step 19. Specifically, after solving each sub-problem in the r-th iteration,
we check the obtained objective value §" as follows: if ¢" > 0, we return this value and

w" and then break the “repeat-until” loop. Otherwise, if 6" < 0, we continue solving next
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Algorithm 1.7. Feasibility Verification Algorithm

Require: M, I, W, T, and locations of GUs, satellites and cloud server;
Ensure: Min §; Let r = 1; feasibility = true, and w® = {®° L° A° F° 3° Q°};

1:
2
3:
4

13:
14:

15:
16:

17:
18:
19:
20:
21:
22:
23:
24:
25:

repeat

Solve sub-problem to obtain 6" and O,

if 6" > 0 then
Return 6" and w” = {@", L™ A" F~! g7~ Q"7'},
Break repeat loop;

end if

Solve sub-problem to obtain 6", L", and A";

if 0" > 0 then
Return 6" and w” = {@",L", A", F"~1 g1 Q" '},
Break repeat loop;

end if

Solve sub-problem to obtain 6", 8", and F";

if 6" > 0 then
Return 6" and w” = {@",L", A", F", 8", Q" '},
Break repeat loop;

end if

Solve sub-problem to obtain 0" and Q";

if 6" > 0 then
Return 0" and w”™ = {®",L", A", F", 8", Q"},
Break repeat loop;

end if

Update r =r +1;

until Convergence 6™
if " <0or ¢" <0 then

feasibility = true;

else

feasibility = false;

end if
Output feasibility result and

w* c {{®T7LT_I,AT_l,FT_17ﬂT_1,QT_I

{GT’LT7AT’FT7ﬁT’ QT}};

b) Admission Control and Network Management Algorithm

sub-problem. Steps 20 to 24 check the obtained value of 6* and output the feasibility
result in step 25. If feasibility = true, all constraints of problem (P3) are satisfied and we
can solve the considered optimization problem to obtain a feasible solution. Otherwise,
if feasibility = false, problem (P3) is infeasible, i.e., certain constraints of problem (P3)
cannot be satisfied. The outputs of Algorithm are feasibility results and w*.

For problem (P3), the maximum delay constraints and the constraints requiring partial tasks
from GUs be offloaded and processed completely at the associated UAVs in each time slot are
challenging ones to satisfy. We propose a user removal strategy that iteratively removes in

each removal step one “worst” GU that requires the largest amount of resource to satisfy its

}’ {87‘7LT7AT7FT_1’BT_17QT_1}7 {8T7LT7AT7FT7/BT7 QT_1}7
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Algorithm 1.8. Joint Admission Control and Network Management Algorithm

Require: M, I, W, T, and locations of GUs, satellites and cloud server;
1: Initialization: L%, A% F° g8° Q°, KC* = K;
Ensure: Min weighted energy consumption (E*™);

2: Find number of hop-count L by running the Alg. 1 in [2];

3: Determine the bandwidth Wiy,, i.e., > Wy <W;

4: Let feasibility = true;

5: repeat

6:  Run feasibility verification Algorithm

T if feasibility = true then

8: Run Algorithm

9: Break repeat loop;

10: else
11: Given w™ obtained from Algorithm [1.7] calculate T} based on ;
12: Find the worst GU k = argmax; Tk/T];"aX);
13: Assign K* = K\ {k};
14: Update K + K°¢;
15: end if

16: until K =0
17: Return E*™* K*, @* L*, A*,F*, 5*, Q*.

stringent delay constraint. Specifically, given the output of the Algorithm the total data
transmission, propagation, and task processing time for each GU could be calculated as in
(1.28). Then, we find the “worst” GU k that achieves the maximum value of T}, /T}"®*, remove
it and update the set of remaining GUs X3¢ accordingly, i.e., removing the identified GU k&
from the set K. We propose a joint admission control and network management algorithm to

solve problem (P3) to achieve the minimum weighted energy consumption of the GUs and

UAVs as in Algorithm

c) Algorithm Initialization

e Initial Circular UAV Trajectory:

The circular UAVs trajectories to serve groups of GUs are considered and initialized as

in section [7.6.4.1]

e Initial Partial Offloading Control, Computation Resource, and Bandwidth

Allocation Variables:

The task size values sp are set randomly in range of [1,10]Mbits and the values of

the maximum tolerable delay T7"%*

are also set randomly in range of [1,3](seconds).
Moreover, the initial values of partial offloading control variables are randomly generated
in Alo, Azd € [0,0.5], and a uniform allocation of bit, computation resource, and bandwidth

is applied, i.e., [}}[n] = )\stk/Nk, fin] = MF?® /K, and Bj[n] = W/K, respectively.
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To investigate the effectiveness of the proposed algorithms, we consider the following
baselines. In an “early scheduling” baseline, all GUs are scheduled continuously from
the first time slot of the UAV flight period. In the second baseline, called “baseline
edge”, we initially set circular UAVs’ trajectories to serve the corresponding groups of
GUs, the values of partial offloading control variables are randomly set and a uniform
allocation of bit, computation resource, and bandwidth is applied as described above.
For comparison, the “optimized edge” strategy represents our proposed design where all

variables are optimized.

1.2.3.5 Numerical Results

We consider different scenarios in which a cloud server is far away from a considered network area.
For particular, the group of GUs is located in Montreal (45.50°N, 73.56°W) while the cloud server
is located in Vancouver (49.28°N, 123.12°W). By running the Alg. 1 in [2], we can determine the
number of satellite hops L = 4. The parameters for our simulations are set similarly to those

in [44,146-48] and the chosen values of key parameters are summarized in Table

Fig. [[.5] illustrates the weighted sum of energy for different number of GUs, 2 UAVs, W = 10
MHz, L = 4, and T = [10, 15]s. It can be seen that the weighted sum of energy becomes higher with
larger number of GUs and the proposed algorithm achieves the smallest weighted sum of energy
compared to those due to other baselines in both scenarios with 7' = [10,15]s. For 18 GUs, the
weighted sum of energy can be reduced by 18.05% and 9.64% compared to the corresponding values
due to the “early scheduling” and “baseline edge” baselines with 7" = 10s and T = 15s, respectively.
Fig. [I.6] illustrates the computation load distribution over network layers. This figure shows that
larger task size values lead to less computation load distributed at the GUs while larger satellite

hop counts result in higher computation load to be processed at the edge servers.

To evaluate the performance achieved by the proposed admission control design, we define an
admission ratio as the ratio between the number of actual GUs served to the total number of GUs,
ie., %, where g denotes the set of original GUs and K3 represents the set of GUs admitted for
which a feasible solution can be found by the proposed algorithm. Fig. shows the admission
ratio for different number of GUs for the networks with 2 and 3 UAVs, W = 10 MHz, L = 4, and

T = [10, 15]s. It can be seen that the admission ratio decreases as the number of GUs increases. This
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is because given the fixed radio and computation resources, the number of GUs that the network
can support is limited. Hence, a larger number of GUs would be removed from the system as the
number of GUs increases resulting in a decreasing admission ratio. It can also be seen that the
difference in the admission ratios for the two scenarios with T = 10s and T" = 15s is larger for 2
UAVs compared to that for 3 UAVs. In fact, for the network setting with a larger number of UAVs,
i.e., edge servers, and larger UAV flight period 7', the network can be covered better; therefore, a

larger number of GUs can be served.

1.3 Concluding Remarks

In this doctoral dissertation, we have developed novel various network architectures and efficient
resource allocation algorithms for UAV-based wireless networks. Specifically, we made three im-
portant research contributions. First, we study integrated UAV trajectory control and resource
allocation for UAV-based wireless networks with co-channel interference management. Second, we
consider UAV placement and resource allocation for intelligent reflecting surface assisted UAV-based
wireless networks. Third, we study integrated computation offloading, UAV trajectory control, user
scheduling, resource allocation, and admission control in SAGIN with multi-hop LEO satellite wire-

less communications.



Chapter 2

Résumé Long

Ce chapitre est le résumée en francais de la these intitulée:

“Planification de réseau et gestion de ressources pour réseaux sans fil basés sur UAV”

2.1 Contexte et motivation

Les réseaux sans fil de nouvelle génération permettront de prendre en charge des applications dans
divers domaines, notamment les usines intelligentes, les transports intelligents, la santé en ligne, et
plus encore [3,/4]. Les prolifération de nombreuses applications humaines et 1'Internet des Objets
(IoT) ont entrainé une explosion du trafic mobile. Par conséquent, les futures communications sans
fil devront fournir une capacité plus élevée et une latence beaucoup plus faible, offrir une excellente
stabilité, des communications omniprésentes et une connectivité a des milliards d’appareils [5-8]. Le
déploiement de 'infrastructure terrestre, cependant, est confronté a des défis dans divers scénarios
comme les communications pour répondre aux événements temporaires et aux urgences comme les

catastrophes naturelles et la reprise rapide des services [9H11].

A cette fin, un certain nombre de technologies prometteuses ont été envisagées, notamment les
communications par satellite, les communications par véhicules aériens sans pilote (UAV), la surface
réfléchissante intelligente (IRS) et l'informatique mobile de pointe (MEC) [12,|13]. En particulier,

les communications UAV sont apparues comme une solution potentielle pour surmonter les limites
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de I'infrastructure actuelle, offrant une couverture plus large, une résilience et une disponibilité plus
élevées, et améliorant la qualité de service (QoS) de I'utilisateur en raison de leurs caractéristiques
supérieures, comme la mobilité, la flexibilité et leur capacité a adapter leur altitude [14,|15]. En
outre, le systéme de communication UAV assisté par IRS a attiré une attention considérable pour
améliorer I'environnement de propagation et la qualité de la communication. Dans ce systeme,
I"UAV communique avec les utilisateurs au sol (GU) tout au long de sa trajectoire, et 'IRS peut
refléter les signaux émis par de 'UAV, ce qui améliore la grande flexibilité de 'UAV pour optimiser
sa trajectoire [16-H18|. De plus, les réseaux intégrés espace-air-sol (SAGIN) sont apparus comme
une architecture prometteuse pour fournir des communications de haute qualité et omniprésentes en
tirant parti des atouts complémentaires des réseaux spatiaux, aériens et terrestres et en permettant

des technologies telles que l'informatique de pointe [19-21].

En premier lieu, il y a eu un vif intérét a fournir une couverture sans fil entre des usagers au-
dessus du sol (3D) et a tirer parti de différentes plates-formes de vol pour améliorer la connectivité
sans fil et/ou les performances des réseaux sans fil terrestres [4,(10,/22,23]. Les plates-formes de
communication UAV peuvent fournir des solutions & faible cofit pour divers scénarios de communi-
cation, par exemple, les zones sans fil blanches, avec une infrastructure limitée et une forte demande
de trafic. Ainsi, les réseaux sans fil basés sur les UAV offrent des degrés de liberté supplémentaires
pour optimiser le réseau sans fil sous-jacent afin d’améliorer la couverture, le débit et D'efficacité
énergétique grace aux attributs uniques des UAV tels que leur mobilité, leur flexibilité et le controle

d’altitude.

En deuxieme lieu, la surface réfléchissante intelligente (IRS) ou la surface intelligente recon-
figurable (RIS) est un nouveau paradigme prometteur pour améliorer considérablement efficacité
spectrale et énergétique des réseaux sans fil, en construisant des canaux de communication favor-
ables via le réglage d’éléments réfléchissants passifs en grand quantité et a faible coiit [24], ou chaque
élément peut étre ajusté avec un déphasage indépendant pour refléter les signaux électromagnétiques
incidents. Ceux-ci s’ajoutent alors de maniere cohérente aux GU. LIRS peut étre déployé sur di-
verses structures, comme les facades de batiments, les panneaux d’affichage en bordure de route
et les murs intérieurs [25]. Actuellement, les communications sans fil assistées par IRS utilisent
généralement la surface entre la BS ou la BS aérienne et les utilisateurs mobiles pour améliorer la

puissance du signal recu [26-30].
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Subsidiairement, les réseaux intégrés espace-air-sol (SAGIN) sont apparus comme un moyen
efficace de fournir des communications de haute qualité et omniprésentes en tirant parti des atouts
complémentaires des segments de réseaux spatiaux, aériens et terrestres [31-33]. D’une part, dans
le réseau SAGIN, les satellites en orbite terrestre géostationnaire (GEO), les satellites en orbite
terrestre moyenne (MEO) et les satellites en orbite terrestre basse (LEO) en sont les principaux
composants [34]. Les satellites LEO sont susceptibles de former des réseaux par liaisons inter-
satellites (ISL), qui garantissent un délai de propagation plus faible, des débits de communication
élevés et des services de communication transparents pour de vastes zones géographiques [35}36].
D’autre part, dans le réseau aérien de SAGIN, il existe un systéme mobile aérien aéroportés pour
I’acquisition, la transmission et le traitement des informations. Les UAV, les dirigeables et les bal-
lons sont les principales infrastructures composant les plates-formes haute et basse altitude (HAP
& LAP) qui peuvent fournir des communications sans fil a large bande en complément des réseaux
terrestres [31,37]. Le réseau terrestre se compose alors principalement de systémes de communica-
tion tels que le réseaux cellulaires, les réseaux mobiles ad hoc, les réseaux locaux sans fil, etc. [31].
Un systeme MEC assisté par UAV permet une prise en charge efficace des applications mobiles
gourmandes en calcul grace aux trajectoires controlables des UAV, et offre une couverture étendue

et une capacité de calcul supplémentaire.

Dans cette these, notre objectif principal est d’étudier la planification du réseau et la gestion des
ressources pour les réseaux sans fil basés sur des UAV. Dans des contextes plus précis, les résultats
de cette theése pourraient étre utiles pour traiter certains problemes de planification a long terme sur
un horizon d’un an ou plus. Les problemes d’implémentation en temps réel sortent du cadre de cette
theése. Les modeles sont des problémes d’optimisation déterministes ou toutes les données d’entrée
sont connues, par exemple, les coordonnées des UAV et des GU. Les GU peuvent étre vues comme des
agrégats de sources de trafic sur une petite région. Les demandes de trafic sont aussi des moyennes
de la demande sur I’horizon de planification. De plus, les modeéles et conceptions proposés peuvent
fournir des réponses a certaines questions pertinentes dans ce contexte. Par exemple, combien de
I’UAV le fournisseur de réseau doit-il acheter, les UAV devraient-ils étre fixes ou mobiles, combien
de I'IRS faut-il en acheter et ou devraient-ils étre installés ou encore est-ce qu'une architecture
cloud en vaut la peine, etc. En outre, les problemes plus en temps réel tels que ’association GU-

UAV, le contréle de la trajectoire de 'UAV ou la fractionnement et le déchargement des calculs
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peuvent également étre utilisés comme guides pour les algorithmes en temps réel. Spécifiquement,

les contributions de cette theése sont résumées dans la section suivante.

2.2 Contributions a la recherche

Dans cette these, notre objectif principal est de développer la planification du réseau et la gestion
des ressources dans les communications UAV pour les futurs réseaux sans fil. En particulier, nos
travaux portent sur trois aspects. Le premier est le controle intégré de la trajectoire des UAV et
Pallocation des ressources pour les réseaux sans fil basés sur les UAV avec gestion des interférences
dans le méme canal. Dans le deuxieéme, nous étudions le placement de 'UAV et l'allocation de
ressources pour les réseaux sans fil basés sur des UAV avec surface réfléchissante. Enfin, nous
étudions le délestage des calculs, le contréle de trajectoire UAV, la planification des utilisateurs,
I’allocation des ressources et le contréle d’admission dans SAGIN avec des communications par

satellite LEO multi-sauts. Cette section présente un résumé des contributions de cette these.

2.2.1 Controle de trajectoire UAV intégré et allocation de ressources pour les

réseaux sans fil basés sur UAV avec gestion des interférences intra-canal

Dans cette contribution, nous étudions ’association conjointe UAV-GU, l'allocation des ressources
et le contrdle de la trajectoire des UAV pour les réseaux sans fil basés sur UAV avec réutilisation
du spectre et gestion des interférences. Les principales contributions peuvent étre résumées comme

suit:

e Nous formulons I’association conjointe UAV-GU, le controle de trajectoire UAV et le probléme
d’attribution de sous-canal non orthogonal pour les réseaux sans fil basés sur UAV. Nous
maximisons le débit moyen minimum de tous les GU en tenant compte des contraintes sur les

demandes de transmission de données des GU individuels.

e Nous résolvons le probleme sous-jacent d’optimisation non linéaire en nombres entiers mixte
(MINLP) en utilisant ’approche d’optimisation alternée. Nous résolvons les sous-problémes
d’association UAV-GU, d’attribution de sous-canal et de contrdle de trajectoire UAV sé-

parément a chaque itération jusqu’a convergence. Nous développons un algorithme itératif
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d’affectation de sous-canal (ISA). Compte tenu de ’association UAV-GU et des solutions
d’affectation des sous-canaux, le sous-probléme de contréle de trajectoire UAV est un prob-
leme non convexe difficile. Nous proposons d’utiliser la technique d’approximation convexe
successive (SCA) pour convexifier et résoudre ce sous-probléme. Nous présentons ensuite une

courte analyse de la complexité de ’algorithme proposé.

e De nombreux résultats numériques sont présentés pour montrer les performances de notre al-
gorithme. Spécifiquement, nous comparons les performances du réseau lorsque I’algorithme de
sous-canal ISA proposé et un algorithme d’affectation de sous-canal heuristique de base avec
gestion des interférences (SAIM) sont utilisés pour résoudre le probléme commun. Nous étu-
dions également les impacts de différents parametres et I'importance du controle de trajectoire

sur les performances atteignables. Enfin, nous illustrons la convergence de ’algorithme.

2.2.1.1 Modele de systéme

Nous considérons un réseau ot un ensemble d’UAV noté M = {1, ..., M}, fournit une connectivité
sans fil pour un ensemble de GU, noté K = {1, ..., K'}. Nous supposons que chaque GU doit recevoir
une quantité spécifique de données des UAV sur la liaison descendante. Cela peut étre le cas dans de
nombreux scénarios pratiques, par exemple, les GU souhaitent recevoir des fichiers vidéo de 'UAV

tels que des sceénes spécifiques d’'un match de football.

Etant donné que les UAV volent & une altitude relativement élevée, nous supposons que toutes
les communications, qu’il s’agisse de 'UAV vers BS ou de 'UAV vers GU, sont dominées par la
propagation en visibilité directe (LoS). Les UAV sont supposés étre connectés au réseau central
sans fil via une BS cellulaire o les liaisons UAV-BS sont supposées avoir une capacité suffisamment
grande, c’est-a-dire en utilisant des communications mmWave. Nous supposons que les UAV volent
a une altitude fixe H sur une période de vol de T > 0 secondes. La période de vol est divisée en
tranches de temps N ou ’ensemble de tranches de temps est noté N' = {1,..., N}. Pendant tout
créneau horaire pendant la période de vol T', chaque UAV peut communiquer avec plusieurs GU en
méme temps en utilisant PTOFDMA. Les GU sont supposés étre situés au sol avec les coordonnées
ry = (zf,yp), Yk € K. De plus, la coordonnée de 'UAV m dans la tranche de temps n est notée
am[n] = (28,[n],39,[n]). Nous supposons que chaque UAV m doit revenir & sa position initiale &

la fin de la période de vol, et que 'intervalle de créneaux At = T/N est défini suffisamment petit
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pour que chaque UAV se déplace sur une petite distance pendant chaque créneau horaire méme a

la vitesse maximale Viax.

Soit C' le nombre de sous-canaux disponibles pour prendre en charge les liaisons d’acces sans fil
entre les UAV et les GU. Nous désignons la puissance d’émission totale de chaque UAV par Ppax > 0.
Nous supposons que 'allocation de puissance uniforme est utilisée par chaque UAV, c’est-a-dire que
la puissance d’émission sur chaque sous-canal est égale a la puissance d’émission totale Py .y divisée
par le nombre total de sous-canaux utilisés pour les communications en liaison descendante et est
donnée par p = Ppax/C. Nous définissons la variable binaire de décision d’association UAV-GU
Wk,m[n] qui est égale a 1 sile GU k est desservi par 'UAV m dans le créneau horaire n et égal a 0,
sinon. En plus de l'affectation UAV, W (MHz) dénote la bande passante de chaque sous-canal et
C = {1,...,C} dénote I'’ensemble de sous-canaux. En outre, nous devons décider de I’ensemble de
sous-canaux a attribuer a chaque GU. Les variables d’affectation de sous-canal sont définies comme
Or.c[n] qui sont égales a 1 si le sous-canal c est affecté a GU k dans le créneau horaire n et égales a

0, sinon.

Rappelons que nous avons supposé que les liaisons de communication des UAV aux GU sont
dominées par la propagation LoS, ou la qualité du canal dépend principalement de la distance

UAV-GU. Dans le créneau horaire n, la distance entre UAV m et GU k peut étre calculée comme

dim[n] = \/H2 + ||am[n] — rzH2. Le gain de puissance du canal de 'UAV m a GU k dans I'intervalle
de temps n sur le sous-canal ¢ suit un modele de propagation en espace libre et peut étre exprimé
comme gi m,[n| = podlzfn [n] = m, ol pp présente le gain de puissance du canal a la
distance de référence de 1 m. Le rapport signal/brouillage plus bruit recu (SINR) a GU k sur le

sous-canal ¢ peut étre calculé comme suit

_ PYk,m["]
’yk7mvc[n]_ M

, (2.1)
Ej:l,j;ém Zf:l,z;ék Wz,j [n]ﬁz,c[n]pgkyj [n]+0?

oil 02 est la puissance du bruit blanc gaussien additif (AWGN) au récepteur. Le terme
ij\il’#m 25:1,@,% wz,j[n)0 c[nlpgk, ;[n] représente I'interférence percue par le GU k sur le sous-
canal ¢ en raison des transmissions d’autres UAV dans le créneau horaire n sur ce sous-canal. Le

débit réalisable du GU k desservi par 'UAV m dans le créneau horaire n sur le sous-canal ¢, noté
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Ry m.c[n] en bits/seconde (bps), peut alors étre exprimé comme

Rim,c[n] = wi,m[n]Ok,c[n]W logy (1 + Yk,m.c[n]) - (2.2)

Par conséquent, le débit total atteint par GU k dans l'intervalle de temps n, noté Ry[n], peut

étre écrit comme

M C
Ri[n] = Y > Rimeln). (2.3)

En conséquence, le débit moyen par créneau du GU k sur N créneaux horaires peut étre exprimé

comme suit :

N M
Ry, = DY wkamlnlbr.e[n]W logy (1 + Yrm.cln]) - (2.4)

n=1m=1c=1
2.2.1.2 Formulation du probléme

Pour plus de commodité, nous rassemblons différentes variables dans les ensembles Q = {wy, ,[n], Vk, m, n},
Q = {gn[n],Ym,n} et ® = {0 [n],Vk,c,n}. Notre objectif de conception est de maximiser le
débit moyen minimum atteint par toutes les unités GU en optimisant conjointement l’association
d’utilisateurs, c’est-a-dire €2, l'affectation des sous-canaux, c’est-a-dire @, et la trajectoire UAV,

c’est-a-dire Q sur tous les créneaux horaires de la période de vol.

Le débit moyen R} in est une fonction non linéaire par rapport de trois variables de
décision €2, © et Q. Au lieu d’effectuer 'optimisation max-min de cette fonction non linéaire, nous
introduisons la fonction 1 (2,0,Q) = Ikrg% R), comme le débit moyen minimum de tous les GU. Le
probléme d’optimisation devient équivalent & la maximisation 7 (€2, ©, Q), ce qui est plus maniable.
De plus, nous supposons que chaque utilisateur k& doit recevoir une quantité minimale de données
D,’C“i” sur la liaison descendante pendant la période de vol de 'UAV. Ensuite, le probléme conjoint

d’association UAV-GU, d’attribution de sous-canal et d’optimisation du controle de trajectoire UAV
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pour maximiser le débit moyen minimum sur tous les GU peut étre formulé comme suit

(P1): max 7 (2.5)
7,92,0,Q
s.t. Ry > n, Vk, (2.5a)
N .
> AtRg[n] > D", Vk, (2.5b)
n=1
||T0 - qm[n]H S ROa Vm, n, (25C)
M
> wimln] =1, Vk,n, (2.5d)
m=1
K
Z wk,m[n]ek,c[n] S 1,Vm, n,c, (256)
k=1
C
Zek,C[n] 2 17Vk7n7 (25f)
c=1
adm[l] = qm[N], Vm, (2.5g)
lam[n + 1] = qm[n]||* < Saa, n=1,..., N1, (2.5h)
lam[n] — a;[n]]|* > day,, Yn,m,j #m, (2.50)
wk’,m[n] € {Oa 1}7Vk7m7n7 (25J)
Ok,c[n] € {0,1},Vk, ¢, n, (2.5Kk)

ou Ry représente le rayon de la zone du réseau centrée sur ry. Les contraintes capturent
la demande de transmission de données requise pour chaque GU sur la période de vol de T sec-
ondes, tandis que les contraintes (2.5¢)) restreignent les trajectoires de tous les UAV a l'intérieur
de la zone de réseau souhaitée. De plus, les contraintes — représentent les contraintes
d’association UAV-GU, —, les contraintes sur l'affectation des sous-canaux, et —
, les contraintes sur les trajectoires des UAV. On peut voir que les contraintes ,
et sont des variables de décision non linéaires entieres et sont impliquées dans et
pour l'association UAV-GU et I'attribution de sous-canal. Par conséquent, le probléeme est
un probléme d’optimisation non linéaire en entier mixte (MINLP), difficile & résoudre de maniére

optimale.
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2.2.1.3 Algorithmes proposés

Nous adoptons I'approche d’optimisation alternée pour résoudre le probleme (2.5)) ot nous opti-
misons itérativement chaque ensemble de variables en fonction des valeurs des autres variables
dans les sous-problémes correspondants jusqu’a convergence. Nous décrivons comment résoudre ces

différents sous-problémes dans ce qui suit.

a) Association UAV-GU étant donné l’attribution de sous-canaux et le contrdle de

trajectoire UAV

Pour laffectation de sous-canal donnée O et la trajectoire UAV Q, le probleme d’optimisation
de I'association UAV-GU Q = {wy, ,[n], Yk, m,n} pour atteindre le débit moyen max-min sur
tous les GU reste un probleme d’optimisation non linéaire entier. Pour rendre le probléme
plus facile a résoudre, nous relaxons les variables de décision entieres dans €2 en variables de

décision continues, ce qui donne le probleme suivant

(P1.1): max 7 (2.6))
7,82
st. 0 <wpmln] <1,Vk,m,n, (2.6a)

contraintes (2.5al), (2.5b)), (2.5d), (2.5¢€).

Méme avec cette relaxation, le probleme ([2.6)) est toujours un probléme d’optimisation non
convexe en raison des contraintes non convexes (2.5a) et (2.5b). On peut récrire Ry, [n]
dans les contraintes (2.5a)) et (2.5b)) sous la forme

PYie,m[1]
Rimeln] = wpm[n|bkc[n]W log, (1 + , )
j]\/il,j;ém 25:1,,2;% Wyz,j [n]ez,c[n]pgk,j [n] + o2

> wk,m[n] gk,C[n]WRQ,m,c[nL (27)

PIk,m [n] ) (2.8)

Rﬁ [n] < log, <1+
e ij\il,j;ém Zf:l,z;ék wz,j[1]0: c[n]pgk, j[n]+0?

A

km’c[n], Vk,m,c,n}, et basé sur le développe-

En introduisant des variables auxiliaires R* = {R

. . , A X e
ment de Taylor du premier ordre aux points donnés wj,, [n] et R, [n] & la r-iéme itération



du processus d’approximation, on peut obtenir 'inégalité suivante

kR el) 2 [ (s 1) 2k R, ) () R f]) -

(wk,m[m—R@,m,c[n]ﬂ BT[], (2.9)

De plus, le membre de droite des contraintes (2.8)) est convexe par rapport a w, j[n|. Ainsi,

appliquant le développement de Taylor du premier ordre aux points donnés wy ; [n], on peut

, el AA
obtenir la borne inférieure R;".[n] comme dans ([2.10).

PIEm[n] PYEm[n]
log <1+ : ) > log <1+ £25 _
2 Z];ﬁm Zz;ék Wz,j [n]GZ,c[n]pgk,j [n]+02 2 Z];ﬁm Zz;ék wz,j [n]ez,c[n]pgk,j [n]+02
T A \T
Z Z Az,j,k,m,a[n] (wzd [n] — Wi [n]) = RQ,/;\n,c[n]v
Jj#m z#£k
(2.10)
ou
T n]0,.[n]pgr.; mlnllo
Azy‘jyhm’C[n]: wz,][ ] b [ ]p gk,][n]gk, [ ] g2<€)

( S S L [0 [logi [n]+o2) ( S o [0 e[} 2]+ 02+ D [n])

Avec ces approximations, le probleme (2.6)) peut étre approximé par le probléme suivant :

P1.17): . 2.11
( ) Hax (2.11)
P XMoo
s.t. N ;n;l;kaic[n]Hm[n]W > ., VEk, (2.11a)
N M C _
ST ST AR [0]0g [n]W > DR, ik, (2.11D)
n=1m=1c=1 o
R@ymc[n] < RQ’/;\r’:c[n],Vk, m,c,n, (2.11c¢)

constraints (2.5d)), (2.5€]), (2.6a)).

On peut voir que toutes les contraintes sont linéaires. Par conséquent, le probleme (2.11]) est
un probleme d’optimisation convexe standard qui peut étre résolu efficacement par n’importe
quel outil d’optimisation convexe tel que CVX-Mosek [38]. Une description détaillée de
notre algorithme proposé pour résoudre le probleme d’association UAV-GU est donnée dans
I'algorithme Dans la solution obtenue par ’algorithme si les variables d’association

UAV-GU wy, ym[n] sont toutes binaires, alors la relaxation est serrée et la solution obtenue est
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Algorithm 2.1. Algorithme basé sur SCA pour résoudre ([2.6))

1: Initialisation: Set r := 0, générer un point initial (2°, R*?) de (2.11));

2: repeat

3 ri=r41;

4:  Résoudre {j pour obtenir les valeurs optimales (Q*, RA’*);

5. Mise a jour (QT7RA") = (Q*,RA’*);

6: until Convergence

7: Production n}, Q* RA*.
aussi une solution réalisable du probléme (P1). Sinon, la solution d’association UAV-GU
doit étre récupérée en 'arrondissant a ’entier le plus proche de 0 ou 1. De plus, puisque les
contraintes (2.5d)) et (2.5¢|) sont rencontrées avec des égalités dans la solution de (2.11)), une
solution binaire peut étre récupérée.

b) Attribution de sous-canal en fonction de ’association UAV-GU et de la trajectoire

UAV

Etant données l'association UAV-GU et la trajectoire de 'UAV {2, Q}, nous optimisons
l'affectation de sous-canal © = {6y [n], Vk,c,n} pour atteindre le débit moyen max-min sur
I’ensemble de tous les GU. Ce probleme peut étre exprimé comme suit:

(P1.2): max 7 (2.12)
7,0

s.t. contraintes (2.5a)), (2.5b)), (2.5¢]), (2.51), (2.5k]).

Nous proposons un algorithme heuristique mais efficace pour les affectations de sous-canaux.
Rappelons que notre objectif est de maximiser le débit moyen minimum parmi tous les GU et
de satisfaire les demandes de transmission de données des GU individuels D", Vk € K. Par
conséquent, dans la premiere phase, nous affectons affectons des sous-canaux a chaque GU,
non seulement pour améliorer I'objectif, mais également pour garantir que les contraintes sur
les demandes de transmission de données de tous les GU soient satisfaites. Spécifiquement,
nous recherchons une affectation de sous-canal pour chaque GU k associée & UAV m dans
un certain créneau horaire n pour obtenir une augmentation supérieure et maximale du débit
moyen du GU k et garantir que le débit moyen minimum du systéme ne décroit pas a chaque

pas d’affectation.

Une fois que les demandes de transmission de données requises de tous les GU sont satisfaites,

I'algorithme entre dans une boucle d’attribution de sous-canal itérative o, a chaque itération,
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Algorithm 2.2. Algorithme itératif d’affectation de sous-canaux (ISA)

Require: M UAV, K GU, C sous-canaux;
1: Donné: Association UAV-GU, controle de trajectoire UAV ;
Ensure: Débit moyen max-min (Ry), 7;
2: k=1,
3: while £ < K do
4: repeat
5: Calculer le débit moyen minimum du systéme : minrate = mingexc{ R };
6 Etant donné GU k, identifier toutes les paires UAV et créneaux horaires {m,n} avec {wy m[n] = 1};

7: Etant donné GU k et chaque paire {m,n} identifiée a I'étape 6, trouver le sous-canal ¢ pour
Paffectation afin d’obtenir le débit moyen le plus élevé et le meilleur pour GU k ;
8: Comparer toutes les affectations de sous-canal potentielles pour différentes paires {m,n} trouvées a

I’étape 7, choisir la meilleure affectation de sous-canal si elle peut améliorer le débit moyen minimum
du systéme (c’est-a-dire que nous calculons rate = mingex{ Ry} et la nouvelle affectation de sous-
canal doit satisfaire minrate < rate);

until > Dy[n] > Dpin

10:  k<+k+1;

11: end while

12: repeat

13:  Trouver GU k = argmingex{ Ry };

14:  Calculer le débit moyen minimum du systéme : minrate* = mingex{ Ry };

15:  Etant donné GU k, identifier toutes les paires UAV et créneaux horaires {m,n} avec {wg n[n] = 1} ;

16:  Etant donné GU k et chaque paire {m,n} identifiée & létape 15, trouver le sous-canal ¢ pour
laffectation afin d’obtenir le débit moyen le plus élevé et le meilleur pour GU & ;

17:  Comparer toutes les affectations de sous-canal potentielles pour différentes paires {m,n} trouvées a
I’étape 16, choisir la meilleure affectation de sous-canal si elle peut améliorer le débit moyen minimum
du systéme (c’est-a-dire que nous calculons rate = mingex{ Ry} et la nouvelle affectation de sous-canal
doit satisfaire minrate* < rate);

18:  Mise a jour minrate* = rate;

19: until Convergence

20: Mise a jour n* < minrate™;

21: Retour n*, ©*.

©

il recherche le GU avec le débit moyen minimum et trouve la meilleure attribution de sous-
canal obtenant la moyenne la plus élevée et le meilleur débit pour 'GU sous-jacente tout
en améliorant le débit moyen minimum du systeme. En fait, la méthode pour déterminer
la meilleure solution d’affectation de sous-canal dans cette boucle est similaire a celle de la
phase précédente. L’algorithme se termine lorsque le débit moyen minimum de tous les GU
ne peut plus étre amélioré. Les détails de 'algorithme proposé appelé “Algorithme itératif

d’affectation de sous-canauzr (ISA)” sont donnés dans l'algorithme
c) Contréle de trajectoire UAV étant donné l’association UAV-GU et ’attribution
de sous-canal

Etant donné Iassociation UAV-GU et I’affectation de sous-canal {2, @}, le probléme d’optimisation

du controle de trajectoire UAV Q = {q,n[n], Vm,n} pour atteindre le débit moyen max-min



Chapter 2. Résumé Long 53

sur tous les GU peut s’écrire comme suit :

(P1.3): max 7 (2.13)
7,Q

s.t. contraintes ([2.5a), (2.5bl), (2.5c)), (2.5g)), (2.5h]), (2.5i).

Ce probléme est un probleme d’optimisation non convexe dii aux contraintes non convexes ,
et . Il est donc difficile de résoudre ce probleme de maniére optimale. Nous con-
cevons un algorithme avec trois étapes principales pour résoudre ce probleme. A Détape 1,
nous introduisons quelques variables auxiliaires et transformons le probléeme en une
forme équivalente. Ensuite, nous convexifions approximativement le probléme correspondant
a I’étape 2. Enfin, nous utilisons un outil d’optimisation convexe pour résoudre le probleme

convexe obtenu a ’étape 3. Par conséquent, le probleme ([2.13]) peut étre approximé comme

(P1.37): trrj{r(lf%cﬂ Nirj (2.14)
1 N M C . B
oY Zwk,m[n]ek,c[n]w(Rk,m,c[n]—R,g?m[n]) > . Vk, (2.14a)
n=1m=1c=1
N M C N B )
Sy ZAtwhm[n]ﬁhc[n]W(kaﬁ[n]—sz’m’C[n]) > DI ik, (2.14D)
n=1m=1c=1
Skam[n] < llap,[n] = vf1* + 2 (@, [n] — £)" (am[n]—aj,[n]) , Yk, m, n, (2.14¢)
2 T
dinin < — |at [ —a} ]| + 2 () —a}[n]) " (am[n]—ayn]), ¥j # m.n, (2.14d)
wz,j [n] 927C[n}pp0_R§3,c,k,m[n]HZ 2 RAPPW [n] ’ Vn, (2146)

©5d), @-5¢), (2-51),

oit R = {RA® (n],Yk,m, z,j,c,n} et S = {Sk.m[n],Vk, m,n}.

Z7j7c7k7m
Le probleéme ([2.14) est un probléme d’optimisation convexe standard qui peut étre résolu
efficacement par n’importe quel outil d’optimisation convexe tel que CVX-Mosek [38]. Une

description détaillée est donnée dans I’algorithme

d) Association UAV-GU intégrée, affectation de sous-canaux et controle de trajec-

toire UAV
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Algorithm 2.3. Algorithme basé sur SCA pour résoudre (2.13)

: Initialisation: Fixer r := 0, générer un point initial (Q°,S° R?) of (2.14);
repeat
r.=r+4+1;

Résoudre pour obtenir les valeurs optimales (Q*, S*, R*);
Mise & jour (Q",S",R") := (Q*,S*,R*);

until Convergence

: Production 7;,;, Q", 5", R*.

IR AN R

Algorithm 2.4. Association UAV-GU intégrée, affectation de sous-canaux et controle de trajectoire
UAV
Require: M UAV, K GU, C sous-canaux et T
Ensure: débit moyen max-min (Ry), n; Let 7 = 1;
1: repeat
2:  Optimiser 'association UAV-GU compte tenu de I'affectation des sous-canaux et des trajectoires des
UAV en résolvant le sous-probléeme & 'aide de 'algorithme pour obtenir Q" ;
3:  Optimiser P'affectation des sous-canaux compte tenu de 'association UAV-GU et des trajectoires des
UAV en résolvant le sous-probleme a 'aide de 'algorithme pour obtenir @" ;
4:  Optimiser les trajectoires des UAV compte tenu de ’association UAV-GU et de l'affectation des sous-
canaux a 'aide de l'algorithme pour obtenir Q";
5. Mise a jour r =7+ 1;
6: until Convergence
7: Retour n*, Q*, ©*, Q* ;

En utilisant les résultats présentés dans les sections [a)] [b)] et [c)] notre algorithme basé sur
la méthode d’optimisation alternée est décrit dans l’algorithme La convergence de cet

algorithme est énoncée dans la proposition suivante.

Proposition 2.1. L’algorithme[2.4] crée une séquence de solutions réalisables ot la valeur fonc-
tion objectif augmente de maniére monotone au fil des itérations. En conséquence, ’algorithme

converge vers une solution réalisable.

2.2.1.4 Résultats numériques

Dans cette section, nous évaluons les performances de 'algorithme proposé. Le paramétrage des
simulations est similaire a celui de [39-H41] et est résumé dans le tableau Nous considérons une
zone de réseau circulaire avec un rayon Ry = 500m avec deux clusters ou plus de GU. Le rayon de
chaque zone de cluster circulaire est de 7. = 200m et les différents clusters sont suffisamment éloignés
pour ne pas se chevaucher. La distance entre les centres de deux clusters voisins est définie pour
satisfaire la contrainte suivante D° > dpin + 2 X rc(m). L’altitude de tous les UAV est supposée

étre fixée a H = 100m. De plus, la demande de données de transmission requise pour chaque GU k&
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Figure 2.1 — Comparaison des performances des différents schémas avec 2 UAV et T = 20s.

(D,?i”) est définie en fonction de la taille de courtes transmissions vidéo, par exemple, des fichiers

vidéo avec une résolution de 30 images par seconde (fps) [42]).

Nous évaluons d’abord les performances de l'algorithme ISA proposé décrit dans I'algorithme [2:2]
et de lalgorithme SAIM illustré dans la figure Spécifiquement, les débit moyens max-min dus
a différentes méthodes de conception sont illustrés a la figure 2.1] pour le réseau avec 2 UAV, 40
sous-canaux, la période de vol de 'UAV T = 20s et la vitesse maximale des UAV Viax = 40 (m/s).
Nous voyons que la conception proposée avec I'algorithme ISA, I'association UAV-GU optimisée
et le controle de trajectoire, atteint le débit moyen max-min le plus élevé parmi les méthodes de
conception. De plus, les écarts de débit entre 'algorithme ISA proposé et d’autres méthodes de
conception augmentent lorsque le nombre de GU augmente. Pour un nombre donné de sous-canaux,
davantage de sous-canaux sont susceptibles d’étre réutilisés par différents UAV pour répondre aux
demandes de transmission de données des GU lorsque le nombre de GU augmente, ce qui entrainera
probablement une interférence co-canal plus forte. Les résultats de la figure 2.1 impliquent que

Palgorithme ISA proposé peut gérer efficacement les interférences et les ressources.

Nous étudions I'impact de la vitesse maximale de 'UAV V.« sur le débit moyen max-min dans
la figure pour les scénarios avec 2 UAV et 3 UAV, 10 GU et 40 sous-canaux ou Vpyax varie
entre 10 et 80 (m/s). On peut voir que les pics du débit moyen max-min sont atteints a la vitesse
maximale de 'UAV de 40 (m/s) et 30 (m/s) pour 7' = [20,40]s. De plus, les gains de débit aux
débit de pointe pour la configuration avec 3 UAV par rapport a la configuration avec 2 UAV sont

de 4.65 % et 10.85 % pour Vimax = [30,40] (m/s) et T' = [20,40]s. Cependant, ce gain de vitesse a
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Figure 2.2 — Débit max-min sous différentes vitesses de 'UAV V...

tendance a diminuer avec la vitesse maximale plus élevée des UAV. En fait, avec la zone de réseau
restreinte de rayon, d"'t (Vm) donnée dans Eq. , la vélocité des UAV impacte fortement les
trajectoires initiales et optimisées des UAV. En effet, lorsque les UAV volent plus vite, les distances
inter-UAV peuvent devenir plus petites dans de plus grandes portions du vol et 'interférence dans
le méme canal serait plus forte, en particulier avec un grand nombre d’UAV. Plus précisément, le
débit moyen max-min avec Vinax > 60 (m/s) dans le déploiement & 3 UAV et T = 20s est inférieur

& celui dans le scénario a 2 UAV avec T = 40s.

2.2.2 Placement de 'UAYV et allocation de ressources pour les réseaux sans fil

basés sur des UAV avec surfaces réfléchissantes intelligentes

Au meilleur de notre connaissance, aucun des travaux existants n’a étudié les contraintes des réseaux
sans fil assistés par IRS et basés sur des UAV multiporteurs. Pour combler cette lacune, nous
étudions 'optimisation conjointe du placement des UAV, des déphasages IRS et des affectations de
sous-canaux pour l'acces sans fil et les liaisons terrestres, ou notre objectif est de maximiser débit

total atteint par les GU.

Pour résoudre le programme non linéaire & entiers mixtes sous-jacent (MINLP), nous calculons
une solution analytique au probleme de déphasage IRS, puis nous optimisons l'affectation des sous-
canaux et le placement des UAV de maniere itérative en utilisant la méthode d’optimisation alternée.

Les ensembles de sous-canaux attribués aux liaisons d’acces et de liaison sont mis a jour de maniére



Chapter 2. Résumé Long 57

itérative pour utiliser efficacement la bande passante disponible tout en maintenant la contrainte de
capacité de liaison. De plus, nous utilisons la technique d’approximation convexe successive (SCA)
pour résoudre le sous-probleme de placement de 'UAV. Des résultats numériques sont présentés

pour étudier les impacts de différents parametres sur le débit total.

2.2.2.1 Modele de systéme

Nous considérons les communications en liaison descendante entre un UAV et un ensemble du GU
dans un réseau sans fil assisté par IRS avec une liaison entre 'UAV et une station de base (BS).
Nous définissons K comme 'ensemble de GU, c’est-a-dire K = {1,..., K'}, situés au sol aux points
fixes rj = (z,yp), Vk € K. Nous supposons que 'UAV est placé a I'altitude H avec les coordonnées
q = (29,y4). L’UAV agit comme une station de base aéroportée connectée au réseau central sans

fil via une station de base cellulaire qui est placée au point rP = (xb, yb) et une altitude fixe HP.

Nous supposons qu’un seul IRS est installé sur la surface d’un mur de batiment a 'altitude H' et
au point w' = (z',%'). L’'IRS est composé d’éléments de réflexion passive I, x I. installés en réseau
planaire uniforme (UPA) avec des éléments I, et I, sur chaque colonne et chaque ligne. De plus, la
distance entre deux éléments adjacents de I'IRS est notée d. La matrice de déphasage de I'IRS est

® = diag {ej‘mvl, eI Pimic eﬂ‘@wc} eCl*le ou ¢, ;,€10,2m) Vi, =1,..., I, et ic = 1,..., L.

Nous supposons que I'acceés multiple par répartition orthogonale de la fréquence (OFDMA) est
utilisé & la fois pour I'acces sans fil et les liaisons terrestres ou C = {1,...,C} désigne ’ensemble
des sous-canaux disponibles et la bande passante de chaque sous-canal est de W (Hz). Soit w,’ic
les variables d’affectation de sous-canaux pour les liaisons d’acces entre 'UAV et les K GU, ou
1/),/3’0 = 1, si le sous-canal ¢ est assigné au GU k et w,ﬁc = 0, sinon. De méme, nous définissons Q/J(lic
comme variables d’affectation de sous-canal pour la liaison terrestre, ou 1/15 . = 1, si le sous-canal ¢

est affecté a la liaison backhaul et ¢5 . = 0, sinon.

Nous supposons que toutes les liaisons BS-UAV, UAV-IRS et UAV-GU sont dominées par
la propagation LoS tandis que les canaux de communication entre I'IRS et les GU subissent
un évanouissement de canal de type Rayleigh en raison de blocages. Par conséquent, les dis-

tances entre BS, UAV, IRS et GU peuvent étre calculées en fonction de leurs coordonnées comme

JBY — \/||I‘b—q||2+(Hb—H)27 JqU — \/||q_wi||2_|_(H—Hi)2, A9 = \/||lq—r¥|* +H2,Vk, diS =




o8

\/ HW' rkH +(H")2,VEk, correspondant aux distances de BS & UAV, UAV a IRS, UAV a GU &k
et IRS a GU k.

Selon [43], le signal regu par le GU k en provenance de 'UAV est donné par
Yr = /D ((h}cG)H ®hY' + h}jG) x,+nC, ol z;, représente le symbole transmis par 'UAV, qui satisfait
E(|zx|?) = 1, et p indique la puissance d’émission de I'UAV au GU k sur chaque sous- canal, (c’est-
a~dire p = Ppax/C en supposant une allocation de puissance uniforme ot Ppax est la puissance
d’émission totale de 'UAV), et n® désigne le bruit gaussien blanc additif recu par le GU, avec une
moyenne nulle et une variance o2. De plus, hYC¢ hY! et h}CG désignent les coeflicients de canal des

liens entre UAV et GU k, UAV et IRS, IRS et GU k, qui sont exprimés par h,gG =,/ ( dUG)Q,Vk et

hUI BO {1 —]M sin @Y! cos ¢Y! e—j@(h—l) sin0U|Cos§U|]H
[CEOER (2.15)
® {1 e—jZLAd sin0U'sin§U' e ]27;‘1(]6—1) sin OY! sinEU'}H
hIkG _ /IBGO |:1 e—j j 274 gin 9'G cos &LG, e —jz< 2”‘1 (Ir—1)sin 9'G cos E'G} H
(di)" (2.16)

_i2md o 0lG i G _s2nd (1 1) sin 91C sin £161H
® |:1,6 J 452 sin 6)° sin &) eI (Ic—1) sin 6y; smﬁk} XO(IG,V,IC,

ou Py désigne le gain du canal a la distance de référence de 1 metre, k est 'exposant de perte
de trajet, \ est la longueur de I'onde porteuse et a!® est la composante de diffusion aléatoire,
modélisée par une variable aléatoire gaussienne complexe a symétrie circulaire avec une moyenne
nulle et une variance unitaire. De plus, (Y'Y et (G}CG,@LG) représentent les angles de départ
vertical et horizontal de 'UAV vers I'IRS et de I'IRS vers GU k donnés par sinfY!' = M

d i_,d . i -z
| Ul = |y'—y°] smH}f: H sm§ I e et cos €16 = ly' yk

i
sin gV = i H ,
— 1
lla—wi| y/ |w'—rk \/ |w'—rk

)

MR
la—w|

vk e K.

Selon [43], le débit réalisable par le GU k desservi par 'UAV sur le sous-canal ¢ peut étre exprimé

comme suit :

A _ A VB | Bofila'| |
Ry . = ¢ W log, 1+ 2 | qu + (dIS)/2q , (2.17)
ou fr = Zfszl Zf:zl ej(F’zT’ic'Hi’“’ic),Vk, et Fé“ic = —@((ir — 1)(sin 01C cos )¢ + sin V! cos €Y' +

(ic — 1)(sin 01¢ sin €I + sin OV sin V1)) — arg(a'©).
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Par ailleurs, le débit réalisable de la liaison backhaul sur le sous-canal ¢ peut étre exprimé comme

= o (14 ) 219

dBU)QUQ

ol pg désigne la puissance d’émission de la BS cellulaire.

De plus, pour maintenir de bonnes performances de bout en bout, le débit de données total de
toutes les liaisons d’acces de 'UAV a tous les GU ne doit pas dépasser le débit de liaison. Cette

contrainte peut étre décrite comme ) ;cxc > ccc Rp < docec RE..

Soit ¥ = {1/},’2‘,6,1#& o Vk,ck, ® et Q = {q} les vecteurs de toutes les variables de décision pour
I’affectation des sous-canaux, les déphasages IRS et le placement des UAV. Nous voulons maximiser
le débit total de tous les GU en optimisant toutes les variables ¥, ® et Q. Ce probleme de conception
peut étre formulé comme

(P2): max ZZRQC (2.19)

W‘7¢7(Q

ke ceC
sty V. > 1,VE, (2.19a)

ceC
Y ke + 5. < 1,V (2.19D)
ke
Z Z R?,c S Z RSC, (219C)
ke ceC ceC

Ui er Uoe € {0,1},VE, ¢, (2.19d)

Giri. €10,27),Vip =1,.., [;;¥ie =1,..., I,. (2.19¢)

A cause de la contrainte non convexe et des variables entieres dans , le probléme
est un programme d’optimisation non linéaire mixte & nombre entier non convexe (MINLP),
difficile & résoudre. On pourrait dire que 'ajout de la contrainte est une modification
triviale des modeles précédents. Bien que cela soit certainement vrai pour I'écriture du modele
mathématique, cette contrainte n’est pas convexe et rend donc la conception d’un algorithme de
résolution efficace beaucoup plus compliquée. Dans ce qui suit, nous décrivons les détails de notre

algorithme.
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2.2.2.2 Algorithmes proposés

Pour résoudre le probleme (P2), nous dérivons d’abord une solution analytique de déphasage, puis
nous optimisons l'affectation des sous-canaux et le placement des UAV de maniére itérative. Soient
CA et CB les ensembles de sous-canaux affectés aux liaisons d’acceés et de liaison, ot C = C* U CB.
Initialement, le nombre de sous-canaux alloués dans C est égal au nombre de GU K pour s’assurer
que chaque GU se voit attribuer au moins un sous-canal et tous les sous-canaux restants sont alloués
A CB. Ensuite, les ensembles C* et CB sont mis & jour en prenant des sous-canaux de CB en les ré-
allouant & CA. Les décalages de phase IRS et le placement des UAV sont optimisés en conséquence

tout en maintenant la contrainte de capacité de liaison.

Pour obtenir le débit d’acces maximal RQ . donné dans (2.17) et donc le débit total (c’est-a-dire
la fonction objectif), les déphasages IRS ®* doivent étre alignés avec les phases des coefficients du
canal. De tels déphasages IRS optimaux, qui se traduisent par f;; = I.I,, peuvent étre exprimés

comine

bi i = 27;i((ir—1)(sin 0C cos £1°+ sin OY! cos V)
+(i.—1)(sin G}CG sin &LG—I— sin V' sin £UI)> + arg(a'G). (2.20)

La substitution de ces déphasages IRS dans le probleme (P2) entraine toujours un probléme
MINLP non convexe. Ainsi, nous utilisons 'approche d’optimisation alternée pour résoudre ce
probléme ou nous optimisons de maniére itérative chaque ensemble de variables d’optimisation

compte tenu des valeurs des autres variables jusqu’a la convergence.

a) Optimisation de ’affectation des sous-canaux
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b)

Pour ® et Q donnés, le sous-probleme pour optimiser 'affectation de sous-canal W peut étre

énoncé comme suit

(P2.1): max SN RE. 2-21)
ke ceCA
st Y Ype>1,Vk, (2.21a)
ceCA
S S R < YR, (2.21h)
ke cecA ceCB

contraintes (2.19b)), (2.19d)).

Il s’agit d’un programme linéaire mixte en nombres entiers (MILP) standard, qui peut étre

résolu efficacement en utilisant le outil CVX-Mosek [38].

Optimisation du placement de 'UAV

Pour & et ® donnés, le sous-probleme pour optimiser le placement de 'UAV Q est non
convexe. Pour résoudre ce probléme, nous introduisons d’abord quelques variables auxili-
aires, puis résolvons le probléme transformé en utilisant la méthode SCA. Spécifiquement,
nous introduisons des variables v > ||q—r,‘;\|2+H2,Vk, uw > ||q—wi|}2 +(H—H)?, et ¢ >
Hrb—qH2 +(HP—H)?. A partir de et (2.18), nous avons

X, 20 ) gy

Al _ A 1o, (1 p( 2.22
Rk,c ¢k,cW 0go ( +02 Uk + L 1/11/2/11/2 Rk,c? ( . )

VA
RYS = uf.Wiog, (14 7 ) < RE,, (223

ou Xi, =+/Bo, Vi = ﬁgf,:‘|a'G|(d}€G)_”/2, Z = poPo/o?, dans lequel fi = I.I, est une solution
donnée par les déphasages IRS exprimés en (2.20). On peut vérifier que quc est une fonction
convexe par rapport a v, et p et peut étre minorée par son développement de Taylor du

premier ordre & r-ieme itération dans le processus d’approximation comme suit :

A L " A SAqlb
Ry > g W logy D'+ (me—vp)+ 55 (n=p") = R, (2.24)



ou

p (XE Y2 2XuYi
Dr = 1+= =24+ 4 —="
( +J2<VI1;+MT+ 1/2,r 1/277” ’
X XY,
b= oo (B(SE B%Y),
kac g2( )<O'2 ZT 1/2/2771#1/2’7“

L — WlogQ()<02(Yk+ XYy ))

2,r 1/2,r 9
/’L Vk ,LL3/ i

N . B . e .
De méme, puisque Ro?: est une fonction convexe de €, on peut utiliser le premier terme du

développement de Taylor comme borne inférieure

B A log,(e)Z A _Bqlb
RO,?; > w(?,cW 10g2 <1+6T> - wOB’CWET(fzi—i—Z)(E — € ) ROE s (225)

De plus, la borne supérieure du débit d’acces donnée dans (2.17)) peut étre exprimée en
introduisant des variables auxiliaires oy, < ||q—r4|* +H? VE, v < ||q—wi||2+(H—Hi)2

nous avons

X2 Y? 2X.Y
RSP = ¢ W log, | 1+ <’“+’“+1/2’”“> > Rj.. (2.26)
(a3 y o, 71/2

Par conséquent, le probleme d’optimisation du placement des UAV peut étre approximé par

. Aqlb
(P2.2): | max ]%:CC;AR 227)
oY YRR - Y Rpet < (2.27a)
ke cecA cecB
vp > |lq—r¥||® +H2, Vk; > Hq—w‘H2 F(H-H"Y?, (2.27h)
ar < llg" il +2 (a" )" (q—q") +H?, VE, (2.27¢)
(q’“—wi)T (a—a") +(H-H')?, (2.27d)
€> Hrb—qH2 +(HP—H)% (2.27e)

Il s’agit d’un probléme convexe, qui peut étre résolu efficacement en utilisant le outil CVX-
Mosek [38]. Les solutions de ces sous-problémes sont utilisées dans notre algorithme qui est

décrit dans Palgorithme [2.5]
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Algorithm 2.5. Algorithme conjoint pour 'attribution de sous-canaux, les déphasages IRS et le
placement de 'UAV

1: Initialisation: CA,CB,Q%,&°, w0 S* =102, S =5, =0, t=0;

2: repeat

3 S*=Sett=t+1;
4:  Choisir un sous-canal ¢ de CB ; mettre & jour CA = CA U {c} et CB\ {c} ;
5 repeat
6 Etant donné ®"* dans ;
7 Résoudre (P2.1) itérativement jusqu’a convergence pour obtenir ¥” ;
8 Résoudre (P2.2) itérativement jusqu’a convergence pour obtenir Q" ;
9:  until Convergence
10:  if Obtenir une solution réalisable avec un débit total maximum S; et S<S; then
11: Mise & jour S = S; et {¥* Q*, &*} = {¥! Q! d!};
12:  else
13: Mise & jour CB = CB U {c} et CA \ {c};
14: Mise & jour {¥* Q*, &*} = {¥!~1 Q-1 &1},
15:  end if

16: until |S — S*| < 107°
17: Retour ¥* Q*, ®*;

2.2.2.3 Résultats numériques

Nous considérons une zone de réseau rectangulaire de taille 1000x1000(m?). L’altitude de 'UAV est
fixée & H = 120m et la BS est située au point (0,0, 20)m. De plus, 'IRS est fixé a (500, 500, 50)m et
les GU sont regroupé en régions circulaires de rayon r. = 200m. Nous plagons initialement 'UAV au
centre de chaque groupe. Les parameétres restants sont définis comme py = 33dBm, Ppax = 30dBm,
W = 1MHz, 0? = —110dBm, f. = 2.5 GHz, d = /2 et k = 2. Les IRS carrés avec I, = I, seront

considérés ou le nombre d’éléments IRS est indiqué par I = I,.1..

Les ﬁgureset montrent le débit total atteint par I’algorithme (c’est-a-dire l’algorithme
dans le cas ou 'UAV est placé au centre du cluster, qui sont indiqués comme “emplacement optimisé
UAV” et “emplacement centré UAV”. La figure montre le débit total pour différents nombres de
GU avec C' = 60 et I = 64. On peut voir que le débit total augmente légerement avec ’augmentation
du nombre de GU et que la différence entre I’emplacement optimisé et centré de 'UAV devient plus
grande & mesure que le nombre de GU augmente. Le gain de débit di a l’algorithme proposé
avec et sans I'IRS est d’environ 15 %. La figure illustre le débit total pour différents nombres
d’éléments IRS avec 20 GU et C' = 60. En fait, un plus grand nombre de sous-canaux ou d’éléments
IRS conduit & une plus grande diversité de systeme, ce qui améliore le débit total obtenu. Ces
résultats confirment l'efficacité de I'algorithme proposé pour optimiser le placement des UAV et

I’affectation des sous-canaux dans les communications UAV assistées par IRS.
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Figure 2.3 — Débit total pour différents nombres de GU.
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Figure 2.4 — Débit total pour différents nombres d’éléments IRS.

2.2.3 Délestage des calculs intégré, controle de trajectoire UAV, planification

des utilisateurs, allocation de ressources et contréle d’admission dans SA-

GIN

Dans cette partie, nous étudions le délestage de calcul intégré, le contrdle de la trajectoire UAV,
la planification des utilisateurs, ’allocation des ressources et le contrdle d’admission pour les SA-
GIN avec des communications par satellite multi-sauts. Les principales contributions peuvent étre

résumées comime suit:

e Nous étudions le délestage partiel des calculs dans SAGIN ou une partie des taches de calcul

des GU sont traitées localement et/ou par délestage, sur les serveurs de bordure montés sur



Chapter 2. Résumé Long 65

UAV ou un serveur cloud, en exploitant par satellite LEO multi-sauts. Nous formulons un
probleme d’optimisation qui vise a minimiser la consommation d’énergie pondérée des GU
et des UAV tout en satisfaisant les contraintes de délai maximal des tdches de calcul sous-

jacentes.

e La méthode d’optimisation alternée est utilisée pour résoudre le probléeme d’optimisation
non linéaire & nombre entier mixte non convexe sous-jacent (MINLP). De plus, la méth-
ode d’approximation convexe successive (SCA) est utilisée pour résoudre les sous-problémes

d’allocation de ressources de calcul et de bande passante et de controle de trajectoire UAV.

« Nous proposons des stratégies efficaces pour la vérification de faisabilité et le contrdle d’admission
dans des scénarios de réseau surchargé. Plus précisément, un algorithme itératif est proposé
pour résoudre le probléme de vérification de faisabilité et une stratégie efficace de suppres-
sion d’utilisateurs est développée pour le controle d’admission tout en satisfaisant toutes les

contraintes des GU et du systeme.

e Des résultats numériques sont présentés pour montrer les impacts de différents parametres,
y compris le nombre de sauts dans les communications par satellite multi-sauts, le nombre
de GU, la bande passante et la taille de la tdche de calcul sur les performances réalisables et
les gains dus & 'optimisation du contréle de trajectoire UAV, la planification des utilisateurs,
I’allocation des ressources et le délestage des calculs. De plus, le débit d’admission des GU

qui sont effectivement desservies dans les différents scénarios est présenté.

2.2.3.1 Modele de systéme

Nous considérons la conception de délestage des calculs dans le systéeme de cloud de périphérie basé
sur SAGIN, illustré a la figure ou le réseau terrestre comprend K GU situés au sol, la couche
du réseau aérien utilise M UAV et la couche du réseau spatial repose sur des satellites LEO pour
les connexions & un serveur cloud distant. Nous désignons les ensembles de satellites, UAV et GU

par S ={1,... S}, M={1,...,. M}, et L={1,...,K}.

Nous supposons que le délestage partiel du calcul est utilisé pour une tache de calcul de chaque
GU. Spécifiquement, chaque GU partitionne sa tache de calcul en trois sous-taches ol la premiere

est traitée localement et les deux autres sont traitées sur le serveur périphérique monté sur UAV
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et le serveur cloud. De plus, les données liées a la deuxieéme sous-tdche doivent étre transmises du
GU associé a 'UAV de calcul, tandis que les données liées a la troisiéme sous-tadche doivent étre

transmises du GU au serveur cloud via une communication par satellite multi-sauts.

Tous les GU situés au sol au point r}, = (x},y}),Vk € K. De plus, nous supposons que les UAV
volent & une altitude fixe H sur une période de vol de T" > 0 secondes. Nous divisons la période
de vol en N tranches ou I'ensemble de tranches de temps est noté N’ = {1,..., N}. De plus, nous
supposons que les communications en liaison montante des plusieurs GU vers leurs UAV associés
utilisent Paccés multiple par répartition en fréquence (FDMA). Dénotons W la bande passante
totale disponible pour prendre en charge les communications de liaison montante des GU aux UAV.
Nous supposons que la bande passante disponible est partitionnée en sous-bandes orthogonales dont
chacune est allouée & un UAV pour desservir son GU associé. Nous désignons la bande passante
allouée a 'UAV m par W}, ou Y, -, WS, = W. Nous supposons également que les associations
entre les GU et les UAV et entre les GU et les satellites sont fixées pendant le processus de délestage
des calculs. De plus, nous supposons que la taille des données correspondant aux résultats de calcul
est beaucoup plus petite que celle des données de délestage, de sorte que nous pouvons négliger le
temps de téléchargement des résultats de calcul dans le processus de délestage. Pour plus de facilité,

la liste des principales notations du document est donnée dans le tableau

a) Modeéle de tache de calcul

Nous supposons que chaque GU k a une tache de calcul sous une contrainte de délai représentée
par Uy = (fx, Sk, ¢k, Tj7 ™), ou fi, désigne la demande de calcul exprimée par le nombre de
cycles de I'unité centrale de traitement (CPU) par seconde (cycles CPU/seconde), si (bits)
représente la taille des données brutes d’entrée, ci (cycles CPU/ bit) désigne la ressource de
calcul requise pour les données d’entrée de 1 bit, et T"® (secondes) décrit la latence maximale

tolérable de la tache de calcul Uy.

Nous supposons que la tache de calcul de chaque GU est divisée en trois sous-taches qui sont
traitées en parallele par le GU, le serveur périphérique monté sur UAV et le serveur cloud

atteint via la communication par satellite LEO multi-sauts, comme indiqué dans [44,45].

Le temps de traitement de la tdche au GU k peut étre exprimé comme suit

T, = max {T,!?, T, T,g'}, (2.28)
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b)

ou T,'f, Tked et TISI représentent le temps total de transmission de données et d’exécution de la
tache par le GU, le serveur périphérique monté sur UAV, et le serveur cloud. Spécifiquement,
T ked inclut & la fois le temps de transmission des données du GU k vers 'UAV associé et le
temps d’exécution de la sous-tache par 'UAV. Nous décrirons plus en détail comment calculer
ce temps d’exécution ultérieurement. Par conséquent, la contrainte de délai au GU k peut

étre exprimée sous la forme T}, < T},

Pour modéliser le partitionnement des taches au GU k, nous introduisons les variables )\f et
Xed (0 < A, )\zd < 1), qui représentent les fractions de données d’entrée a traiter localement
par le GU k et a traiter sur le serveur périphérique. Par conséquent, (1 — A',g’ — )\zd) représente

la fraction des données d’entrée du GU k a traiter sur le serveur cloud distant.

Controéle de trajectoire UAV

Les coordonnées de 'UAV m dans le créneau horaire n sont notées q,[n] = (z4,[n], yd,[n]).
Nous supposons que chaque UAV doit revenir & sa position initiale & la fin de la période de
vol, c’est-a-dire gy, [1] = qn[IV], Vm € M. De plus, la taille des créneaux At = T'/N est choisi
suffisamment petite pour que les UAV se trouvent dans un petit voisinage dans chaque créneau

temporel, méme a la vitesse de vol maximale Vi,ax.

Planification des utilisateurs

Soit ¢}, ,,,[n] les variables de décision binaires pour l'association entre les GU et les UAV sur
la période de vol T, ou gﬁ,im [n] = 1 si le GU k est desservi par 'UAV m dans le créneau
horaire n et ¢z7m[n] = 0, sinon. La premiére exigence pour ’association est que chaque GU
puisse délester sa sous-tache de calcul sur au plus un UAV dans chaque tranche de temps,
c’est-a-dire ), c g gﬁzm[n] < 1. Nous supposons que chaque GU k est initialement associé
a 'UAV fournissant la puissance moyenne du signal re¢u (RSS) la plus élevée, c’est-a-dire
Pk mlnl =1 avec m = arg max(RSSk m[n]), ot RSSk ;[n](dBm) = P (dBm) — g, ;n[n](dBm)
ou P indique la puissancir d’émission du GU k vers son UAV associé et gy ,,[n] représente
le gain de puissance du canal du GU k a UAV m. Pour satisfaire la contrainte de délai de
chaque GU, le nombre d’intervalles de temps consécutifs requis pour traiter completement la
tache de calcul du GU k peut étre noté N, = [T"®/At], ou [.] désigne I'opération arrondi
a Pentier supérieur. Nous introduisons maintenant les variables binaires pour la planification
des utilisateurs 0x[n], ou Ox[n] = 1 si le GU k est programmé pour transmettre a son UAV

associé dans le créneau horaire n et 6x[n] = 0, sinon. Nous devons imposer les contraintes
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suivantes aux décisions de planification des utilisateurs :

Ni—1
> Y Okntt]dy,In+t] = Ny, Vk,ne{l, ..., N=N;}. (2.29)
meM t=0

d) Modeles informatiques

¢ Modele informatique local:

Le temps d’exécution de la tache locale par le GU k peut étre exprimé comme

T|0 —

/\'k"skck

7 (2.30)

La contrainte de délai imposée au traitement local peut étre exprimée sous la forme
T,|€° < T7"¥. La consommation d’énergie due a l'’exécution des taches locales peut étre

calculée comme
B = kA\sker(fr)?, (2.31)

ou k est la capacité commutée effective en fonction de Parchitecture du processeur [46).
Modéle edge computing monté sur UAV:

Pour les sous-taches délestées vers les UAV, nous dénotons par [}}[n] le nombre de bits
transmis du GU k vers 'UAV associé sur l'intervalle de temps n. En outre, notons la
ressource de calcul de 'UAV m allouée pour gérer la sous-tadche du GU k dans le créneau
horaire n par f'[n] (cycles CPU/seconde).

Par conséquent, la consommation totale d’énergie des UAV associés pour traiter la sous-

tache du GU k peut étre calculée comme suit :

= 3 D Oklnlef ln] (In]ere™?). (2.32)

meMneN

De plus, nous supposons que les liaisons de communication entre les GU et les UAV sont
dominées par la propagation en visibilité directe (LoS) ou la qualité du canal dépend

principalement de la distance UAV-GU. La distance entre GU k et UAV m dans le

créneau horaire n peut étre calculée comme suit : dkm[n]:\/ H2+ ||gm[n] — r,L;HQ. De

plus, le gain de puissance du canal du GU k a UAV m dans Uintervalle de temps n est
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supposé suivre le modele de perte de trajet en espace libre, qui peut étre exprimé par

Gk.m[n)=po(dim[n]) 2=——-L>——— ol po présente le gain de puissance du canal &
H+||qm n]—r |

la distance de référence de 1 m. Par conséquent, le débit réalisable de la transmission

montante du GU k & I'UAV associé m dans I'intervalle de temps n, noté Ry [n] en

bits/seconde (bps), peut étre exprimé comme

B nln] = tin) oy (1+ h ), (23

ou fi[n] et Py représentent la bande passante allouée au GU k dans le créneau horaire
n et la transmission puissance du GU k pour sa transmission en liaison montante et o2
désigne la densité de puissance du bruit gaussien blanc additif (AWGN) du récepteur.

De plus, nous supposons que la tache partielle du GU k est déchargée et traitée complete-
ment & chaque UAV associé dans chaque tranche de temps. On a alors les contraintes

suivantes
Blnler | 1]
filn] Ry, [n]

Le temps de traitement total des UAV pour desservir le GU k peut étre écrit comme

T,?ﬂn[n]:@‘;’m[n]( ) < ALVE.m.n. (2.34)

Ted = > > Oun] TS, [n]. (2.35)

meMneN
De plus, chaque UAV consomme d’énergie pendant son vol stationnaire. La consomma-
tion d’énergie en vol de 'UAV m peut étre exprimée comme Ef;ff = P;;T, ou P;L indique

la puissance de vol de 'UAV m.

e« Mode¢le de cloud computing par satellite:

Nous omettons le temps de traitement du serveur cloud et nous ignorons également la
consommation d’énergie du cloud impliquée dans ’exécution des taches de calcul et la
transmission des résultats de calcul du serveur cloud aux GU. Dans un travail récent
[2], un algorithme pour déterminer le nombre de liaisons inter-satellites (ISL) et les
satellites correspondants pour établir le chemin de communication multi-sauts entre deux
emplacements sur le terrain a été proposé (voir l'algorithme 1 de [2]). En utilisant cet
algorithme, le nombre de sauts entre le premier et le dernier satellite reliant la zone
de réseau terrestre considérée et le serveur cloud peut étre déterminée comme L. Par

conséquent, le temps total de traitement des données et le temps de propagation du GU
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k au serveur cloud peuvent étre calculés comme suit
T = (1- M2 =A%) sk< + Z Rss Rd) + TP, (2.36)

ou Ry, R, R représentent les débits de transmission entre le GU k et le premier satellite,
entre les satellites dans le i-iéme saut, et entre le dernier satellite et le serveur cloud. Ici,
T ,5 P représente le délai de propagation total du GU k jusqu’au serveur cloud. De plus,
la consommation d’énergie du GU k pour transmettre les données liées a la sous-tache
déchargée vers le premier satellite peut étre calculée comme suit :
(L= A2 = APy

E} = = ,

(2.37)

ou P} représente la puissance d’émission du GU £ vers le satellite.

2.2.3.2 Formulation du probléme

Dans ce travail, nous intéressons a la minimisation de la consommation d’énergie pondérée de tous

les GU et UAV pour toutes les tdches de calcul impliquées, qui peut étre exprimée comme

B = al(ZEgd+ > P:nT)

ke meM
+az ) (E + >0 > Oknlgh [ ERSIn ]+Ek> (2.38)
kek meMneN

ol oy, o € [0, 1] représentent les facteurs de pondération pour équilibrer la consommation d’énergie

entre les UAV et les GU.

Pour plus de commodité, nous rassemblons différentes variables de décision et définissons les

groupes de variables correspondants comme suit: planification de 'utilisateur @ = {0x[n|, Vk, n},

contrdle de délestage partiel A = {\°, X¢d Wk}, allocation de bits L = {l{[n], Vk,n}, allocation de

bande passante 8 = {f}[n],Vk,n}, allocation de ressources de calcul F = {f'[n],Vk,n}, et contrdle

de trajectoire UAV Q = {qm[n],¥m,n}. Notre conception vise & minimiser la consommation

d’énergie pondérée des GU et des UAV tout en satisfaisant les contraintes de délai maximum des
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taches de calcul individuels. Le probleme d’optimisation peut étre formulé comme

(P3):  min EsM (2.39)
O,AL3,F.Q
s.t. T < T, Vk, (2.39a)
T < T/ VE, (2.39D)
Yo Y OknITES 0] < T, Vk, (2.39¢)
meMneN
Hk[n]Tkecfn[n] < At, Yk, m,n, (2.39d)
Np—1
SN Ontt]og In+t]=Ni, VE,n € {1, ..., N—N;}, (2.39)
meM t=0
Yo D Okl nllin] = Aisk, VE, (2.39¢)
meMneN
> Okn)of ,[n)BEn] < W, ¥m, n, (2.39g)
ke
> O[nlo} [0l fEn] < FR®,¥m,n, (2.39h)
kel
am[1] = am[N], Vm, (2.391)
lam[n+1] — amn]||? < D%, Ym,n=1,..., N—1, (2.39))
lam[n] — a;[n][|* > diyn, Y, m,j #m, (2.39K)
Orxn] € {0,1},Vk,n, (2.391)
0 < AR A T — Al xed <1 vk, (2.39m)
Bilnl, fi[n], lg[n] > 0,Vk, n, (2.39n)

ou les contraintes ([2.39a))-(2.39d)) capturent les exigences de délai pour les GU. Les contraintes

.39¢) et (2. ecrivent les contraintes binaires d’ordonnancement des utilisateurs pour les
2.39 2.391)) décri 1 i binai d’ord d ili les GU

desservies par les UAV associés. Les contraintes capturent ’allocation de bande passante
pour la transmission entre les GU et les UAV tandis que les contraintes présentent les
contraintes de calcul des UAV ou F'® désigne la ressource de calcul maximale de 'UAV m. On
peut voir que les fonctions objectif et de contrainte — sont non linéaires et que des
variables de décision entieres sont impliquées dans pour la planification de I'utilisateur. Par
conséquent, le probléme est un probleme d’optimisation non linéaire mixte & nombre entier

non convexe (MINLP), difficile & résoudre de maniére optimale.
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2.2.3.3 Algorithmes proposés

Dans cette section, nous développons un algorithme pour résoudre le probleme ([2.39)) en supposant

qu’il existe une solution réalisable. Nous adoptons I'approche d’optimisation alternée pour résoudre

le probleéme ([2.39) ou nous optimisons itérativement chaque ensemble de variables en fonction des

valeurs des autres variables dans les sous-problémes correspondants jusqu’a convergence. Nous

décrivons comment résoudre différents sous-problemes dans ce qui suit.

a)

b)

c)

Optimisation de la planification des utilisateurs

Etant donné {L,A,F, 3,Q}, le sous-probléme de planification de l'utilisateur pour optimiser

© peut étre formulé comme

(P3.1): m@in Esm (2.40)

s.t. contraintes ([2.39¢|) — (2.39h)), (2.391).

On peut vérifier que le probléme ([2.40) est un programme linéaire mixte en nombres entiers

(MILP) standard, qui peut étre résolu efficacement en utilisant le outil CVX-Gurobi [3§].

Optimisation du contrble de délestage partiel et de 1’allocation de bits sur des

intervalles de temps

Etant donné {®,F, 3,Q}, le sous-probléme optimisant le contréle de délestage partiel et

lallocation de bits {A, L} peut étre formulé comme

. : sum
(P3.2): min E (2.41)

)

s.t. (2-39a) — (2-39d), ([2.391), (2.39m), (2.390).

On peut vérifier que le probleme ([2.41)) est un probleme linéaire (LP), il peut étre résolu en
utilisant le outil CVX-Gurobi [38].

Optimisation des ressources de calcul et de ’allocation de bande passante
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Etant donné {®,A,L,Q}, le sous-probléeme optimisant la ressource de calcul et 1'allocation

de bande passante {F, 8} peut étre défini comme

1
P3.3): mi 6 2 ln| P ———
(P3.9): iy a3 oulolétnlAIPE 7 )
+ Esuml P-42)

s.t. contraintes (12.39¢)), (2.39d)), (2.39g]), (2.39h), (2.39nl),

ou

17)\|07)\ed s PS
Esuml _ 042< Z (HAllSSka(fk)Q‘i‘( k k) k k)>+

ke Rsk
1 (X Oulnlot o) (nlene)+ Y PLT ). (2.43)
k,m,n m

Nous introduisons d’abord les variables auxiliaires

6] = B nln] = tin oy (14 22t ). 240

_ P];‘gk:,m[n]

ol By m[n]= =

Bk,m[n}
B, ]
méthode d’approximation convexe successive (SCA), on peut calculer une borne supérieure

On peut vérifier que Sj[n]logy (1+ ) est une fonction concave de Sj[n]. En utilisant la

de cette fonction concave en utilisant le développement de Taylor du premier ordre au point

donné §,""[n] dans la r-iéme itération du processus d’approximation

B [n] log, ( 1+ Bg};;”["‘i?] ) < B [n] log, <1+ j;’EZ‘[EZ] ) +

Bk,m[n] _ 1Og2(e)Bk,m[n] ura1_ gYT I,
<10g2 (1+ Bg,r[n] ) Bk,m[n]‘Fﬁz’T[n])(ﬁk[ ] ﬁk [ ])

2 R [n]. (2.45)




74

Ensuite, le probléme ([2.42)) peut étre approximé par le probléme suivant :

(P3.3.2): min ag(k%:nGk[n]¢,‘;7m[n]l,‘;[n}P,;’%tM)
+ Fsuml [2-46)
t. ; B[l ] (l'}][{%’f + gilﬂ]ﬂ ) <T v, (2.46a)
Oulnlt ] (Z'}L”[LC]’“ + sikﬂla]) < ALYk mon, (2.46b)
Eim[n] < RiS,[n], VE,m,n, (2.46¢)

contraintes (2.39g)), (2.39h)), (2.39n)),

ou B = {& m[n],Vk, m,n}.

Puisque ﬁ et ﬁ sont des fonctions convexes par rapport a f'[n] et & [n], on peut voir
ke ,m

que la fonction objectif est convexe et que toutes les contraintes sont linéaires. Par conséquent,

le probléme ([2.46)) est un probléme convexe, qui peut étre résolu efficacement en utilisant le

outil CVX-Gurobi [38].

d) Optimisation de la trajectoire multi-UAV

Etant donné {®,A,L,F, B}, le sous-probléme optimisant le contrdle de trajectoire multi-UAV

représentées par les variables Q peuvent étre formulé comme

3.0 min aa( 3 Oulnlot ol P )

k
k,m,n R]Léym [n]

+ psuml @-47)

s.t. contraintes (2.39¢)), (2.39d]), (2.39i), (2.39j)), (2.39k]).

Pour approximer ce probléme, nous introduisons des variables auxiliaires vy ., [n] = R}, [n]
k)

et Sgm[n] < H*+ |lam[n] — I‘,L;,H2 et on a

— u P]:?Jpo
ol = Btlnllog (1+ Beln)o? (H2+ |\qm[n1—rz|\2>)

u _ Bieo
Bi[n] log, (1 + Fnlo? Sk,m[n])' (2.48)

IN
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On peut vérifier que Sj[n]log, (1+ g By [7[17]1]) est une fonction convexe par rapport a Sy, [n], ol

Ry [n]:f’gimg. Afin de pouvoir utiliser la méthode SCA, on peut calculer une borne inférieure
Bilnlo

(2.48) en utilisant le développement de Taylor du premier ordre au point donné Si, [n] dans

la r-ieme itération du processus d’approximation. On trouve

Ry.[n]
Sk.m[n]

Btlnllog, (15221 ) = tln] (1o, (Skunlin)+Fuln)

~ logy (5] uln])— 552([‘;)] (Stolil=Stulnl) ) 2 REJal. (209

Par conséquent, le probléeme d’optimisation (2.47) peut étre approximé par le probléme suiv-

ant:

(P3.4.2): guin aa( X Oulnlot izl e )

k,m,n Yk,m [TL]
+ Esuml 2.50
u l}é[ ] liln] e
u lu k ’I”L]
Ol Y1) ( o ) < AV, (2.50D)
Pyk,m[n] S le,m[n]v Vka m,n, (250C)

Stamln] < llah ) —xtlI” +2 (afy[n]—xt)" (am[n]—a [0]) + H2, ¥k, m,m, - (2.504)
P < — [l —aglol | +2 (afunl—a i) (@ulnl ), Vizm. . (2.500)

constraints (2.39i)), (2.39j)),

ou T'={gm[n], Yk, m,n}, S = {Skm[n], Vk,m,n}.

Puisque ﬁ est une fonction convexe par rapport a i, [n], la fonction objectif est convexe.
De plus, toutes les contraintes sont linéaires. Par conséquent, le probleme (2.50) est un

probléme convexe, qui peut étre résolu efficacement en utilisant le outil CVX-Gurobi [38].

Algorithme de planification intégrée des utilisateurs, controle de délestage partiel,
ressource de calcul, allocation de bande passante, et contréle de trajectoire multi-

UAV
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Algorithm 2.6. Algorithme de planification intégrée des utilisateurs, délestage partiel, calcul,
allocation de bande passante, et contrdle de trajectoire multi-UAV

Require: M, K, W, T, et les emplacements des GU, des satellites et du serveur cloud;
1: Initialisation: L° A° F° 5° Q°;
Ensure: Consommation d’énergie pondérée minimale (E*'™); Let r = 1;

2: repeat
3 Résoudre le sous-probléme (2.40) pour obtenir @";
4 Résoudre le sous-probléeme (2.41) pour obtenir L" et A”;
5 Résoudre le sous-probléme (|2.46)) pour obtenir 3" et F;
6: Résoudre le sous-probléme (2.50) pour obtenir Q";
7
8:
9:

Mise a jour r =r + 1;
until Convergence
Retour E*™* @*, L*, A*,F*, 8%, Q".

En utilisant les résultats ci-dessus, nous pouvons développer un algorithme intégré basé sur
la méthode d’optimisation alternée décrite dans ’algorithme La convergence de cet algo-

rithme est énoncée dans la proposition suivante.

Proposition 2.2. L’algorithme[2.6) crée une séquence de solutions réalisables ot la valeur fonc-
tion objectif diminue de maniére monotone au fil des itérations. En conséquence, I’algorithme

converge vers une solution réalisable.

2.2.3.4 Conception conjointe du contréle d’admission et de la gestion du réseau

Si le probleme (P3) est faisable alors I’algorithme converge vers une solution faisable. Cepen-
dant, le probleme (P3) peut étre irréalisable dans certains scénarios surchargés. A cette fin, nous
développons un algorithme pour vérifier la faisabilité du probléme (P3) et proposons un algorithme
conjoint de controle d’admission et de gestion de réseau pour résoudre le probleme (P3) dans un

scénario générique ou ce probléme peut étre réalisable ou non.

a) Vérification de faisabilité

Nous abordons la vérification de faisabilité pour le probleme (P3) dans cette section. Nous

introduisons une nouvelle variable § et I'utilisons pour toutes les contraintes d’inégalité du
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probléme (P3) et considérons un probléme d’optimisation formulé comme

(P3%): min 0 (2.51)
©,AL,3,F,Q,0
s.t. T° — T — § < 0,Vk, (2.51a)
T — T — § < 0,Vk, (2.51b)
S Ok TS, [n] — T — 6 < 0,Vk, (2.51c)
meMneN
O[N] TRS, [n] — At — 6 < 0,Vk, m,n, (2.51d)
Z Hk[n]qﬁ}ém[n]ﬁg [n] — W2 — 6 <0,Ym,n, (2.51e)
kek
Z Hk[n]@‘;m[n]f];‘ [n] — E® —§ < 0,Ym,n, (2.51f)
kek
lam[n+1]—am[n]||* = D%, —6 <0,Ym,n=1,..., N—1, (2.51g)
dIQnin - ||qm[n]_qj[n”|2 -0 < 0, vna m, j 7é m, (251}1)

contraintes (2.39¢), ([2.391), ([2.39%), (2.391), (2.39m), (2.391]).

Notez que ce probleme est réalisable et qu’il existe une valeur optimale de § qui peut étre
utilisée pour déterminer la faisabilité du probléme (P3) comme suit. Spécifiquement, le
probleme (P3) est réalisable (c’est-a-dire que toutes les contraintes sont satisfaites) si 6 <0
et il est irréalisable, sinon. Cependant, le probleme (P3”) est aussi un probléme d’optimisation
non linéaire mixte en nombres entiers (MINLP), difficile & résoudre de maniére optimale. En
utilisant ’approche d’optimisation d’alternance similaire décrite dans la section apres
chaque sous-probléme, nous pouvons obtenir les valeurs de d qui seraient requises pour vérifier
si le probleme est faisable ou non. Le résumé de ’algorithme de vérification de faisabilité est

décrit dans ce qui suit.

e Algorithme de vérification de faisabilité:

Un résumé de Palgorithme de vérification de faisabilité est donné dans I’algorithme [2.7]
Initialement, nous définissons feasibility = true et initialisons toutes les variables w” =
{©° L% A° FO, B°, Q’}. Ensuite, nous appliquons la méthode d’optimisation alternée et
résolvons itérativement chaque ensemble de variables en fonction des valeurs des autres

variables jusqu’a convergence vers une valeur stable de * comme décrit de ’étape 1 a

I’étape 19. Spécifiquement, apres avoir résolu chaque sous-probléme dans la r-ieme itéra-
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Algorithm 2.7. Algorithme de vérification de faisabilité

Require: M, IC, W, T, et les emplacements des GU, des satellites et du serveur cloud ;
Ensure: Min §; Let r = 1; feasibility = true, et w® = {@°, L%, A%, F° 8% Q°};
1: repeat
2 Résoudre le sous-probléme pour obtenir 6" et O";
3:  if §" > 0 then
4 Retour 6" et w”™ = {®", L™, A"~ F™=1 g1 Q1)
Sortie de boucle repeat;
end if
Résoudre le sous-probleme pour obtenir 6", L", et A";
if 6" > 0 then
Retour §" et w" = {@",L", A", F"~1 g7~ Q" '},
Sortie de boucle repeat;
9: end if
10:  Résoudre le sous-probléme pour obtenir 6", 8", et F";
11:  if 6" > 0 then

12: Retour 6" et w™ = {®",L", A", F", 8", Q "'},
Sortie de boucle repeat;
13: end if

14: Résoudre le sous-probléme (7.39) pour obtenir §" et Q";
15:  if 6" > 0 then

16: Retour §" et w" = {O",L", A", F", 8", Q"},
Sortie de boucle repeat;
17: end if

18: Mise a jour r = r 4+ 1;

19: until Convergence §*

20: if 0" <0 or ¢" <0 then

21:  feasibility = true;

22: else

23:  feasibility = false;

24: end if

25: Production résultat de feasibility et

w* c {{®T7LT_I,AT_l,FT_17ﬂT_1,QT_I}, {@7‘7]’_‘7‘7AT‘,FT—l’BT‘—l’Q’I‘—l}’{@T‘7LT‘7AT7FT’BT7QT—1}7

{GT’LT7AT’FT7ﬁT’ QT}};

tion, nous vérifions la valeur objectif obtenu 6" comme suit : si §" > 0, nous renvoyons
cette valeur et w” et puis sortie de boucle “repeat-until”. Sinon, si 6" < 0, on continue a
résoudre le sous-probléme suivant. Les étapes 20 a 24 vérifient la valeur obtenue de 0* et
génerent le résultat de feasibility a I’étape 25. Si feasibility = true, toutes les contraintes
du probleme (P3) sont satisfaites et on peut résoudre le probléeme d’optimisation con-
sidéré pour obtenir une solution réalisable. Sinon, si feasibility = false, le probleme (P3)
est irréalisable (c’est-a-dire que certaines contraintes du probléeme (P3) ne peuvent pas

étre satisfaites). Les sorties de 'algorithme sont des résultats feasibility et w*.

b) Algorithme de controle d’admission et de gestion de réseau
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Algorithm 2.8. Algorithme conjoint de contrdle d’admission et de gestion de réseau

Require: M, IC, W, T, et les emplacements des GU, des satellites et du serveur cloud ;
1: Initialisation: L, A F° 8% Q°,K* = K;
Ensure: Consommation d’énergie pondérée minimale (E*'™);

11:
12:
13:
14:
15:
16:

17

PP W

: Trouver le nombre de sauts L par en exécutant l’algorithme 1 dans |2];
: Déterminer la bande passanteh Wy, i.e., > Wy <W;

: Let feasibility = true;

repeat

Exécuter la vérification de faisabilité 1’algorithme
if feasibility = true then
Exécuter I’algorithme
Sortie de boucle repeat;
else
Donné w* obtenu a partir de 1’algorithme calculer T} basé sur ;
Trouver le pire GU k = argmax; (Tk/T,%'
Assigner K* = K\ {k};
Mise & jour K « K3
end if

)

until X =0
: Retour E*'™* K*€, ©@* L*, A", F*, 5", Q".

Pour le probleme (P3), les contraintes de délai maximum et les contraintes nécessitant que
les taches partielles des GU soient traitées completement par les UAV associés dans chaque
tranche de temps sont difficiles & satisfaire. Nous proposons une stratégie qui supprime de
maniere itérative a chaque étape le pire GU, c’est-a-dire celui qui nécessite la plus grande
quantité de ressources pour satisfaire sa contrainte de délai. Spécifiquement, étant donné la
sortie de ’algorithme le temps total de transmission, de propagation et de traitement des
tdches pour chaque GU pourrait étre calculé comme dans . Ensuite, nous trouvons le
GU k qui atteint la valeur maximale de T}, /T;"®*, le supprimons et mettons & jour I’ensemble
de GU restants K2 en supprimant ce GU de ’ensemble K. Nous proposons un algorithme
conjoint de contrdle d’admission et de gestion de réseau pour résoudre le probleme (P3) afin

d’atteindre la consommation d’énergie pondérée minimale des GU et des UAV comme dans

lalgorithme

c) Initialisation de l’algorithme

e Trajectoire circulaire initiale des UAV:
Les trajectoires circulaires des UAV pour desservir des groupes de GU sont considérées

et initialisées comme dans la section [7.6.4.1]

e Variables initiales de contrdle de délestage partiel, de ressource de calcul et

d’allocation de bande passante:
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Les valeurs de la taille des taches s, sont définies de maniere aléatoire dans une plage
de [1,10]Mbits et les valeurs du délai maximal tolérable T}"®* sont également définies
de maniére aléatoire dans une plage de [1,3](secondes). De plus, les valeurs initiales
des variables de controle de délestage partiel sont générées aléatoirement dans )\',f, )\zd €
[0,0.5], et nous utilisons une allocation uniforme de bit, de ressource de calcul, et de
bande passante [§[n] = Asi /Ny, fin] = MET>/K, et Bi[n] = W/K.

Pour étudier Defficacité des algorithmes proposés, nous considérons le cas de référence,
“early scheduling”, ou tous les GU sont programmés en continu a partir du premier
créneau horaire de la période de vol de 'UAV. Dans le cas de référence, appelée “baseline
edge”, nous avons initialement défini des trajectoires circulaires des UAV pour desservir
les groupes correspondants de GU, les valeurs des variables de commande de délestage
partiel sont définies de maniére aléatoire avec ’allocation uniforme de bit, de ressource
de calcul et de bande passante décrite plus haut. A titre de comparaison, la stratégie

“optimized edge” représente notre conception ou toutes les variables sont optimisées.

2.2.3.5 Résultats numériques

Nous considérons différents scénarios dans lesquels un serveur cloud est loin du réseau: les GU sont
situés a Montréal (45.50 °N, 73.56 °O) tandis que le serveur cloud est situé a Vancouver (49.28 °N,
123.12 °0). En exécutant 'algorithme 1 dans [2], nous pouvons déterminer le nombre de sauts
de satellite L = 4. Les parametres de nos simulations sont définis de maniére similaire a ceux

de [441|46/-48| et les valeurs choisies des parameétres clés sont résumées dans tableau

La figure illustre la somme pondérée d’énergie pour différents nombres de GU, 2 UAV,
W =10 MHz, L = 4, et T = [10,15]s. On peut voir que la somme pondérée d’énergie devient
plus élevée avec un plus grand nombre de GU et ’algorithme proposé atteint la plus petite somme
pondérée d’énergie par rapport a celles des cas de référence dans les deux scénarios avec T = [10, 15]s.
Pour 18 GU, la somme pondérée d’énergie peut étre réduite de 18.05% et de 9.64% par rapport aux
valeurs correspondantes du “early scheduling” et de la “baseline edge” avec T'= 10s et T' = 15s. La
figure illustre la répartition de la charge de calcul sur les couches du réseau. Cette figure montre

que des taches de grande taille entrainent une charge de calcul inférieure répartie sur les GU, tandis
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Figure 2.6 — Répartition de calcul pour différentes valeurs de taille de tache.

qu’'un nombre de sauts satellite plus important entraine une charge de calcul plus élevée a traiter

sur les serveurs périphériques.

Pour évaluer les performances obtenues par la conception de contréle d’admission proposée, nous
définissons un débit d’admission comme le rapport entre le nombre de GU réelles desservies et le
nombre total de GU, c’est a dire %, ou Ky désigne I’ensemble de GU d’origine et X3¢ représente
I’ensemble de GU admises pour lesquelles une solution réalisable peut étre trouvée. La figure
montre le débit d’admission pour différents nombre de GU pour les réseaux avec 2 et 3 UAV, W = 10
MHz, L =4, et T = [10, 15]s. On constate que le débit d’admission diminue & mesure que le nombre
de GU augmente. En effet, compte tenu des ressources radio et de calcul fixes, le nombre de GU

que le réseau peut supporter est limité. Par conséquent, un plus grand nombre de GU serait retiré

du systéme a mesure que le nombre de GU augmenterait, ce qui entrainerait une diminution du
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Figure 2.7 — Débit d’admission pour différents nombre de GU.

débit d’admission. On peut également voir que la différence dans les ratios d’admission pour les
deux scénarios avec T = 10s et T" = 15s est plus grande pour le cas de 2 UAV que pour 3. En
fait, pour la configuration du réseau avec un plus grand nombre d’'UAV (c’est-a-dire des serveurs de
périphérie) et une plus grande période de vol de 'UAV T, le réseau peut étre mieux couvert; par

conséquent, un plus grand nombre de GU peut étre desservi.

2.3 Remarques finales

Dans cette these de doctorat, nous avons développé diverses de nouvelles techniques de planification
et de gestion des réseaux UAV pour les futurs réseaux sans fil. Spécifiquement, nous avons apporté
trois contributions importantes a la recherche. Tout d’abord, nous étudions contrdle de trajectoire
UAV intégré et l'allocation de ressources pour les réseaux sans fil basés sur UAV avec gestion
des interférences dans le méme canal. Deuxiemement, nous considérons le placement de 'UAV et
Pallocation de ressources pour les réseaux sans fil basés sur des UAV avec surfaces réfléchissantes
intelligentes. Troisiemement, nous étudions délestage des calculs, le contréle de trajectoire UAV, la

planification des utilisateurs, ’allocation de ressources et le contrdle d’admission dans SAGIN.
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Introduction

3.1 Background and Motivations

Next-generation wireless networks will enable to support applications in various domains including
smart factories, intelligent transportation, e-health, and more [3,/4]. The proliferation of many hu-
man and Internet of Things (IoT) applications have led to a mobile traffic explosion. In fact, it
is predicted by Ericsson that total mobile traffic volume can reach 131 exabytes per month by the
end of 2024 [49]. Moreover, the recent forecast shows that billions of wireless devices, from low-cost
IoT devices and wearables to virtual/augmented/mixed reality devices and smart vehicles, will be
connected to wireless networks over the next few years [50,[51]. Therefore, future wireless commu-
nications are expected to provide higher capacity and much lower latency, offer enhanced stability,
ubiquitous communications, and connectivity to billions of devices [5-8]. However, the deployment
of terrestrial infrastructure faces challenges in various practical scenarios, such as communications

to serve temporary events and emergencies like natural disasters and fast service recovery [9-11].

Toward this end, several promising technologies have been under consideration, including satel-
lite communications, unmanned aerial vehicle (UAV) communications, intelligent reflecting sur-
face (IRS), and mobile edge computing (MEC) [12}/13]. In particular, UAV communications have
emerged as a potential solution to overcome the limitations of current infrastructure, offering wider
coverage, higher resilience, and availability, and improving user’s quality of service (QoS) due to

their superior attributes such as mobility, flexibility, and adaptive altitude [14,/15]. Besides, the
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Figure 3.1 — Next-generation wireless networks.

IRS-assisted UAV communications have attracted extensive attention because they can signifi-
cantly enhance the communication quality. In this system, UAV communicates with ground users
(GUs) and IRS can reflect the dissipated signals from the UAV, improving the UAV-GU commu-
nications quality . Moreover, space-air-ground integrated networks (SAGIN) have emerged
as promising architecture to provide high-quality and ubiquitous communications by leveraging the

complementary strengths of space, air, and ground networks and enabling the technologies such as

edge computing [19-21].

One typical network architecture for the fifth-generation (5G) and beyond wireless system is
shown in Fig. which employs various enabling technologies. Besides, wireless applications

divided into different relevant groups are described in Fig. [3:2] In the following, we discuss these

enabling technologies in more details.
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3.1.1 UAYV Communications

There has been strong interest in providing wireless coverage in the three-dimensional (3D) space
and leveraging different flying platforms to enhance wireless connectivity and/or the performance of
the terrestrial wireless networks . UAV communications can provide low-cost solutions
for various communications scenarios, e.g., wireless areas with limited infrastructure or high traffic
demand. Moreover, the UAV-based wireless networks can provide extra degrees of freedom to op-
timize the underlying wireless network to enhance the coverage, throughput, and energy efficiency
thanks to unique UAV’s attributes such as mobility, flexibility, and controllable altitude. With
appropriate deployment, UAV communications can provide favorable line-of-sight (LoS) communi-
cations with GUs . UAV communications can also be leveraged to support various Internet of
Things (IoT) applications such as data dissemination, or data collection [53]. Therefore, UAV-based

wireless networks are expected to play an important role in 5G and beyond wireless systems .
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Figure 3.3 — High-level timeline for 3GPP Releases for UAVs .

Third Generation Partnership Project (3GPP) considers UAV communication as an essential
technology for the next-generation cellular system. Specifically, the suggested timeline for 3GPP
releases for UAVs was discussed in Fig. In 2017, 3GPP conducted several studies and issued
Rel-15 to acknowledge LTE-empowered UAVs . These studies focused on UAV traffic require-
ments, channel modeling for air-to-ground propagation channels, and utilization of current cellular
networks to support UAV communications. In addition, these studies introduced the signaling for
subscription-based aerial user identification, reporting UAV height, location, speed, and flight path,
and measurement data to address aerial interference for certain density of low-altitude UAVs. In
subsequent releases , 3GPP addressed application layer support and security for connected
UAVs, also defined the service interactions between UAVs and the UAV traffic management (UTM)
system. As 5G use-cases evolve, Rel-18 will consider 5G NR support for devices onboard aerial
vehicles, studying additional triggers for conditional handover, base station uptilting, and signaling

to indicate UAV beamforming capabilities, among other enhancements .

Generally, UAVs can act as mobile users, relays, or flying base stations (BSs), which can be
leveraged to enhance the coverage and capacity of wireless networks. There has been a great deal
of research on these UAV communications scenarios in recent years. In particular, research on
data collection for wireless nodes in wireless sensor networks (WSNs) and Internet of Things (IoT)
leveraging the UAV communication has been an active research topic . There has also been
much work for UAV-enabled wireless networks in which UAVs act as relays [6569]. Finally, UAVs
can serve as aerial BSs to provide on-the-fly communications and enhance the performance of the
terrestrial wireless networks [70,71]. In fact, UAV placement and trajectory control optimization
have been studied in . Various studies have shown that UAV communications can
be employed to improve system performances such as coverage, throughput, and energy efficiency.

Specifically, UAVSs’s flying trajectories can be efficiently controlled and optimized to provide reliable
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and line-of-sight (LoS) wireless connectivity for ground users. Moreover, a sufficiently large num-
ber of UAVs should be deployed and properly controlled to cope with dynamic traffic [80]. Joint
optimization of UAVs’ trajectories and resource allocation can potentially support more users with
limited radio resources, which is highly desirable in various application scenarios such as massive

connectivity and data dissemination for Internet of Things (IoT).

The number of IoT devices has been increasing rapidly in recent years |51]. Energy-efficient
design for IoT networks is very important because it helps elongate the lifetime of IoT devices
and networks [81]. Energy-efficient deployment of fixed base stations can be challenging in certain
scenarios such as remote areas with limited infrastructure or disaster response and recovery. Some
recent work [82H84] show that UAV communications can provide promising solutions to improve
the energy efficiency of IoT wireless networks. Succinctly, efficient design of UAVS’ trajectories
or placement can leverage the LoS communications between the IoT devices and UAVs, which
significantly improve the energy efficiency of the IoT devices and networks. However, joint design

of resource allocation and multi-UAV trajectories control still requires much further research.

3.1.2 Intelligent Reflecting Surface Assisted Wireless Communications

Intelligent reflecting surface (IRS) or reconfigurable intelligent surface (RIS) is a promising paradigm
which can substantially improve the spectral and energy efficiency of wireless networks by construct-
ing favorable communication channels via tuning massive low-cost passive reflecting elements [24].
In essence, an IRS consists of a large number of low-cost passive elements, where each element can
be adjusted with an independent phase shift to reflect the electromagnetic incident signals, to be
added coherently at GUs. In particular, each of these elements can be reconfigured via amplitudes
and phase shifts, thus modifying the propagation of incident signals. By optimizing the reflection
coefficients of the IRS, reflected signals can be combined coherently with the non-reflecting signal
to enhance the desired signal strength or destructively to suppress interference [85]. More detailed
studies about physics, propagation, and path loss models of the IRS were considered in [26,86/-88].
The 3GPP has had several discussions about the IRS in the Rel-18 workshops [RWS-210247, 0300,
0306, 0390, 0361, 0465] [89]. Nevertheless, the IRS technology still needs to be further studied

before it can be adopted for future wireless networks such as 6G and beyond.
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IRS can be flexibly deployed on various structures, such as building facades, roadside billboards,
and indoor walls [25]. IRS-assisted wireless communications can be realized by deploying the IRS
between the BS or aerial BS and mobile users to enhance the received signal power [26(30]. In some
applications, it is also helpful to enhance the incoming signal from the BS to the distant users using
IRS, especially when the users are in the non-line-of-sight (NLoS) region. However, the network
coverage enhanced by the IRS technology is limited by the fact that the surface is composed of
passive elements; this is the key difference between IRS and active amplify-and-forward (AF) relays.
Nevertheless, IRS is effective for indoor applications, wherein it is mounted on the walls of buildings
to provide an additional link between the BS and indoor mobile users that may be inaccessible via
LoS communications provided by conventional network structures. Furthermore, deployment of
TRS-assisted UAV-based wireless networks to improve the performance of the network is a new

research direction attracting growing research attention.

3.1.3 Space-Air-Ground Integrated Networks

Space-air-ground integrated networks (SAGIN) have emerged as an effective means of providing
high quality and ubiquitous communications by leveraging the complementary strengths of space,
air, and ground networks segments [31-33]. On the one hand, in the space network of SAGIN,
geostationary earth orbit (GEO) satellites, medium earth orbit (MEOQO) satellites, and low earth
orbit (LEO) satellites are the main components [34]. LEO satellites are liable to form networks by
inter-satellite links (ISLs), which guarantee lower propagation delay, high communication rates, and
seamless communication services for wide geographical areas [35,36]. A notable example of LEO
satellite network is Starlink of SpaceX, which plans to launch more than 12,000 LEO satellites
to offer global seamless service for terrestrial users, where the lower group (7,518 satellites) will
operate at 340 km altitude, while the higher group (4,425 satellites) will operate at 1,100 km
altitude [19,90]. Satellite communications are, therefore, vital in providing communications for

areas where ground base stations are not available or damaged by natural disasters [47,/91},92].

On the other hand, in the air network of SAGIN, there is a mobile aerial system that uses
aircraft as carriers for information acquisition, transmission, and processing. The UAVs, airships,
and balloons are the main infrastructures making up the high and low-altitude platforms (HAPs

& LAPs) which can provide broadband wireless communications complementing the terrestrial
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networks [31,37]. Compared with the terrestrial network employing base stations, the air network
has the features of low cost, easy deployment, and large coverage offering wireless access services
on a regional basis. Meanwhile, in the ground network of SAGIN, the network mainly consists of
terrestrial communication systems such as cellular networks, mobile ad hoc networks, wireless local
area networks, and so on [31]. Specifically, the cellular/mobile network has evolved to advanced
wireless architectures such as 5G and beyond. However, deployment of many emerging delay-
sensitive and computation-extensive applications on wireless devices is still challenging due to their
limited energy and computing resources. To tackle this challenge, mobile edge computing (MEC)
is a promising approach, which allows mobile users to offload their computation-intensive tasks
to the edge servers [93,94]. In addition, a UAV-assisted MEC system enables efficient support
for computation-extensive mobile applications thanks to controllable UAVS’ trajectories, extensive
coverage and additional computation capability. Therefore, the SAGIN system is very effective in

providing higher quality, lower latency, and better communication reliability and stability.

In fact, 3GPP has developed a set of specifications for non-terrestrial networks (NTN), which
include unmanned aerial vehicles (UAVs), high altitude platforms (HAPs), and satellite networks
that are traditionally used for certain applications such as disaster management, navigation, tele-
vision broadcasting, and remote sensing [3.,/95,/96]. Specifically, the studies on satellite access have
been presented in [97-99], which identified use-cases for the service provisioning considering the
integration of 5G satellite-based access components and specified enhancements for radio frequency
and physical layer, protocols, radio resource management, and frequency bands. In the end, these
studies identified new services, corresponding requirements, and suitable architectures. Moreover,
the 3GPP Rel-18 specifications will enhance 5G NR NTN operation by studying the enablers for
NR-based satellite access in bands above 10 GHz to serve fixed and moving platforms, e.g., aircraft,
UAVs, as well as building-mounted devices, e.g., businesses and premises. The aim of these efforts
is to further optimize satellite access performance, address new bands with their specific regulatory

requirements, and support new capabilities and services as the evolution of 5G continues [100].

The overall objective of this dissertation is to study network planning and resource management
leveraging UAV communications for future wireless networks. Toward this end, we consider three
fundamental design aspects, namely joint UAV deployment and resource allocation, IRS-assisted

UAV-based wireless networks, and computation offloading and resource allocation in SAGIN. In
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the following, we discuss research challenges and perform literature survey related to these research

directions. Then we summarize key contributions of this dissertation.

3.2 Research Challenges

For complicated next-generation wireless systems exploiting UAV communications, efficient and
sophisticated resource management design is needed to enable robust and efficient coexistence be-
tween UAVs and cellular networks. However, various research challenges arise as one considers
designing efficient communication and computation management strategies. We discuss some of

these significant challenges in the following subsections.

3.2.1 Joint UAV Deployment and Resource Allocation

The design of effective UAV-enabled communications networks is quite challenging [9]. First, chan-
nel modeling for different UAV communication scenarios is a major research challenge. Specifically,
communication channels for air-to-ground communications between UAVs and ground users must be
appropriately modeled considering possible line-of-sight (LoS) and non-line-of-sight (NLoS) propa-
gation conditions. Second, efficient deployment of UAVs in three-dimensional (3D) space or effective
control of UAVS’ trajectories significantly impact communications performance, such as UAV’s flight
time, energy consumption, and GUs’ quality of service (QoS). Finally, the development of resource
allocation algorithms that can efficiently manage and assign various network resources, including
communication bandwidth and transmit power for users, is of critical importance for UAV-enabled
communications networks. Therefore, joint UAV deployment, i.e., UAV placement or trajectory
control, and resource allocation are challenging research problems which are discussed in the fol-

lowing.

The first challenge is related to the system design. In particular, spectrum reuse to support
communications between multiple UAVs and GUs is needed in practice to enhance the spectral effi-
ciency and network performance; however, efficient co-channel interference management techniques
must be developed. Consequently, an efficient design must properly capture these key aspects of

the joint UAV deployment and resource allocation system.
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The second challenge concerns the quality of service (QoS) of GUs. Many practical application
scenarios, such as data collection and information sharing require to guarantee data transmission
demand constraints of individual GUs. Therefore, proper system and QoS modes are needed to

capture these constraints to achieve reliable designs meeting the required QoS constraints.

The third challenge is related to the underlying optimization arisen in the design. In fact,
the joint optimization of UAV deployment and resource allocation often results in optimization
problems in the form of mixed integer nonlinear programming (MINLP). In general, it is non-trivial
to develop an efficient algorithm to solve these MINLP problems optimally. To tackle this challenge,
the alternating optimization approach where the variable sets is decomposed into smaller sets, e.g.,
user association, sub-channel assignment, UAV trajectory control, can be adopted to effectively
solve the complex optimization problem. Specifically, each set of variables is iteratively optimized
given the values of other variables in the corresponding sub-problems until convergence. Moreover,
in some cases, the sub-problems are still non-convex, so successive convex approximation (SCA) or
difference of convex functions (DC) methods could be applied to convexify the sub-problems and

the resulting convex problems can be solved effectively by any convex optimization solvers.

3.2.2 IRS-assisted UAV-based Wireless Networks

There are many challenges associated with the aerial deployment of IRSs [101]. The first challenge
is related to the deployment to IRSs for flying assets, where the main objectives are low-mass, low-
power, and deployment and communication flexibility. Another challenge is the implementation of
effective controllers for the surface configuration, given that the channel might change rapidly and
significantly while the propagation distance/delay between the flying BS and the surface would be

considerable. Moreover, IRS-assisted UAV-based wireless networks raise various research challenges.

Firstly, design of the multi-carrier IRS-assisted UAV-based wireless network considering limited
capacity of wireless backhauls has been quite under-explored in the literature.. Therefore, the study
on joint optimization of UAV placement, IRS phase shifts, and sub-channel assignments for wireless

access and backhaul links still needs further research efforts.
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Secondly, the complex IRS phase shifts, i.e., including real and imaginary parts, generally make
the design and formulated problem very challenging. Therefore, to handle these difficulties, the IRS

phase shifts are usually aligned with the phases of the channel coefficients.

Thirdly, for certain design objectives such as maximization of the sum rate of all GUs, the
resulting optimization problems are usually in form of non-convex MINLP, due to integer variables
of association between UAVs and GUs or sub-channel assignment between access and backhaul
links, and non-convex objective function and constraints. Therefore, it is difficult to solve directly
and optimally the underlying optimization problem. To this end, the iterative algorithm and the

SCA method can be used to tackle these optimization problems.

3.2.3 Computation Offloading and Resource Allocation in Space-Air-Ground
Integrated Networks

Space-air-ground integrated networks (SAGIN) have attracted great attention from academia and
industry in recent years. For instance, some organizations have been starting the projects on
SAGIN such as the Global Information Grid (GIG) [102,/103], Oneweb |104], and SpaceX [105].
However, engineering the SAGIN requires to solve many challenges such as efficient physical-layer
transmission techniques, efficient routing mechanism to enable packet transmission across different
network components, efficient integration and management of the heterogeneous resources, and
network security [106]. The resource allocation, traffic offloading, and service coordination/network
function virtualization in SAGIN have been studied [107H113]. In addition, the QoS, performance
and outage performance analysis in SAGIN were investigated in [114-117]. Moreover, the serious
security threats in data storage, transmission and sharing of space—air—ground integrated vehicular
network were discussed in [118], while SAGIN design empowered by the blockchain has been studied
in [119-122], and artificial intelligence (AI), federated learning, and deep learning in SAGIN have
been studied in [123-128]. Nevertheless, the computation offloading and resource allocation for

SAGIN still require much further research to deal with various technical challenges.

Firstly, none of the previous work has studied computation offloading for the hybrid edge-cloud
SAGIN considering user scheduling design over the UAV flight period and multi-hop communica-
tions in the satellite network segment. This design problem, however, reflects a practical scenario

where a cloud server is deployed far away from the considered terrestrial network area. Therefore,
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it is essential to investigate the integrated computation offloading, UAV trajectory control, user

scheduling, and resource allocation for SAGIN with multi-hop LEO satellite communications.

Secondly, a UAV-assisted MEC system is especially crucial for practical scenarios with limited
or no communications infrastructures [129}|130], where UAVs can be aerial users with computation
tasks to be executed, or relay nodes to assist ground users in executing/offloading computation
tasks, or MEC servers for executing computation tasks. Particularly, when UAVs are equipped with
MEC servers then ground users can offload some of their computation-intensive tasks for execution
at the UAV-mounted servers. This is especially important for certain practical scenarios where
there is no the terrestrial MEC network, such as natural disasters. Generally, a UAV with sufficient
energy and computing resources offers some advantages compared to the conventional MEC system
where servers are deployed at fixed BSs. Nevertheless, there are several research challenges one

must tackle to realize the benefits offered by UAV-assisted MEC systems.

Thirdly, efficient utilization of edge computing resources in SAGIN requires further research
to address various open challenges. First, computing delay and bandwidth constraints must be
taken into consideration in the design. Second, UAVs and GUs typically have limited energy;
therefore, energy-efficient design in SAGIN is an important research issue. Finally, many emerging
IoT applications have complex design requirements and functionalities such as demanding data
transmission, e.g., video downloads, data processing and analysis, e.g., video analysis and speech
recognition, and content caching. Therefore, low-latency computation task processing and efficient

resource management are needed to enable edge computing-based applications in SAGIN.

3.3 Literature Review

In the following, we present the survey of the existing literature on the research issues considered in
this dissertation. First, we describe the existing work on UAV deployment and resource allocation
in section [3.3.1] Then, we survey recent researches on TRS-assisted UAV-based wireless networks
in section [3:3:2] Finally, we discuss the research work on computation offloading and resource

allocation in SAGIN in section [3.3.3
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3.3.1 Joint UAV Deployment and Resource Allocation

In this section, we provide a brief review of existing research on UAV deployment and resource
allocation for UAV-based wireless networks, where UAVs act as flying BSs to provide wireless
connectivity to GUs. More information about other use cases and application scenarios can be
found in |131H133]. Our following survey discusses existing work where we pay special attention
to the data transmission demand constraints and spectrum reuse with interference management,
because these design aspects could significantly impact the achievable performance and required

QoS of UAV-based wireless networks.

On the one hand, the paper [134] tackled the joint optimization of the power, continuous band-
width assignment, and 3D UAV’s trajectory where its design objective is to minimize the total
UAV’s energy consumption. This work, however, did not consider data transmission demand con-
straints and co-channel interference. A block coordinate descent algorithm was used to iteratively
optimize the resource allocation and UAV’s trajectory control. The authors in [135] addressed
the joint design of user scheduling, transmit power, continuous bandwidth assignment, and UAV’s
trajectory control in the 3D space to maximize the system energy efficiency. However, this work
did not consider co-channel interference and an iterative algorithm using the Dinkelbach and block
coordinate descent techniques was proposed to solve the underlying problem. The authors in [136]
also studied the UAV’s trajectory and continuous bandwidth assignment without considering co-
channel interference where its design goal was to maximize the minimum average rate of GUs using

an alternating optimization technique.

On the other hand, the work [39,[137-140] mainly studied the sub-channel assignment and UAV
trajectory control. An exception is [137] where the authors discussed the sub-channel assignment
considering co-channel interference and UAV velocity control with a known trajectory to maximize
the uplink sum rate through an iterative algorithm. The authors of [138] studied the network
setting with only two UAVs, i.e., transmitter and jammer, and they considered maximizing the
system energy efficiency by jointly optimizing the transmit power, sub-channel assignment, and
UAV trajectory control using an alternating optimization algorithm and relaxation of the binary
sub-channel assignment decision variables. Moreover, the designs in [39}/139,|140] aim to maximize
the minimum average rate of GUs. The co-channel interference was considered only in [140]. The

sub-channel assignment was investigated in [39] for a network where the UAV employs orthogonal
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frequency-division multiple access (OFDMA). Bandwidth, power allocation, and UAV’s trajectory
control were jointly optimized using the block coordinate descent method. A backhaul-aware design
to maximize the minimum average rate for GUs was tackled in [139,|140] using an alternating
optimization approach to solve the joint problem of sub-channel assignment and UAV’s trajectory

control.

Even though there have been some existing studies on the joint sub-channel assignment and
UAV’s trajectory design considering spectrum reuse and co-channel interference management, this

research direction remains under-explored in the UAV communication literature.

3.3.2 IRS-assisted UAV-based Wireless Networks

Intelligent reflecting surfaces (IRS) assisted UAV-based wireless network can play an important role
in the 5G and beyond wireless system [26}/141]. Specifically, the IRSs can be installed on UAVs
or deployed on the facades of the buildings. On the one hand, such terrestrial deployment may be
hindered by appropriate site selection, service access which can be limited to only half of the space,
and scattering in undesired direction in urban areas [142]. To address these shortcomings of the
terrestrial IRS, aerial deployment of IRSs on UAVs has been recently explored [143-147], where the
designs of the UAV placements and beamforming matrics were investigated to maximize the energy
efficiency or maximize data rate of the system. However, the enabling techniques on UAVs and

energy limitations of UAVs make this design very challenging.

On the other hand, most of the existing work on IRS deployment have focused on the terrestrial
deployment of the IRSs such as on the facades of the buildings. In particular, the optimization of
UAV placement, number of IRS elements, and phase shifts of IRS was studied in [148-150]. The
single UAV and IRS were considered to improve the strength of received signals at GUs in [148] and
maximize secrecy rate in [149]. The design of multi-UAV placement and non-orthogonal multiple
access (NOMA) to maximize sum rate of the system was considered in [150]. Most of these designs
result in the non-convex optimization problems due to the non-convex constraints of IRS phase
shifts and UAV placements. Hence, an alternating optimization approach can be employed to solve

the underlying problems and obtain a feasible solution.
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Furthermore, the optimization of UAV trajectory, transmit power control, and IRS phase shifts
for a single IRS deployed on a building wall was investigated in [27,43,151-156]. The design in [151]
aims to minimize the total power consumption, while maximization of the secrecy rate and the sum
rate was considered in [43]/152] and [27]153|, respectively. In addition, the sub-channel assignment
design was addressed in [153]. Moreover, the design in [154] maximizes the minimum achievable
rate of all GUs, while the authors in [155] considered maximizing the received signal power at one
GU. The authors in [156] investigated two scenarios of UAV trajectory control and IRS phase shifts
to minimize the weighted and maximum bit error rate (BER) among all IRSs. In these papers,
different iterative algorithms have been developed and the IRS phase shifts are aligned with the

phases of the channel coefficients.

However, the design of multi-carrier IRS-assisted UAV-based wireless network taking into ac-
count the constrained capacity of wireless backhauls has not been addressed in the aforementioned

existing work.

3.3.3 Computation Offloading and Resource Allocation in SAGIN

Computation offloading and resource allocation in the SAGIN have attracted great attention [126]
157H159] where computation tasks can be offloaded from GUs to UAVs and satellites to save GUS’
energy and/or improve computation latency. In addition, the authors in [160] considered a sim-
ple SAGIN setting with a single LEO satellite providing cloud computing capability and a UAV-
mounted MEC server providing computing resources near the GUs where the design aims to max-
imize the long-term time-averaged total system computation rate by optimizing the computing
resource, power allocation, and UAV trajectory control. Optimization of user association between
the GUs and multiple UAV-mounted edge servers was studied in |161-164]. However, these papers

only optimized the UAV placement or assumed that the UAVSs’ trajectories are pre-determined.

Optimization of UAV trajectory control and user association for SAGIN has been performed
considering different design objectives as functions of throughput/capacity and energy consump-
tion [48,/165},166]. Specifically, the SAGIN setting with one LEO satellite and multiple UAVs was
considered in [165] where the design aims to maximize the system capacity by jointly optimizing
user association, power control, and UAV trajectory. Meanwhile, the SAGIN with one satellite and

multiple UAVs was studied in [48] with the objective of minimizing the weighted energy consumption
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via joint optimization of device association, resource partitioning, bit allocation, and UAV trajec-
tory control. Moreover, in [166], the authors considered the downlink communications for SAGIN
with a single satellite, multiple UAVSs, and base station with user terminals where the design aims to
maximize the average throughput among GUs by jointly optimizing user association, power control,
and UAV trajectory. However, the above existing studies have not considered the maximum delay
constraints in the computation offloading design and they only tackled the binary task assignment

or task partitioning between the local device and the MEC or cloud servers.

The general computation offloading designs with the parallel task execution at local devices,
MEC, and/or cloud servers were investigated in [44,45,167]. Specifically, minimization of the
maximum delay experienced by different GUs by jointly optimizing UAV-device association, task
assignment, power control, bandwidth allocation, computation resource, and UAV placement was
studied in [44]. The authors in [45] considered a multi-user MEC system and optimized user
association and task partitioning to achieve minimum average latency for all GUs where independent
and dependent sub-tasks are explored. Moreover, a SAGIN setting with a single satellite, a single
UAV, and multiple small cells was studied in |167] whose design aims to maximize the sum rate
of the small cells by jointly optimizing the user association, sub-channel, and power allocation

considering the maximum delay constraint.

Several key design aspects were not addressed satisfactorily in the aforementioned existing work.
First, partial offloading for efficient computation load balancing among GUs, edge and cloud servers
considering radio resource allocation, UAV trajectory control, and multi-hop satellite communica-
tions has not been studied in the literature. Second, the maximum delay constraints imposed by
underlying computation tasks may not be achieved due to limited radio and computation resources.

To this end, admission control is a critical issue which has not been addressed in the SAGIN context.

3.4 Research Objectives and Contributions

The general objective of my Ph.D. research is to develop novel network architectures and efficient
resource allocation algorithms for UAV-based wireless networks which contribute to enable efficient

integration of terrestrial and non-terrestrial networks. Specifically, our main contributions, which

are highlighted in Fig. can be described as follows.
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1. Integrated UAV trajectory control and resource allocation for UAV-based wireless networks

with co-channel interference management:

We study the trajectory control, sub-channel assignment, and user association design for un-
manned aerial vehicles (UAVs)-based wireless networks. Our design optimizes the max-min
average rate subject to data demand constraints of GUs where spectrum reuse and co-channel
interference management are considered. The considered optimization leads to a mixed in-
teger non-linear optimization problem which is solved by using the alternating optimization
approach where we iteratively optimize the user association, sub-channel assignment, and
UAV trajectory control until convergence. For the sub-channel assignment sub-problem, we
propose an iterative sub-channel assignment (ISA) algorithm to obtain an efficient solution.

Moreover, the successive convex approximation (SCA) is used to convexify and solve the non-
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convex UAV trajectory control sub-problem. Via extensive numerical studies, we illustrate
the effectiveness of our proposed design considering different UAV flight periods and number

of sub-channels and GUs compared with a simple heuristic.

2. UAV placement and resource allocation for intelligent reflecting surface assisted UAV-based

wireless networks:

We design a UAV-based wireless network with wireless access and backhaul links leveraging
an intelligent reflecting surface (IRS). This design aims to maximize the sum rate achieved by
GUs through optimizing the UAV placement, IRS phase shifts, and sub-channel assignments
considering the wireless backhaul capacity constraint. To tackle the underlying mixed integer
non-linear optimization problem (MINLP), we first derive the closed-form IRS phase shift
solution; we then optimize the sub-channel assignment and UAV placement by using the
alternating optimization method. Specifically, we propose an iterative sub-channel assignment
strategy to efficiently utilize the bandwidth and balance bandwidth allocation for wireless
access and backhaul links while maintaining the backhaul capacity constraint. Moreover,
we employ the successive convex approximation (SCA) method to solve the UAV placement
optimization sub-problem. We show the effectiveness of our proposed design via extensive

numerical studies.

3. Integrated computation offloading, UAV trajectory control, user scheduling, resource alloca-

tion, and admission control in SAGIN:

We study the computation offloading problem in SAGIN, where joint optimization of par-
tial computation offloading, UAV trajectory control, user scheduling, computation, resource
allocation, and admission control is performed. Specifically, the considered SAGIN employs
multiple UAV-mounted edge servers with controllable UAV trajectories and a cloud sever
which can be reached by GUs via multi-hop LEO satellite communications. This design aims
to minimize the weighted energy consumption of the GUs and UAVs while satisfying the maxi-
mum delay constraints of underlying computation tasks. To tackle the underlying non-convex
mixed integer non-linear optimization problem, we use the alternating optimization approach
where we iteratively solve four sub-problems, namely user scheduling, partial offloading con-
trol and bit allocation over time slots, computation resource and bandwidth allocation, and
multi-UAV trajectory control until convergence. Moreover, feasibility verification and admis-

sion control strategies are proposed to handle overloaded network scenarios. Furthermore,
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the successive convex approximation (SCA) method is employed to convexify and solve the
non-convex computation resource and bandwidth allocation and UAV trajectory control sub-
problems. Via extensive numerical studies, we illustrate the effectiveness of our proposed

design with respect to several baselines.

3.5 Dissertation Outline

The remaining of this dissertation is organized as follows. Chapter [4] reviews some fundamental
background including mathematical optimization, UAV communications, IRS-assisted UAV-based
wireless network, and SAGIN. Chapter [5| covers our study about integrated UAV trajectory control
and resource allocation for UAV-based wireless networks with co-channel interference management.
Then, we study the UAV placement and resource allocation for intelligent reflecting surface assisted
UAV-based wireless networks in Chapter [6] Finally, we present our study integrated computation
offloading, UAV trajectory control, user scheduling, resource allocation, and admission control in
SAGIN in Chapter [7} The main contributions of the dissertation and some potential direction for

future research are discussed in Chapter [§



Chapter 4

Background

In this chapter, we present some fundamentals of mathematical optimization, UAV communica-
tions, IRS-assisted UAV communications, computation task model, and satellite communications.
Particularly, basic concepts of mathematical optimization and some popular techniques to solve
optimization problems are introduced in Section while we present working principles of UAV
communications and IRS-assisted UAV-based wireless networks in Section and Section re-
spectively. Section presents the computation task models and Section describes the satellite

communications.

4.1 Mathematical Optimization

4.1.1 Fundamental Concepts

A mathematical optimization problem can be written in the following form [168]

minimize  fy(x),
* (4.1)
subject to  fi(x) <0, i=1,2,....,m,

where the vector x € R™ is the optimization variable, and fy(x) is the objective function. The
inequalities f;(x) <0, i = 1,2,...,m are the constraints of the problem. Let D be the intersection

of the domains of f;(x), ¢ = 0,1,...,m, the feasible set of the problem is the set of all x € D that
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satisfies all these m constraints. A vector x* is called optimal, or optimal solution, of the problem
if fo(x*) achieves the smallest value among all values of fy(x) where x belongs to the feasible set,
and the value of fy(x*) is called optimal value. If the feasible set is empty, the problem is infeasible.
Conventionally, the optimal value of the problem is +oo if the problem is infeasible [168]. Hereafter,

the term ‘subject to’ is written as ‘s.t..

4.1.2 Convex Optimization

Among many classes of optimization problems, convex optimization problems are of particular
interest. First, it is a fundamental property of convex optimization problems that any locally optimal
point is also globally optimal. Hence, compared to a generic optimization problem, it is generally
easier to solve a convex optimization problem as one only needs to find a local optimal solution.
Second, many sub-classes of convex optimization problems are well-studied, and the technologies to
solve most of problems in these sub-classes are mature and can be deployed in many applications.

In the following sections, some fundamentals of convex optimization are briefly introduced.

Convex set: A set S is convex if for any vectors x,y € S, the following holds for any value of 6
where 6 € [0, 1]
Ox+(1—-0)yesS. (4.2)

Convex function: A function f : R™ — R is convex if its domain (denoted as D) is a convex set

and the following inequality holds for any x,y € D and any 6 € [0, 1]

fOx+(1—=0)y) <0f(x)+ (1—0)f(y) (4.3)

Convex optimization problem: An optimization problem is convex if it can be written in the
following form

minimize fo(x) (4.4)

st. fi(x) <0, i=1,..,m,
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where the functions f;, ¢ = 0,1,...,m, are convex and the functions hj, j = 1,...,p are linear.

Convex optimization problems can be called ‘convex problems’ for short.

4.1.3 Methods to Solve Optimization Problems

It is known that there is no efficient methods that can find a global solution of a generic nonconvex
optimization problem in polynomial time [168]. However, various methods have been developed
to solve some classes of convex optimization problems with desired accuracy and in polynomial
time with respect to the problem dimensions [169,|170]. Particularly, the interior-point (or bar-
rier) methods are currently considered the most powerful algorithms for large-scale problems. The
interior-point methods are already used in many optimization solvers. For brevity, we do not intend
to go into details about these methods. Interested readers are encouraged to read [168,[171] where
many rigorous definitions of mathematical optimization and solving techniques are presented in
details. Furthermore, since available solvers already do a decent job in solving popularly encoun-
tered convex problems, we use them to solve convex problems that arise in our research, rather
than developing specific numerical methods. In particular, we use the CVX [38] on MATLAB to
solve convex problems in our research where the underlying solver is Mosek academic version [172].
That being said, several formulated problems arising in our studies are nonconvex, so techniques
other than interior-point methods have to be devised to tackle them. In this dissertation, two
main techniques that we use to find sub-optimal solutions of the formulated nonconvex problems
are Successive Convex Approximation (SCA) and Difference of Convex Functions (DC) Program-
ming where a nonconvex problem is solved sub-optimally by iteratively solving a series of convex

optimization problems. Details of these techniques are presented in the following.

4.1.3.1 Successive Convex Approximation

There are approaches to tackle the nonconvexity of optimization problems. We will describe one
popular approach in this regard which is the Successive Convex Approximation (SCA) method.
In the SCA method, nonconvex functions are approximated by convex functions and the resulting
approximated convex problem is solved iteratively until convergence. In this iterative process, the
solution obtained in each iteration is used in the new approximations of the objective and constraint

functions in the next iteration.
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Consider the following nonconvex optimization problem

P :  minimize fo(x),
* (4.5)
st. fi(x) <0, i=1,2,....,m.

Assume that the local point " is given, in iteration r + 1, the SCA method approximates

functions f;(x) by fi(x/2") and solves the following approximated optimization problem

Pl minimize fo(x|"),
m (4.6)
st filelz") <0, i=1,2,..,m,
where the following conditions hold [173]
Upper-bound:  f;(x|2") > fi(x), (4.7a
Function value consistency: f;(«"|2") = fi(«"), (4.7b

Cradient consistency: Vfi(2'|2") = Vfi(2'),

—~~
.'.J;
~
o

S~— SN— SN— SN—

Convexity: fi(x|a") is convex with respect to .

—~
e
~
o,

These conditions guarantee that in each iteration, an original function is approximated by a upper-
bound whose first order derivative is equal to that of the original function. The typical SCA based
algorithm to solve problem P is described in Algorithm

Algorithm 4.1. Typical SCA algorithm

Initiate x by a feasible 2° and set r = 0
while 1 do
Solve problem P"+1, update =" by the obtained solution.
if Convergence condition is met then
Break the loop.
else
Let r =r+1.
end if
end while
End of algorithm.

,_.
e
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4.1.3.2 Difference of Convex Functions (DC) Programming

DC programming can be used to solve a particular family of non-convex problems [174]. In the
wireless domain, the transmission rate in many practical scenarios has the DC form which is a
feature of DC programming problem (DCP). There are several popular techniques such as branch-
and-bound and cutting planes algorithms to solve optimization problems, but in general, they are
inefficient. One desirable aspect of DCP is generally possible to build the approximated function
satisfying three conditions in and thus one can obtain the local optimal solutions [175]. Further

details about the DC approach are briefly presented as follows.

DC function: A function f : R™ — R is a DC function if there exists convex functions g, h : R™ — R

such that f can be expressed as the difference between g and h as

DCP: A problem is a DCP if it has the following form

min fo(x) (4.9)
st fi(x) <0,i=1,...,m, (4.9a)
where the function f; : R” — R is a differentiable DC function for ¢ =0,1,...,m.

Approximated DCP: Using the first Taylor approximation, the convex term h;(x) in f;(x) can

be approximated by its lower-bound at iteration r in the approximation process as follows:
hi(x) > hi(z, ") = hi(2") + Vh! (z)(xz— 2"). (4.10)

Then, we have f;(z) = gi(x) — hi(x) < gi(x) — hi(z, @) = fi(xz,2"). Using these upper-bound

functions of DC functions, the approximated DCP at iteration r + 1 which is a standard convex



106

problem, can be expressed as

n%jnn n (4.11)
st fo(m @) —n <0, (4.11a)
filw @) <0, i=1,....m (4.11D)

4.2 UAV Communications and Networks

In this section, we introduce some fundamental concepts of UAV communications and UAV-based
wireless networks. In particular, we present widely adopted channel models in section and
typical optimization formulations in section

4.2.1 Channel Models in UAV-based Wireless Networks

Most studies on channel modeling for air-to-ground and ground-to-air communications in UAV-
based wireless networks are fairly recent compared to those on channel modeling for the conventional
cellular networks. One popular air-to-ground channel model considers a binomial random event in
which the LoS and non-line-of-sight (NLoS) communications between the UAV and the ground
users occur with certain probabilities [176]. Specifically, these LoS/NLoS probabilities depend on
the elevation angle, types of communications environment, e.g., urban, sub-urban, and rural, and
the relative locations of the UAV and users. We denote the 2-D coordinate of the considered ground
user as u and the 2-D coordinate of the UAV as q. For convenience, we assume that the ground
user has altitude of 0 meters and the UAV has altitude of A meters. Then, the LoS and NLoS
probabilities can be calculated as follows:

Pros =« (1800 — 15)7,

™

(4.12)
Pnros =1 — Pros,
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where o and 7 are the constants which depend on the communications environment, and 6 is the

elevation angle that can be calculated as

0 = tan ' <HuﬁqH) : (4.13)

Moreover, the shadow fading components for the LoS and NLoS links which are denoted as
£ros and Enrog, respectively, are assumed to follow a log-normal distribution, which means their
logarithms are normal distribution with mean 0 and variances defined as follows:

OLos = kros exp (_gLOSH) ) (4 14)

ONLoS = kNLos €xp (—gnLost) ,

where k15, 9105, kNLos and gnros are positive constants depending on the communications envi-
ronment. Then, the channel power gains (77,5, TNLos) can be computed for the LoS and NLoS

communications scenarios as follows |176]:

¢ (“fc(f“ﬂ + Hu—qu”lﬂ)_ﬁ

TLoS = fL < c
’ ) . (4.15)
] ¢ (s +a— )
NLoS fNLoS c )

where ( is the constant that accounts for the antenna gain, x is the free-space path loss exponent,

fe and c are the carrier frequency and the speed of light, respectively.

Even though the above probabilistic channel model accounts for several factors that affect the
channel power gain, it can be difficult to estimate the involved constants for different types of
communications environment. Moreover, in the multi-UAV based wireless networks, it is natural to
associate users with their closest UAVs |70], which would increase the elevation angle 6. Besides,
the high elevation angle significantly reduces the effect of shadowing (from ) and increases the
LoS probability (from (4.12)). Therefore, in multi-UAV deployments with high elevation angles,
the air-to-ground channel can be considered effectively LoS. As a result, many research studies in
UAV communications have adopted a simplified channel model in which the air-to-ground channel

power gain can be expressed as follows:

7= p(h® + u—ql*) 772, (4.16)
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where p is the channel power gain at a reference distance. In fact, p accounts for the antenna gain

¢ and other constants in (4.15]).

Despite its simplicity, the channel model in (4.16)) and its results can serve as benchmarks and

help gain insights about efficient network designs and achievable performance.

4.2.2 Design Optimization in UAV-based Wireless Networks

In this section, we discuss a generic design optimization formulation in UAV-based wireless networks
where there are M UAVs communicating with K users in the downlink direction. The service period
is divided into N time slots (n = 1,2, ..., N), each having equal length of At seconds. The slot length
At should be chosen appropriately such that network conditions stay approximately the same during
each time slot. We consider a communication system in which users and UAVs communicate via
orthogonal resource blocksﬂ Let the channel power gain, bandwidth, and transmit power allocated
for user k associated with UAV m in time slot n be gi m[n], bym[n], and py m[n], respectively. The
achievable data rate of user k associated with UAV m at time slot n, denoted as 7, [n], can be
expressed as follows:

Fisnln] = i) log (1 + W) , (117

where o2 denotes the white noise power density (W/Hz).

The total transmit power of each UAV, and bandwidth of the system, denoted as B, are limited.

Hence, we have the following constraints:

K
> Prmln] < Pmax,  Vm,n, (4.18a)
k=1
K N
S>> bemln] < B, Vn, (4.18b)
k=1n=1

where Prax is the maximum total power of each UAV.

!Note that co-channel interference among user-UAV communications can occur and it has been considered in some
existing work where non-orthogonal resource blocks are allocated for nearby communication links/users. However, for
the introductory purpose of this section, we choose to present a design optimization for an interference-free scenario.
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Let the 3-D coordinate of UAV m in time slot n be q,,[n] = (xn[n], yn[n], 2n[n]), the following

constraints are usually considered for the UAV’s trajectory control:

a7 — a,n —1]|| < AtViaz, VYmyn=1,..,N —1,
||qm[n] - qj[n]” > dmin, Vj 7& m,n,
qm[l] = Qstarts Vm, (419C

L8 %% [N] = Yend» Ym, (419d

where V4, is the maximum speed of a UAV, dpin, is the safety distance between any two UAVs to
avoid collision, and qg,,; and q.,4 capture the starting and final positions on the trajectory of a

UAV, respectively.

A generic resource allocation optimization problem in UAV-based wireless networks can be
stated as follows:
(P) : min
{B[n],P[n],Q[n]}

s.t. constraints related to ry ,[n] in (4.17),

constraints (4.18a)), (4.18b)), (4.19a)), (4.19b)), (4.19¢)), (4.19d]),

where f(B[n],P[n],Q[n]) is the objective function that depends on the optimization variables,
Bn],P[n],Q[n] are the matrices of resource allocation variables, power allocation varibales, and
the matrix of UAVS’ coordinates in time slot n, respectively, and {B[n], P[n], Q[n]} denotes the
set of all optimization variables for all values of n. In the single-UAV setting, we have M = 1
and constraints are omitted. Furthermore, there may be more variables and constraints in

optimization problems for more complicated designs and network settings.

Optimization problems formulated in UAV-based wireless networks similar to are usually
complicated and non-convex which involves both resource allocation and spatial variables to be
optimized in each time slot. Solving these types of optimization problems usually requires sophisti-
cated algorithms which usually exploit certain structure of the underlying problem. Beside analysis,
modeling, and formulations, developing algorithms to solve different design optimization problems

is the core part of many existing studies in the literature.
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Figure 4.1 — General model of IRS-aided communications.

4.3 IRS-assisted UAV Communications

In this section, we first describe the IRS-aided communications in section and then the model
of TRS-assisted UAV communications will be presented in section

4.3.1 IRS-aided Communications

We consider a general model of the IRS-aided communications in Fig. [£.I] The channel between the
base station (BS) and IRS, BS and GU are dominated by LoS propagation due to higher altitude,
while the channel between the IRS and GU can be dominated by LoS or NLoS propagation due to

blockages. Hence, the equivalent channel h from the BS to GU can be expressed as
h = (h'®)H&nB + nBC, (4.21)

where hB¢ hB! and hLG denote the channel coefficients of the links between the BS and GU, BS and

IRS, IRS and GU k, respectively. In addition, ® denotes the phase shift matrix of the IRS [43,/153].

We have hB¢ = (déf—g)z, where 3y denotes the channel gain at the reference distance of 1 meter
and dBC represents the distance from BS to GU. Meanwhile, the expression of other functions
depends on what type of array elements is installed for IRS, i.e., uniform linear array (ULA) or

uniform planar array (UPA). We will discuss these two cases in the following.
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4.3.1.1 Uniform Linear Array

For the IRS made up of a square array of I elements, individual reflecting signals from the UAV
to GUs are adaptively assisted by an IRS controller that tunes the phase shifters of the elements
accordingly where the phase shift matrix can be written as ® = diag {ej P eI } € CI*1, where
¢; € 10,2m),Vi =1,...,I. Besides, the distance between any two adjacent elements of the IRS is
denoted by d. Then we have

hBl— e—j%ﬂ(\ﬁ—l)dGB'}T ’ (4.22)

on T
o=\ /e |1, eI VINAE) T ol6) (4.23)

IG is the random scat-

where k is the path loss exponent, \ is the wavelength of the carrier wave, «
tering components modeled by a circularly symmetric complex Gaussian random variable with zero
mean and unit variance, and dB' and d'® are the distance from BS to IRS, IRS to GU, respectively.
In addition, #8' and 6'® denote the cosine of the angle of arrival of the signal from BS to IRS and the

cosine of the angle of departure of the signal from IRS to GU, respectively, which can be calculated

b u__ i
and 0'C¢ = e

as 0B = B

4.3.1.2 Uniform Planar Array

For the IRS made up of I, x I. passive reflection elements units installed as a uniform planar array
(UPA) with I. and I, elements on each column and each row, respectively, the phase shift matrix
can be expressed as ® = diag {ej‘bl’l, ., @Iinic .,ejd”r’fc} € Clr*le where ¢i,i.€0,2m), Vi, =
1,...,1.,and i, = 1,...,I.. Besides, the distance between any two adjacent elements of the IRS is

denoted by d. Then we have

hBI — m X [1’ e—jZKJ sin 68! cosz" - e-j%(ﬂ-—l)sinﬁm cosgB'}H
= (4.24)

27d i Bl i Bl 27d - gBl i cBITH
—j =52 sin O®' sin —j=E2(I.—1) sin "' sin
®|:1,€]A £ ,...,eJA(C ) 3 i| ,

hIG _ \/670 x [1 6—j¥ sin 6'C cos £!G e—j%;—d(lr—l) sin 0!G cosﬁ'G}H
= G 5 PR
(S (4.25)

2 {1’ i 254 sin 0/ sin €16 i2md (1. 1) sin 0/ sin{'G}H IG

—j2zd
y ey € A xXoT,
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Figure 4.2 — System model IRS-assisted UAV-based wireless networks.

IG is the random

where x is the path loss exponent, A is the wavelength of the carrier wave, «
scattering components modeled by a circularly symmetric complex Gaussian random variable with
zero mean and unit variance, and dB' and d'® are the distance from BS to IRS, IRS to GU, respec-
tively. In addition, (AY', &Y") and (6'®, ¢') represent the vertical and horizontal angles of departure

from the BS to the IRS and from the IRS to GU k, respectively, which can be calculated from

bI i b|

!l

N N B . . .
sin @8 = FC_H o ¢Bl = 1222 ogeBl = WUl i g16 = Ho g6 — 2=l o
d b—wil|? b2 d hwi e
[0 —w]] [0 —w]
i__,u
cos€!6 = Vil
flwi—x4||

In the following section, we will discuss more detail the channel model with the received signals

that could be improved by employing the IRS.

4.3.2 IRS-assisted UAV Communications Model

In this section, we describe in detail the IRS-assisted UAV communications model. Specially, we
will discuss how the data rate could be improved. In the literature survey, the IRS model with ULA
was considered in [27,43], while the IRS with UPA was studied in [151},/153]. To make the design
more general and reliable, we describe the system with UPA for the IRS where these results will be

studied in Chapter [6]

The general system model is illustrated in Fig. in which we assume that all BS-UAV,

UAV-IRS, and UAV-GU communication links are dominated by the LoS propagation while commu-
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nications channels between the IRS and GUs experience Rayleigh channel fading due to blockages.
The IRS is made up of I, X I. passive reflection elements units installed as a uniform planar array
(UPA) with I. and I, elements on each column and each row, respectively. Besides, the distance
between any two adjacent elements of the IRS is denoted by d. The phase shift matrix of the IRS is
denoted by ® = diag {eml, o eIPiric .,ejd)ITvIC} eCl*le where ¢;, ;.€[0,27),Vi, = 1,...,1,,

and i =1,..., L.

The received signal at GU k due to the communications from the UAV is given by
Yr = /P ((h}f)H{)hU' - h,‘jG) zy +nC, (4.26)

where 1, represents the transmitted symbol from the UAV, which satisfies E(|zx|?) =1, and p
denotes the transmit power of the UAV for GU k on each channel, and n® denotes the additive
white Gaussian noise (AWGN) at GU, with zero mean and variance 2. Besides, th, hY' and h}CG

denote the channel coefficients of the links between UAV and GU k, UAV and IRS, IRS and GU k&,
respectively, which are expressed as h,LCJG =,/ (dﬁ’—g)mvh and
k

hUI _ Bo % {1 eszi/\d sin OY! cos ¢V! efj¥(hfl) sin0U'cos§U']H
- Ul ’ PR
V (@) (4.27)

® {17 67]2L>\d sin gY! smfu'7 . e*]?(f«c*l) sin §Y! sm{u'} ’

- 2nd om . H
hIkG — (dIIBC?)N « |:1’ e*j%SlHQLG cosé’}f7 - e*j%d(hfl) s1n9LG cos&LG:|
V (d (4.28)

2 [1’ i 5t sin0ifsinglS B (1) sin 0} sinf}f]H « 'S V.
where [y denotes the channel gain at the reference distance of 1 meter, k is the path loss exponent,
\ is the wavelength of the carrier wave, and o'® is the random scattering components modeled by
a circularly symmetric complex Gaussian random variable with zero mean and unit variance. In
addition, (AY',¢Y") and (G}CG, {,LG) represent the vertical and horizontal angle-of-departures from the

UAV to the IRS and from the IRS to GU k, respectively, which can be calculated from sin §Y' =

|[H—H| . Ul _ _ |zi—ad] ul Yyl ool _ H o elG |7 IG _
o, siné = =T cos&” = =T sin 0> = 7G5 sing;® = _ k -, and cos§;” =
la—w|| la—w|| k [ wi—rt |

Wl vk ek
2’ ’

i_pu
[[wirl
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Then, we can obtain

IC T‘

IG\H ul _ )\ 27- 1)sm9'Gcos§ +(icfl)sin9;€csin{LG)Jrarg(a'G)) JPiric

(h?)” @h ~ v le r/2 DD e €
te=11,=1

—j2md ((; _1)sin @Y ul _ Ul gip ¢Vl
% eI 7x ((’Lr 1)sin 6 cos £V +(ic—1) sin "' sin & )|aIG|
B Bo
T JUI(J1Gk/2

ay (dk )n/

I. I u

Z Z e—j(z%((ir—l)(sin@}cG cosﬁ}f—&-sinﬁu' cosEU')-i—(ic—l)(sinGLG sinf}f—&—sin@U'sinfu'))+arg(cx'c))ej(j)ir,ic’aIG|

te=11,=1

(4.29)

Therefore, the achievable rate for GU k served by the UAV can be expressed as

) , (4.30)

VBo - Bofela!®|
dUG + (dIG)n/2dUI

R® = W log, (1+p’“

where W is the bandwidth of channel and

_ L& r 1G G 0Y' cos €Y+ (. —1)(sin H!C sin{'GJrsinGU'sinfu'))farg(a'G)Jr(bi i )
fk _ Z Z (ir—1)(sin 07 cos §;>+sin A Py rie)
o= lzT 1
= Z Z w lC+¢zr ZC),Vk, (431)
te=11,=1
in which
irjic_ 2md - plG ul ul . plG ul ul IG
Fre= BY = (i —1) (sin )€ cos €184 sin 8Y' cos €Y+ (i.—1) (sin 0)C sin £}° 4 sin V' sin €V')) — arg(a'©).

(4.32)

4.4 Computation Task Model

In a mobile edge computing (MEC) system, computation resources of different capacity are available
at mobile devices, cloudlets, and cloud. Therefore, efficient distribution and processing of the com-
putation workloads from different wireless applications play a vital role in designing MEC systems.
A general model to describe computation tasks or workload is important as one wants to achieve

the broad applicability over different practical applications and mathematical tractability. Various
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Figure 4.3 — Computation task models.

factors such as context awareness and generality, simplicity, and tractability must be considered in
such the model, which must capture the essentials of an application and offer meaningful insights for
engineering practice, from the MEC design perspective. In particular, the computation workload
of a specific application can be partitioned into sub-tasks in certain practical scenarios and applica-
tions [177H179|]. Accordingly, the two offloading mechanisms which are binary and partial offloading
as shown in Fig. [£.3] have been used in the management of the computation workloads and the
offloading decision making process. This section briefly introduces the task models for binary and

partial offloading.

4.4.1 Task Model for Binary Offloading

The binary offloading model can be used for computation demand from a compact task that cannot
be partitioned and must be executed entirely either at the end device or in a remote cloud or edge

server [180,(181].

Such a task can be parameterized by the task input-data size (in bits), the computation workload
(CPU cycles), the completion deadline (seconds), and the task output-data size (in bits). These

parameters are related to the nature of the applications and can be estimated through task profilers
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[182]. In the existing literature, the relation between the computation workload and the task input-
data size is captured by using the probabilistic and deterministic relational models. In particular,
the number of CPU cycles needed to execute 1-bit of task input data can be modeled as a random

variable in case of probabilistic case [181], and as a fixed relation in case of deterministic case [183].

4.4.2 Task Models for Partial Offloading

In practice, many mobile applications have computation demand captured by multiple proce-
dures/tasks. For example, the action recognition application for videos can be decomposed into
two main tasks, the first one for capturing the spacial information and the second one for analyzing
the temporal information [184]. The partial offloading can be applied in this scenario where a part
of each arrival computation demand is locally processed at end devices and the remaining part is

remotely executed at cloud/edge servers.

One simple task model for partial offloading is the data-partition model, where the task-input
bits are bit-wise independent and they can be divided into different sizes and executed by different
entities in MEC systems, e.g., parallel execution at the mobiles and MEC server [185]. Another task
model for partial offloading is the task-call graph, which can capture the number of CPU cycles and
inter-dependency among different procedures/subtasks in an application [186]. For the task-call
graph model, the computation workload of a particular application is captured by subtasks where
each subtask can be parameterized by the task input-data size (in bits), the computation workload

(CPU cycles), the completion deadline (seconds), and the task output-data size (in bits).

4.5 Satellite Communications

In this section, we will describe the integrated satellite and terrestrial network and inter-satellite

communications.

4.5.1 Integrated Satellite and Terrestrial Network

An integrated satellite and terrestrial network has attracted much attention from academia to in-

dustry [47],48,187.[188]. By using advanced communication such as multiple input multiple output
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Figure 4.4 — Constellation topology and ISLs [EI]

(MIMO) communications, GUs on the ground can communicate directly with the satellites. The
design performed in our dissertation captures the GU-satellite communications via the data trans-
mission rate, transmission and propagation time between the GUs and satellites. The values of the

related parameters are set similarly to those in [47,/48].

4.5.2 Inter-satellite Communications

In a recent work , an algorithm to determine the number of hops, i.e., the number of inter-
satellite links (ISLs), and the corresponding satellites to establish the multi-hop communication
path between two locations on the ground was proposed, i.e., see Algorithm 1 of . In this section,
we would like to describe a general model of multi-hop satellite communications and the hop-count

estimation algorithm of |2] in more detail and these results will be used in Chapter.

A satellite constellation and ISLs are illustrated in Fig. [£.4] In particular, the Walker-Delta
constellations are considered on , where these constellations consist of Np x Mp satellites,
where Np is the number of orbit planes and Mp is the number of satellites per plane. All the
orbits have the same inclination « and are equally spaced along the equator. The difference of
the right ascension of ascending node between adjacent planes is AQ = 27/Np. Besides, Mp
satellites are evenly distributed in each plane with the phase difference between adjacent satellites
equals A® = 27 /Mp. Moreover, the phase offset between satellites in adjacent planes is given by
Af =27F/(NpMp), where F denotes a phasing factor. Furthermore, each satellite is assigned a
two-dimension logical index (v, h), denoting the v-th satellite in the h-th orbit plane [2]).
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A general model is derived to estimate the required minimum ISL hop-count between two users
as illustrated in Fig. [f.5] Then, the model is applied to different path modes to derive the hop-
count. Moreover, based on the flying direction, all the satellites can be classified into two types:
ascending (A) satellites and descending (D) satellites [190]. Hence, the basic idea is to establish
a general model to estimate the hop-count based on the ground projection of the satellites and
ISL connection mode. Then, considering the access satellite type, variables in the general model
are further specified according to four potential path modes, which depends on whether the access
satellite is ascending or descending. The final hop-count is the minimum of the four path modes,

i.e., A2A, A2D, D2A, D2D.

4.5.2.1 Satellite Ground Location

The sub-satellite point (SSP) of a generic satellite on the ground is represented by its latitude ¢
and longitude A. At the generic time ¢, the SSP location can be determined by

¢ = arcsin(sinasinu), (4.33)

= C(u) + Lo — wet, (434)
arctan(cos atan u), ascending segment

(W) = (4.35)

arctan(cos avtanu)+m, descending segment
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where « is the orbit inclination and w € [—m, 7| is the satellite phase angle from its ascending
node, which describes the satellite position in orbit. When v € [—m/2,7/2], the satellite is in
the ascending segment and flies towards the northeast, while u € [—m, —7/2) U (7/2, 7] means the
descending segment towards the southeast. In addition, ((u) denotes the longitude difference from
the satellite to its ascending node, which varies with the satellite phase. Lg represents the initial
longitude of the orbit ascending node, which is an absolute parameter determining the orbit plane

position, and w, denotes earth rotation speed.

4.5.2.2 System Design

Consider two users whose locations are specified as follows: User 1 (1, A1) and User 2 (2, A2),
where @1, p2 € [—a, o] and A1, Ay € [—7, 7|. As assumption, Sat 1 and Sat 2 are also at (¢1, A1) and
(p2, A2). Let Sat 1 be the one on the west, then the longitude difference is AX = Ay — A1, AN € [0, 7.

The difference of the right ascension of ascending node between Sat 1 and Sat 2 is

ALO = LO’Q — LO,l = HhAQ (436)

Besides, we can obtain another expression for ALg as

ALy = AN+ ((u1) — ((u2). (4.37)

Then, the inter-plane hop-count Hj can be calculated by

Hj, = Round {AAIEZO} = Round [A)\ * C(Zlg)z —C(uz) ) (4.38)

where Round[z] represents the standard rounding function that returns the integer closet to x.

Since each intra-plane and inter-plane relay respectively add A® and A f to satellite phase angle,

the phase angle difference between Sat 1 and Sat 2 is

Au=uy —uy = H,AD + HyAf, (4.39)
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(b)

Figure 4.6 — Illustration of different path modes using satellite ground tracks [2].

Table 4.1 — Specified values of v and ((u) in different path modes |2]

Path mode A2A A2D D2A D2D
Uy u1= arcsin Z>£1 u1=arcsin Z2£L u =L 7— arcsin 2L =2l 7r— arcsin 2221
sin o sin o le1] ) sin a lp1] sin o
Us us=arcsin 222 Us=-£2 T — arcsin Z=£2 us= arcsin 22¥£2 us=£2— arcsin Z2¥£2
sin « lp2l sin « sin « [p2] sin a
C(u1) arctan(cos o tan ui) arctan(cos atan uy) 7w+ arctan(cosatanwui) 7+ arctan(cos atan uq)
C(u2) arctan(cosatanuz) 7+ arctan(cos a tan us) arctan(cos o tan uz) 7w+ arctan(cos o tan uz)

where u; and uo satisfy

sin u = sin ¢/ sin a. (4.40)

Hence, the intra-plane hop-count can be calculated as

Au — Hp A
H, = Round {uwi)hf} . (4.41)
Therefore, the total hop-count between two access satellites is
H = |Hy| + |Hyl. (4.42)

Fig. illustrates a specific topology of different path modes using satellite ground tracks [2].
Specifically, Sat1A and Sat2A are on the ascending orbit segment, while Sat1D and Sat2D are on

the descending segment. (a) The access satellite of User 2 can be Sat2A or Sat2D, corresponding
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Algorithm 4.2. Hop-Count Estimation Between Two Ground Users [2].

1: Input: 1,2, AA
2: Output: H
3: for X2X in A2A, A2D, D2A;, A2D do

4:  Specify uy,uz,((u1) and ¢(uy) in Table
5: AL()(*A)\ﬁ*C(ul)*C(UQ)

6: if |[ALg| > m then

7 ALg <+ mod (ALy+7,27) — 7
8  end if

9:  Hj < Round(ALy/AQ)

10: AU + ug —uy — HyAf

11:  if |[AU| > 7 then

12: AU + mod (AU + 7,27) — 7
13:  end if

14:  H, + Round(AU/AD)

150 H*® = |Hy| + |H,|

16: end for

17 H «— miH(HAZA,HAZD,HD2A,HD2D)
18: Return H.

to A2A or A2D path mode, respectively.

(b) The access satellite of User 1 is assumed at the

descending segment, corresponding to D2A and D2D path mode. Furthermore, the satellite phase

angle u from its ascending node and longitude difference from the satellite to its ascending node

¢(u) for four path modes are specified in Table. Finally, the overall algorithm to estimate the

number hop-count between two ground users (or two satellites) is summarized in Algorithm [4.2

This algorithm considers the access satellite types and variables in the general model corresponding

to four potential path modes and the final hop-count is the minimum of the four path modes

H:min(HAzA HA2D HDZA HD2D>'
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The content of this chapter was published in the following paper:

Minh Dat Nguyen, Long Bao Le, and André Girard , “Integrated UAV Trajectory Control and Re-
source Allocation for UAV-Based Wireless Networks With Co-Channel Interference Management,”
IEEE Internet of Things Journal, vol. 9, no. 14, pp. 12754-12769, Jul. 2022.

5.1 Abstract

In this chapter, we study the trajectory control, sub-channel assignment, and user association design
for unmanned aerial vehicles (UAVs)-based wireless networks. We propose a method to optimize
the max-min average rate subject to data demand constraints of ground users (GUs) where spec-
trum reuse and co-channel interference management are considered. The mathematical model is a

mixed integer non-linear optimization problem which we solve by using the alternating optimiza-
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tion approach where we iteratively optimize the user association, sub-channel assignment, and UAV
trajectory control until convergence. For the sub-channel assignment sub-problem, we propose an
iterative sub-channel assignment (ISA) algorithm to obtain an efficient solution. Moreover, the suc-
cessive convex approximation (SCA) is used to convexify and solve the non-convex UAV trajectory
control sub-problem. Via extensive numerical studies, we illustrate the effectiveness of our proposed
design considering different UAV flight periods and number of sub-channels and GUs as compared

with a simple heuristic.

5.2 Introduction

Next-generation wireless communications networks are expected to provide much higher capacity,
lower latency, better communication reliability and stability for billions of devices anywhere and
anytime [5,/191]. However, deployment of an efficient fixed terrestrial wireless infrastructure can
be quite challenging in certain scenarios, e.g., emergency situations such as natural disasters and
fast service recovery. To this end, unmanned aerial vehicle (UAV) communications can overcome
certain limitations of a fixed wireless communications infrastructure where UAV communications
can improve the coverage, users’ quality of service (QoS), and the communication resilience and
availability thanks to their attributes such as mobility, flexibility, and controllable altitude [9,|14,
70,192].

The design of effective UAV-enabled communications networks, however, is quite challenging [9].
First, channel modeling for different UAV communication is a major research challenge. Specifically,
communication channels for air-to-ground (A2G) communications between UAVs and ground users
must be appropriately modeled considering possible line-of-sight (LoS) and non-line-of-sight (NLoS)
propagation conditions. Second, efficient deployment of UAVs in three-dimensional (3D) space or
effective control of UAVS’ trajectories significantly impacts communications performance such as
UAV’s flight time, energy consumption, and GUs’ QoS. Finally, development of resource allocation
algorithms that can efficiently manage and assign various types of network resources, including
communication bandwidth and transmit power for users, is of critical importance for UAV-enabled

communications networks.
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Generally, UAVs can act as mobile users, relays, or flying base stations (BSs) to enhance the
coverage and capacity of wireless networks. There has been a great deal of research on these UAV
communications scenarios in recent years. In particular, research on data collection for wireless
nodes in wireless sensor networks (WSNs) and Internet of Things (IoT) leveraging the UAV com-
munication has been an active research topic [61-64]. In [61], a cellular-enabled UAV communication
setting with given UAV’s initial and final locations of a single UAV was considered where the design
goal was to minimize the UAV’s mission completion time by optimizing its trajectory. The opti-
mization of the UAV’s trajectory was also studied in [62] for a WSN where one UAV is used as a
mobile data collector to minimize the maximum energy consumption of all sensor nodes. Similarly,
the authors of |63] proposed an energy-efficient framework for a WSN using a flying UAV whose

stopping positions were optimized for efficient data collection. Finally, placement optimization for

multiple UAVs was studied to achieve low overhead and high sensor search accuracy in [64].

There have also been much work for UAV-enabled wireless networks in which UAVs act as
relays [65-69]. Specifically, two-dimensional placement or trajectory optimization of UAVs have been
studied where UAVs are mostly assumed to stay at a fixed altitude. The joint power and UAV’s
trajectory optimization to maximize the end-to-end throughput from a source to its destination
for the UAV-based relay network was also studied in [65], For the network setting with multiple
UAVs, the authors of [66] considered the joint optimization of the power, bandwidth allocation, and
UAVS’ trajectories to maximize the average end-to-end throughput. In [67], the authors studied
a UAV-to-ground secure communication system with a single UAV relay at a fixed altitude and
multiple eavesdroppers. Here, the design objective is to maximize the minimum secrecy rate by
jointly optimizing the transmit power and location of the UAV. Moreover, by using a UAV full-
duplex relay at a fixed altitude, the authors of [68] jointly optimized the transmit power and UAV’s
trajectory to achieve the maximum destination node’s throughput considering spectrum sharing
with terrestrial device-to-device (D2D) communications. The authors of [69] considered the 3D
placement of a single UAV acting as a relay for a network with multiple communication pairs of
source and destination nodes on the ground. Here, the design objective was to maximize the network

throughput by jointly optimizing the transmit power, bandwidth allocation, and UAV placement.

Finally, UAVs can serve as aerial BSs to provide on-the-fly communications and enhance the
performance of the terrestrial wireless networks. In fact, UAV placement and trajectory control

optimization have been studied in [41,72-77]. For the UAV placement, the authors of [72] proposed
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an analytical framework to optimize the UAV’s altitude providing maximum coverage. The authors
of |73] optimized the required number of UAVs and their positions to provide the best wireless
coverage for a group of GUs. The joint bandwidth and power allocation for multi-hop UAV based
downlink communications was studied in [74] where orthogonal bandwidth allocation for both access
and backhaul links was considered. In our previous work [75], we considered the joint placement
for stationary UAVs and non-orthogonal bandwidth allocation for wireless access links. In [76],
the joint optimization of power allocation and trajectory control for the frequency-division multiple
access (FDMA) UAV-based wireless network was studied. In [77], the joint optimization of user
association, power allocation, and UAV’s trajectory control for the wireless network with multiple
UAVs was considered assuming no co-channel interference. Moreover, the authors in [41] jointly
optimized the scheduling, user association, power allocation, and UAV’s trajectory control for the

time-division multiple access (TDMA) based wireless network.

While the papers mentioned above have considered the optimization of the UAV placement or
UAV trajectory control and resource allocation in different network settings, there are still various
research issues deserving more in-depth studies. In particular, spectrum reuse to support commu-
nications between multiple UAVs and GUs is needed in practice to enhance the spectrum efficiency
and network performance; however, efficient co-channel interference management techniques must
be developed. Moreover, many practical application scenarios such as data collection, informa-
tion sharing require to guarantee data transmission demand constraints of individual GUs. To fill
these research gaps, we study in this chapter the joint UAV-GU association, resource allocation,
and UAV trajectory control for UAV-based wireless networks with spectrum reuse and interference

management. The main contributions can be summarized as follows:

o We formulate the joint UAV-GU association, UAV trajectory control, and non-orthogonal sub-
channel assignment problem for UAV-based wireless networks. We maximize the minimum
average rate of all GUs considering constraints on data transmission demands of individual

GUs.

o We solve the underlying mixed-integer non-linear optimization problem (MINLP) problem
using the alternating optimization approach. We solve the UAV-GU association, sub-channel
assignment, and UAV trajectory control sub-problems separately in each iteration until con-

vergence. We develop an iterative sub-channel assignment (ISA) algorithm to tackle the sub-
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channel assignment sub-problem. Given the UAV-GU association and sub-channel assignment
solutions, the UAV trajectory control sub-problem is a difficult non-convex problem. We pro-

pose to use the successive convex approximation (SCA) technique to convexify and solve this

sub-problem. We then present a short complexity analysis of the proposed algorithm.

o Extensive numerical results are presented to show the performance of our algorithm. Specifi-
cally, we compare the network performance when the proposed ISA sub-channel algorithm and
a baseline heuristic sub-channel assignment with interference management (SAIM) algorithm
are used to solve the joint problem. We also study the impacts of different parameters and
the importance of trajectory control on the achievable performance. Finally, we illustrate the

convergence of the algorithm.

The remainder of this chapter is organized as follows. In Section [5.3], we discuss the related work
on joint optimization of UAV trajectory control and bandwidth allocation. Section presents
the system model and problem formulation. In Section 5.5, we describe how we solve the three
sub-problems and provide the convergence and complexity analysis of the proposed algorithm.
Section [5.6| presents the numerical results for performance evaluations of the algorithm. Finally,

Section [5.7] concludes the chapter.

5.3 Related Work

A summary of recent work on joint UAV trajectory control and bandwidth allocation is given in
Table[5.1] In fact, data transmission demand constraints and spectrum reuse with interference man-
agement have a significant impact on the achievable performance of UAV-based wireless networks;
however, taking the these aspects into account makes the design very challenging. Therefore, we
include these design aspects in addition to others for related work in Table[5.1] This table confirms
that our current work considers all key design aspects and provides fairness for GUs by maximizing
the minimum average rate of the GUs so that our work presents a more extensive design framework

for UAV-based wireless networks compared to the existing literature.
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Table 5.1 — Related work on UAYV trajectory and bandwidth allocation for UAV-based wireless networks

o e Data Demand Trajectory . . Spectrum
*Ref. Type Objective Constraint Optimization Bandwidth Allocation Reuse
f134) Single Minimize UAV . No Yes COI.ltlIluouS bandwidth No
| UAV energy consumption assignment
[135] Single Maximize system Yes Yes Cogtlnuous bandwidth No
| UAV energy efficiency assignment
. Maximize minimum . .
|136] Single average rate of Yes Yes Co?tmuous bandwidth No
UAV assignment
|| delay-tolerant users
Multiple | Maximize uplink .
J137] UAVs sum-rate Yes No Sub-channel assignment Yes
Multiple | Maximize system .
J7138] UAVs energy efficiency Yes Yes Sub-channel assignment Yes
Single Maximize minimum .
[39] UAV average rate of GUs No Yes Sub-channel assignment No
7 Single Maximize minimum .
J139] UAV average rate of GUs Yes Yes Sub-channel assignment No
Multiple | Maximize minimum .
J140] UAVs average rate of GUs Yes Yes Sub-channel assignment Yes
This Multiple | Maximize minimum .
Work | UAVs average rate of GUs Yes Yes Sub-channel assignment Yes

On the one hand, the paper [134] jointly optimized the power, continuous bandwidth assignment,
and 3D UAV’s trajectory where the objective is to minimize the total UAV’s energy consumption.
This work did not consider data transmission demand constraints and co-channel interference. A
block coordinate descent algorithm was used to iteratively optimize the resource allocation and
UAV’s trajectory control. The authors in [135] addressed the joint design of user scheduling, trans-
mit power, continuous bandwidth assignment, and UAV’s trajectory control in the 3D space to
maximize the system energy efficiency. However, this work did not consider co-channel interfer-
ence and an iterative algorithm using the Dinkelbach and block coordinate descent techniques was
proposed to solve the problem. The authors in [136] also studied the UAV’s trajectory and con-
tinuous bandwidth assignment without considering co-channel interference. The design goal was to

maximize the minimum average rate of GUs using an alternating optimization technique.

On the other hand, the work [39,137-140] mainly studied the sub-channel assignment and UAV
trajectory control. An exception is [137] where the authors discussed the sub-channel assignment
while considering co-channel interference and UAV velocity control with a known trajectory to
maximize the uplink sum rate through an iterative algorithm. The authors of [138] studied the
network setting with only two UAVs i.e., transmitter and jammer, to maximize the system energy
efficiency by jointly optimizing the transmit power, sub-channel assignment, and UAV trajectory
control using an alternating optimization algorithm with a relaxation of the binary sub-channel

assignment decision variables. Moreover, the design in [39}139}/140] was to maximize the minimum
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average rate of GUs. The co-channel interference was considered only in [140]. The sub-channel
assignment was investigated in [39] for a network where the UAV used orthogonal frequency-division
multiple access (OFDMA). Bandwidth, power allocation, and UAV’s trajectory control were jointly
optimized using the block coordinate descent method. A backhaul-aware design to maximize the

minimum average rate for GUs was proposed in [139,140] using an alternating optimization approach

to solve the joint problem of sub-channel assignment and UAV’s trajectory control.

Even though there has been some limited work on the joint sub-channel assignment and UAV’s
trajectory design considering spectrum reuse and co-channel interference management, this re-
search direction remains under-explored in the UAV communication literature. In our preliminary
work [140], we developed a heuristic algorithm for the UAV trajectory control and sub-channel
assignment problem. The present work makes several significant extensions of this conference work.
Specifically, we solve three sub-problems, namely the UAV-GU association, sub-channel assignment
and UAV trajectory control, and develop an integrated algorithm to solve the joint optimization
problem of UAV-GU association, sub-channel assignment and UAV trajectory control. Moreover,
we give a complexity analysis and prove the convergence of the integrated algorithm. Finally, much
more extensive numerical results are presented in this chapter compared to those in the conference

paper to demonstrate the efficiency and desirable performance of the proposed algorithm.

5.4 System Model

We consider a network where a set of UAVs denoted as M = {1, ..., M }, provides wireless connec-

tivity for a set of GUs, denoted as K = {1,..., K} as shown in Fig.

We assume that each GU needs to receive a specific amount of data from UAVs in the downlink
direction. This can be the case in many practical scenarios, e.g., GUs want to receive video files
from the UAV such as specific scenes of a football match. Because the UAVs are flying at a relatively
high altitude, we assume that all communications, be it UAV-to-BS or UAV-to-GU, are dominated

by line-of-sight (LoS) propagation.

The UAVs are assumed to be connected to the core network wirelessly through one cellular BS
where the UAV-BS links are assumed to have sufficiently large capacity i.e., by using mmWave com-
munications. The assumption of LoS propagation for these channels is necessary because mmWave

communications are very sensitive to blockage, which degrades the communication rate and relia-



130

. :) Coverage area of UAV

Ground user
D Q Desired area

Figure 5.1 — UAV based wireless network.

bility significantly. Also, the large bandwidth available at mmWave bands enables us to achieve the
high capacity required by the backhaul links [193].

The UAV-GU channels, on the other hand, don’t use mmWave communications since there are
still many unresolved issues on the design of the hardware and physical layer for the transceivers
deployed on UAV-based mmWave communications. For instance, more work is needed on highly
directional antennas with efficient beamforming training and tracking to take into account the UAV
movement and the channel Doppler effect. This is particularly difficult since the UAV’s position
and GUs discovery are tightly coupled [9]. For these reasons, we assume that only omni-directional
antennas are installed on the UAVs to enable the low-complexity transceivers needed to achieve

omnipresent coverage and dynamic GUs connections.

We assume that the UAVs fly at a fixed altitude H over a flight period of T > 0 seconds. The
flight period is divided into N time slots where the set of time slots is denoted as N’ = {1, ..., N}.
At any time slot during the flight period T', each UAV can communicate with multiple GUs at the
same time using OFDMA. The GUs are assumed to be located on the ground at zero altitude with

fixed horizontal coordinates rj = (z},y}), Vk € K.
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Table 5.2 — Key notations

Known Parameters

C Number of sub-channels
C Set of sub-channels
dmin Minimum inter-UAV distance
D" Minimum data transmission demand of GU k&
H Fixed altitude of UAVs
K Number of ground users (GUs)
K Set of GUs
M Number of UAVs
M Set of UAVs
N Total time slots
Prax Total transmit power of UAV
P Transmit power on each sub-channel (p = Pmax/C)
ry Fixed horizontal coordinate of GU k (r}, = (z}, %))
To Center location of the considered network area
Ro Radius of the considered network area
Te Radius of the circular cluster area
o’ Power of the additive white Gaussian noise (AWGN)
T Flight period
At Element slot length (At =T/N)
Vinax Maximum speed of UAV
g Maximum horizontal distance that the UAV can travel
max in each time slot (Smax 2 VmaxAt)
w Bandwidth of each sub-channel
Decision and Auxiliary Variables
Wi,m[N] Association between UAV m and GU k in time slot n
02 ,cn] The sub-channel c is assigned to GU k in time slot n
Time-variant horizontal coordinate of the UAV m
A ] in time slot n (qm [n] = (2%,[n], v2. [n]))
Q Vector of all UAVs-GUs association decision variables
Q = {wk,m[n],Vk,m,n}
e Vector of all sub-channel assignment decision variables
O = {0k,c[n],Vk,c,n}
Q Vector of all time-variant horizontal coordinate of the UAVs
Q = {am[n],Ym,n}
Minimum average rate of all GUs
Functions
Set of sub-channels used by UAV m in time slot n
el Conln]l = 370 320 whm[n]Oke[n], where |Con[n]]
denotes the number of sub-channels used by UAV m
in time slot n
die,m 1] Distance between UAV m and GU k in time slot n
Channel power gain from UAV m and GU k
gk.m 1] in time slot n
Signal-to-interference-plus-noise ratio (SINR) at GU k
Ve,moe (] served by UAV m in time slot n
00 Channel power gain at the distance of 1 m
Ryomo[1] Achievable rate of GU k served by UAV m
e in time slot n on the sub-channel c
Ry [n) Total rate achieved by GU k in time slot n
Re Average rate per all slots

of GU k
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Let C be the number of sub-channels available to support the wireless access links between
UAVs and GUs. We denote the total transmit power of each UAV as Py > 0. We assume that the
uniform power allocation is used by each UAV i.e., the transmit power on each sub-channel is equal
the total transmit power P,y divided by the total sub-channels used for downlink communications

and is given by

(5.1)

The list of key notations in this chapter is given in Table [5.2]

5.4.1 UAV-GU Association

Given the locations of the UAVs in each time slot, GUs need to be associated with the UAVs offering
high-quality communications. For this, we define the binary UAV-GU association decision variable
wk,m[n] which is equal to 1 if GU k is served by UAV m in time slot n and equal to 0, otherwise.

Since each GU is associated with exactly one UAV in each time slot, they must meet the constraints

M
Z wk,m[n] = 1,Vk, n. (5.2)
m=1

5.4.2 Sub-channel Assignment

In addition to the UAV assignment, let W (MHz) denote the bandwidth of each sub-channel and
C ={1,...,C} denote the set of sub-channels. Besides, we have to decide the set of sub-channels to

be assigned for each GU. The corresponding decision variables are defined as

1 if sub-channel c is assigned to GU k
(5.3)

Ok,cln] = in time slot n

0 otherwise.

The first requirement for the assignment is that each GU must be assigned at least one sub-

channel at all times in order to maintain a continuous communication. This can be expressed as
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C
> Oeln] =1,k n. (5.4)
c=1

Another constraint on the assignment is that for a given UAV, a sub-channel can be used to

support only one GU. This leads to a coupling between the w and 6 variables expressed as

K
Y wkm[nlOren] <1, ¥m,n,c, (5.5)
k=1

This constraint is the reason why we need to distinguish between the channels, even though they

all have the same bandwidth.

5.4.3 UAYV Trajectory Control

We optimize the UAVS’ trajectories over the flight period T. This can be typically performed to
achieve performance targets in data throughput and delay [41]. We assume that the UAV’s energy
is sufficiently large to cover its flight operation and wireless communications over the flight period
T. This assumption is supported by [194] where a UAV equipped with a 3-cell, 3250mAh, and

11.1V LiPo battery can have a flight time of about 20 minutes.

The horizontal coordinate of UAV m in time slot n is denoted as qu[n] = (z4,[n],yd,[n]). We
assume that each UAV m must come back to its initial position at the end of the flight period, i.e.,

its trajectory must satisfy the following constraint:

am[l] = qm[N],Vm € M. (5.6)

The slot interval At = T'/N is set sufficiently small so that each UAV just flies a small distance
during each time slot even at the maximum speed Vi.x. Hence, the UAVS’ trajectories must satisfy

the following constraints:

IA

S2 n=1,...,N —1,Ym, (5.7)

lam[n + 1}_Qm[n]”2

lam[n] — q;[n]|* > d2in, YR, m,j # m, (5.8)
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where ||.|| denotes the Euclidean norm, Spax = VinaxAt is the maximum horizontal distance that the
UAV can travel in each time slot, dmi, denotes the minimum inter-UAV distance and constraints ([5.8|)

are imposed to ensure collision avoidance among UAVs.

5.4.4 Communication Model

Recall that we have assumed that the communication links from UAVs to GUs are dominated by
the LoS propagation where the channel quality is mostly dependent on the UAV-GU distance. In

time slot n, the distance between UAV m and GU k can be calculated as

di ] = \/ H2 + |[am[n] — xd|%. (5.9)

The channel power gain from UAV m to GU k in time slot n on sub-channel ¢ is assumed to

follow the free-space path loss model and it can be expressed as

— P0
Gkm|n] = pod %[n] = , (5.10)
" H? + |[qm[n] — ry||?

where pg presents the channel power gain at the reference distance of 1 m. The received signal to

interference plus noise ratio (SINR) at GU k on sub-channel ¢ can be calculated as

_ PGem[1]
T M K nlo . 2’
D=1 jm Dozl etk W) [n]0: c[n]pgk,;[n]+o

Vie,mocln] (5.11)
where o2 is the power of the additive white Gaussian noise (AWGN) at the receiver. The term
Zj]\iu#m 25:172#; W, ;[n]0z.c[n|pgk j[n] represents the interference at GU k on the sub-channel c
due to the transmissions of other UAVs in time slot n on this sub-channel. The achievable rate of
GU k served by UAV m in time slot n on the sub-channel ¢, denoted by Ry, c[n] in bits/second

(bps), can then be expressed as

sz,m,c[n] = Wk,m [n]‘gk,c[n]WIOgQ (1 + 'Vk’,m,c[n]) . (5'12)
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Therefore, the total rate achieved by GU k in time slot n, denoted by Ry[n], can be written as

M C
Ri[n] = > > Rimeln]. (5.13)

1 N M C
= 52 2 2 Wkm[nllk[nIW logy (L+ykmeln]) (5.14)

5.4.5 Problem Formulation

For convenience, we gather different decision variables as Q = {wy, y[1], Yk, m,n}, Q = {qm[n], Vm, n}
and © = {6y .[n],Vk,c,n}. Our design goal is to maximize the minimum average rate achieved by
all GUs by jointly optimizing the user association i.e., {2, sub-channel assignment i.e., @, and UAV

trajectory i.e., Q over all time slots of the flight period.

The average rate Ry, in is a non-linear function with respect to three decision variables
2,0, and Q. Instead of performing the max-min optimization of this non-linear function, we
introduce the function 7 (9,0,Q) = glellrcl Rj, as the minimum average rate of all GUs. Then,
our optimization problem becomes equivalent to maximizing 7 (€2, ®, Q), which is more tractable.
Moreover, we assume that GU k,Vk € K, has the minimum data transmission demand of D,Ti“,
which must be received in the downlink direction over the UAV flight period. Then, the joint
UAV-GU association, sub-channel assignment, and UAV trajectory control optimization problem

to maximize the minimum average rate over all GUs can be formulated as
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(P1): max 7 (5.15)
7,$2,0,Q
s.t. Ry > n, Vk, (5.15a)
N .
> AtRg[n] > D™, Vk, (5.15b)
n=1
||T0 - qm[n]H S ROa Vm, n, (515C)
M
> wrmn] =1, Vk,n, (5.15d)
m=1
K
Z wk,m[n]ek,c[n] S 1,Vm, n,c, (5156)
k=1
c
Zek,C[n] > 17Vk7n7 (515f)
c=1
am[1] = qm[N], Vm, (5.15g)
lam[n + 1] — am[n]|)* < S2.,, n=1,...,N—1, (5.15h)
lam[n] — q;[nl1* = da,, ¥n,m, § # m, (5.151)
wk’,m[n] € {Oa 1}7Vk7m7n7 (515J)
Ok.c[n) € {0,1},Vk, ¢, n, (5.15k)

where Ry represents the radius of the network area centered at rg. Constraints capture
the required data transmission demand for each GU over the flight period of T seconds. while
constraints ([5.15c|) restrict the trajectories of all UAVs inside the desired network area. Moreover,
— present the UAV-GU association constraints, — capture constraints on
the sub-channel assignment, and — represent constraints on the UAVS’ trajectories. It

can be seen that the constraints (5.15a)), (5.15b)), and ([5.151) are non-linear and integer decision vari-

ables are involved in ((5.15j) and ([5.15k) for the UAV-GU association and sub-channel assignment,

respectively. Hence, problem (5.15) is a mixed integer non-linear optimization problem (MINLP),
which is difficult to solve optimally. In the following section, we describe how to compute good

feasible solutions to this problem.
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5.5 Proposed Algorithm

We adopt the alternating optimization approach to solve problem (5.15)) where we iteratively op-
timize each set of variables given the values of other variables in the corresponding sub-problems

until convergence. We describe how to solve these different sub-problems in the following.

5.5.1 UAV-GU Association Given Sub-channel Assignment and UAV Trajectory

Control

For the given sub-channel assignment ® and UAV trajectory Q, the problem of optimizing the
UAV-GU association € = {wy m,[n|,Vk, m,n} to achieve the max-min average rate over all GUs is
still a integer non-linear optimization problem. To make the problem more tractable, we relax the

integer decision variables in €2 into continuous decision variables, which yields the following problem

(P1.1): max 7 (5.16)
7,82
st. 0 <wpmln| <1,Vk,m,n, (5.16a)

constraints (5.15a]), (5.15b)), (5.15d), (5.15¢)).

Even with this relaxation, problem ([5.16)) is still a non-convex optimization problem due to the non-

convex constraints (5.15a) and (5.15b). To this end, Ry, c[n], in constraints (5.15al) and ([5.15bj),

can be re-written as

PYr.m [
Rimeln] = wim[n]Okc[n]W log, (1 + : )
j]\/il,jyém Zf:u;ék Wz,j [”]9z,c[”]P9k,j [n] + o2
> Wi m [0k o []W RE . o[n], (5.17)
where
PYre,m (1]

R’Ig\m c[n] S 10g2 (1+ : ) (518)

o j]\/il,j;ém Zf:l,z;ék Wz,j [n]@zc[n]pgm [n]+o?
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By introducing auxiliary variables RA = {Rj '‘m.cln); Vk,m, c,n}, problem (5.16) can be reformulated

as
(P1.1°%): max -1 (5.19)

7,8,
1 N
o 2
n=1lm
N M
> >
n=1m=1 c

constraints ((5.15dJ), (5.15¢€)), (5.16al), (5.18)).

C
> whm[n] B . c[0]0k c[n]W > m, (5.19a)

c=1

M=

Il
—

MQ

Atwy m[n kac[ 10k [n]W > D, (5.19b)
1

It can be seen that the constraints , , and are still non-linear. Thus, prob-
lem is still a non-convex optimization problem. To tackle this challenge, the successive convex
optimization technique can be applied. First, let us consider the left-hand side (LHS) of
and with the variables of wy, ,,[n] and R/g’m’ [n], and based on the first-order Taylor expan-
sion at the given points w,’;m[n] and RQ’% .[n] in the r-th iteration of the approximation process, we

can obtain the following inequality

ol el 2 5 = (el R 1) 42k R 1) (sl ) -

(1okanli) Bl ])] 2 RS ). (5.20)

Moreover, the right-hand side (RHS) of constraints (5.18]) is convex with respect to w; j[n]. Thus,

by applying the first-order Taylor expansion at the given points w? ; [n], we can obtain the lower

bound R’,:‘f;’fc [n] as in (5.21)).

PGkm[n]
log <1+ ’
2 Zj;ém Zz;ﬁk We,j 1] QZ,C[R]PQk,j [n]+02

PGkm 1] 3
(1+ Zj;ﬁm Zz;ék wZ [1]0. c[n]pgr j[n]+o? )

r A R
ST A jkmeln] (ws gln] — W [n]) = R [,
J#EmM z#£k

) > log,

(5.21)

where

T

w? ;[n]0:.c[n]p? gk, [n]gn,m[n] loga(e)

Az,j,k,m,c[n]:

( D jtm 2ak W 5100z c[n]PGE 5 [n]+a2> ( D itm 2ont W ;002 c[n]PgE 5 [n]+02+pgk,m[n])
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Algorithm 5.1. SCA-based Algorithm to Solve (5.19)

: Initialization: Set r := 0, generate an initial point (QO,RA’O) of (5.22));
repeat
r.=r+41;

Solve to obtain optimal values (Q*, RA’*);
Update (QT,RA“) = (Q*,RA’*);

until Convergence

: Output 7}, Q* RA*.

NPTy

Using the approximations above, problem ([5.19)) can be approximated by the following problem:

P1.17): r 5.22
( ) T (-22)
1 N M C
st SNSRI )0k c[n]W > L, VE, (5.22a)
n=1m=1c=1
N M C ]
SN ST AR [0]0y [n]W > D, ik, (5.22b)
n=1m=1c=1 T
Rézm:C[n] < Rﬁ,ﬁfc[nLij? m,c,n, (522C)

constraints (5.15d)), (5.15€]), (5.16a)).

It can be seen that all constraints are linear. Hence, problem is a standard convex optimization
problem which can be solved efficiently by any convex optimization solvers such as CVX-Mosek [38].
Detailed description of our proposed algorithm to solve the UAV-GU association problem is given
in Algorithm In the solution obtained by Algorithm if the UAV-GU association variables
wk,m[n] are all binary, then the relaxation is tight and the obtained solution is also a feasible solution
of problem (P1). Otherwise, the UAV-GU association solution needs to be recovered by rounding
it to the nearest integer of 0 or 1. Furthermore, since constraints and are met with
equalities in the solution of , a binary solution can be recovered.

5.5.2 Sub-channel Assignment Given UAV-GU Association and UAV Trajectory

For the given UAV-GU association and UAV trajectory {2, Q}, we optimize the sub-channel assign-

ment © = {0 .[n],Vk,c,n} to achieve the max-min average rate among all GUs and this problem
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Find sub-channel assignment solution
to satisfy data demand constraints of all GU

:

Perform iteratively sub-channel assignment
for GU with minimum average rate in each iteration
to improve minimum average rate of system

Figure 5.2 — Two main phases of proposed sub-channel assignment algorithm.

can be expressed as follows:

(P1.2): max 7 (15.23))
7,0

s.t. constraints (5.15al), (5.15b]), (5.15€)), (5.15{), (5.15k]).

Proposition 5.1. Problem (P1.2) is NP-hard.

Proof. The proof is given in Appendix [5.8.1} O

This integer non-convex optimization problem is difficult to solve because sub-channel assign-
ments must be optimized over multiple UAVs, GUs, and time slots during the flight period. Hence,
we propose a heuristic but efficient algorithm for sub-channel assignments. Key phases of the

proposed algorithm are described in Fig.

Recall that our design objective is to maximize the minimum average rate among all GUs and
satisfy the data transmission demands of individual GUs, i.e., D", Vk € K. Hence, in the first
phase, we perform sub-channel assignments for each GU to not only improve the design objective,
but also ensure the constraints on data transmission demands of all GUs be satisfied. Specifically,
we search a sub-channel assignment for each GU k associated with UAV m in a certain time slot
n to achieve higher and maximum increase in the average rate of GU k and ensure the minimum

average rate of the system is not decreasing in each assignment step.

After the required data transmission demands of all GUs are satisfied, the algorithm enters an
iterative sub-channel assignment loop where in each iteration, it searches the GU with the minimum
average rate and finds the best sub-channel assignment achieving the highest and better average

rate for the underlying GU while improving the minimum average rate of the system. In fact, the
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Algorithm 5.2. ITterative Sub-channel Assignment (ISA) Algorithm

Require: M UAVs, K GUs, C sub-channels;
1: Given: UAV-GU association, UAV trajectory control;
Ensure: Max-min average rate (Ry), 0;

2: k=1,

3: while k£ < K do

4: repeat

5: Calculate the minimum average rate of the system: minrate = mingex{ Ry };

6: Given GU £k, identify all UAV and time slot pairs {m,n} with {wk mn[n] =1};

7 Given GU k and each pair {m,n} identified in step 6, find the sub-channel ¢ for assignment to

achieve the highest and better average rate for GU k;

8: Compare all potential sub-channel assignments for different pairs {m,n} found in step 7, realize
the best sub-channel assignment if it can improve the minimum average rate of the system, i.e., we
calculate rate = ming¢ ;C{Rk} and the new sub-channel assignment must satisfy minrate < rate;

until > Dy[n] > Dpin

10: k< k+1;

11: end while

12: repeat

13:  Find GU k = argmingex{Ri};

14:  Calculate the minimum average rate of the system: minrate* = minke;g{]j?k};

15:  Given GU k, identify all UAV and time slot pairs {m,n} with {w n[n] =1};

16:  Given GU k and each pair {m,n} identified in step 15, find the sub-channel ¢ for assignment to achieve
the highest and better average rate for GU k;

17:  Compare all potential sub-channel assignments for different pairs {m,n} found in step 16, realize the
best sub-channel assignment if it can improve the minimum average rate of the system, i.e., we calculate
rate = ming¢ K{Rk} and the new sub-channel assignment must satisfy minrate* < rate;

18:  Update minrate® = rate;

19: until Convergence

20: Update n* < minrate*;

21: Return n*, ©*.

©

method to determine the best sub-channel assignment solution in this loop is similar to that in the
previous phase. The algorithm terminates when the minimum average rate of all GUs cannot be

improved further.

U

Details of the proposed algorithm called “Iterative Sub-channel Assignment (ISA) Algorithm’
are given in Algorithm Let Dg[n] denote the mount of data transmitted to GU k in time slot
n. Then, the sum of Dg[n| over different time slots of the flight period should be greater than
the required data transmission demand for this GU, i.e., Dg‘i". In the first phase of the proposed
algorithm, we perform sub-channel assignments for each GU k until its required data transmission

demand is satisfied. Details of this phase are described from step 4 to step 9.

Specifically, the UAV serving a GU of interest is identified based on the UAV-GU association
decision variable, i.e., wi m[n]=1, which is the solution obtained from Section In particular,
step 6 identifies all potential pairs of UAV m and time slot n over the flight period for GU k. Then,



142

we search the best sub-channel ¢ for one UAV and time slot pair (m,n) among those found in step
6 and perform the corresponding sub-channel assignment, i.e., 0 .[n]=1, to achieve higher average
rate for GU k while ensuring the minimum average rate of the system not decreasing. These steps
are presented from step 7 to step 8. The sub-channel assignment solution is identified by searching
over all available sub-channels and time slots for GU k while maintaining constraints ,
and . After performing the best sub-channel assignment in a certain time slot for GU £, its
data transmission demand constraint is verified. More sub-channel assignments can be performed

until the data transmission demand constraint of each GU k is satisfied.

Then, we attempt to improve the minimum average rate of the system in the following steps.
In each sub-channel assignment iteration, we find the GU k with the minimum average rate in step
13. For the identified GU k, we can find the best sub-channel assignment in a certain time slot for
this user and ensure the minimum average rate of the system not decreasing similar to that in the
first phase. These steps are described from step 14 to step 17. After each sub-channel assignment,
the minimum average rate of the system is updated and the algorithm terminates when this value

cannot be improved further.

5.5.3 UAYV Trajectory Control Given UAV-GU Association and Sub-channel

Assignment

Given the UAV-GU association and sub-channel assignment {2, ®}, the problem optimizing the
UAV trajectory control Q = {qm[n],Vm,n} to achieve the max-min average rate over all GUs can

be written as follows:

(P1.3): max 7 (15.24)
7.Q

s.t. constraints (5.15a)), (5.15b)), (5.15d), (5.15g), (5.15h), (5.151).

This problem is a non-convex optimization problem due to the non-convex constraints (5.15al),
(5.15b)) and (|5.15i)). Therefore, it is difficult to solve this problem optimally. We design an algorithm

with three main steps to solve this problem as follows. In Step 1, we introduce some auxiliary

variables and transform problem ([5.24)) into an equivalent form. Then, we approximately convexify
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the corresponding problem in Step 2. Finally, we use a convex optimization solver to solve the

obtained convex problem in Step 3.

5.5.3.1 Step 1 - Equivalent Transformation

We first re-write the GU’s achievable rate in the difference of convex functions (DC) form (more

details can be found in Appendix [5.8.2). First, we re-write Ry, c[n] in constraints ([5.15a)) as

Rim,eln] = @k [n)08,e[n]W (Rim eln) = Rimc[n]) (5.25)
where
A M K
Rk,m,c[n]: 10g2 Z Z RQ,?,c,k,m[n]+a2 ) (526)
j=1z=1
) M K
Rj m.c[n]=logy Z Z R227C7k’m[n]+02 , (5.27)
j=1,j#m z=1,27#k
in which

+,j[0=.c[nlppo
RAb _ _walnff, : e
z,j,c,k,m[ ] H2+ qu [n] — I']léHQ ( )

We now introduce auxiliary variables S = {Sk’j [n] < |lqj[n] — ¥ ,Vj,k,n}. Applying this

to (5.28)), we have

Ab (,A)ZJ [n]9Z7c[n];)¢)0
f n < . 2
z,J,c,k,m[ ] = H?2 Sk,j [n] (5 9)
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Then, the problem ([5.24) can be reformulated as

(P1.3 ):n,%l%),(R n (15.30)
1 N M C . B
st 30 50 Yl W Rl Fimelin)) = . (5.300)

Ab wz,j[n]0:,c[n]ppo
. 5.30
z,j,c,k,m[ ] = H?2 Sk,j [n] ) ( C)
Skﬁn[n] S ||qm[n] rz||27v}€7m7na (530d

||T0 - q’m[n]H < R07 Vm,n,

qm[l] = Qm[N]a Vm,

[ [+ 1] =@ [1]||* <2, n=1, ..., N—1, (5.30g
lam[n] — a;[n]||* > din. Vr,m, j # m, (5.30h

where R = {RA® [n],Vk,m, z,j,c,n}.

Z7]7C7k7m

Ab
Z7j767k7m

constraints (5.30a)) and (5.30b|) are in the DC form. However, the constraints in (5.30c)), (5.30d)),
and (5.30h)) are still non-convex so that problem ([5.30) is still a non-convex optimization problem.

It can be verified that Ry, c[n] and Ry, c[n] are concave with respect to R [n]. Moreover,

5.5.3.2 Step 2 - Convex Approximation

We can handle the non-convex constraints (5.30a)) and ([5.30b|) using the successive convex ap-
proximation (SCA) technique. The non-convex constraint functions are approximated by con-
vex functions and the resulting optimization problem is solved iteratively. Specifically, we define

2
Q"={ay,[n],¥m,n} to represent the trajectories of UAVs and Sy ;[n] = ‘ to denote the

qj[n] —r}
distance between UAVs and GUs in the r-th iteration of this approximation. In addition, let 8", R"

be the achieved feasible variables in the r-th iteration.

We now describe how to convexify this problem. We first consider kac[n] a concave function

Ab
2,5,¢,k,m

with respect to R [n]. Recall that any concave function is upper-bounded by its first-order
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Taylor expansion at any point. Hence, we have
Rkvmvc[n] < R/l;l?m,c[n]a (531)

where R [n] is described in more details in Appendix

k,m,c

In addition, constraints (5.30c|) can be equivalently written as

RES  em [M)S,n] < w2 5[n]0: c[nlppo — RES ¢ g [ H.

2,5,¢,k,m

We can express the left-hand side (LHS) of this constraint in the DC form [175]. Hence, based on

Ab,r

the first-order Taylor expansion at the given points R Jekm

[n] and S ;[n] in the r-th iteration of

the approximation process, it can be approximated as
RE% o kem ]S 0] < RAPPT[n], (5.32)

where RAPP"[n] is given in Appendix m Thus, the constraints (5.30c) can be approximated as

Wz, ()02 c[n]ppo—RES o pm [P H? = RAPPT[n)]. (5.33)

Moreover, since ||qu[n] — ri[|? in the constraints (5.30d) is a convex function with respect to

am[n], we have the following inequality by applying the first-order Taylor expansion at the given

point q;,[n]:

lam[n] =z}l = llap, [n]—r} )| + 2 (ap, [n]—r)" (am[n]—ap,[n]) (5.34)

Furthermore, by applying the first-order Taylor expansion at the given point qy,[n] and qj[n]
to ||am[n] — q; [n]||?, the LHS of constraint (5.30L)) can be approximated by its lower bound as

2 T
dpn]=afln]|| + 2 (ap[n] = ofn]) (@mlnl—q;ln]) , Vitm n.  (5.35)

lam 7] —a;[n]I* = |
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Algorithm 5.3. SCA-based Algorithm to Solve (5.24)

: Initialization: Set r := 0, generate an initial point (QO, SO,RO) of (5.36);
repeat
r.=r+4+1;

Solve to obtain optimal values (Q*, S*, R*);
Update (Q",S",R") := (Q*,S*,R*);

until Convergence

: Output nt*‘rj,Q*,S*,R*.

IR AN R

5.5.3.3 Step 3 - Solving Approximated Convex Problem
Using the approximations above, problem (/5.30)) can be approximated as

. r
(P1.3”).77(,J{I(1§}S{»R Tt

1 N M R R
s.t. N Z Z Zwk,m[n]ak,C[n]W(Rk,m,C[n]_Rz?m,c[nD > 7781-, vk,

N M
Sy ZAtwk’m[n]Qk,c[n]W(Rkymyc[n]—R};E’m’C[n]) > DR v,

Skam[n] < llap,[n] = elI* +2 (ap,[n] = t2)" (@uln]—aj,[n]) , Vk,m,n,

d2 g—]

min

(6-309) — (5-309), (5.33)-

2 T
ap [l —a;[nl| +2 (aulnl=af[n]) " (amln]—asln]) ,¥j # m,n,

In this problem, constraints ([5.30g)) are convex while all remaining constraints are linear. Hence,

problem ([5.36]) is a standard convex optimization problem which can be solved efficiently by any

convex optimization solvers such as CVX-Mosek [38]. Detailed description of our proposed algorithm

to solve the UAV trajectory control optimization problem is given in Algorithm

5.5.4 Integrated UAV-GU Association, Sub-channel Assignment and UAV Tra-

jectory Control

Using the results presented in Sections [5.5.1], [5.5.2] and [5.5.3] our proposed algorithm based on the

alternating optimization method is described in Algorithm The convergence of this algorithm

is stated in the following proposition.
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Algorithm 5.4. Integrated UAV-GU Association, Sub-channel Assignment and UAV Trajectory
Control
Require: M UAVs, K GUs, C sub-channels and T
Ensure: Max-min average rate (Ry), 1; Let r = 1;
1: repeat
2:  Optimize the UAV-GU association given the sub-channel assignment and UAVS’ trajectories by solving
sub-problem using Algorithm [5.1] to obtain Q";
3:  Optimize the sub-channel assignment given the UAV-GU association and UAVS’ trajectories by solving
sub-problem using Algorithm to obtain @";
4:  Optimize the UAVS’ trajectories given the UAV-GU association and sub-channel assignment using
Algorithm [5.3] to obtain Q7;
5. Update r =r + 1;
6: until Convergence
7: Return n*, Q*, ©*, Q*;

Proposition 5.2. The proposed Algorithm creates a sequence of feasible solutions where the
objective value monotonically increases over iterations. As a result, the algorithm converges to a

feasible solution.

Proof. The proof is given in Appendix [5.8.3] O

5.5.5 Complexity Analysis

We now analyze the complexity of our proposed algorithm evaluated in the number of required arith-
metic operations. For the UAV-GU association sub-problem, since CVX [38] invokes the interior-
point method to solve the underlying problem , the involved complexity is (’)(m%/ 2(m1 +
ma)m3), where m; is the number of inequality constraints, my denotes the number of variables [195],
and O denotes the big-O notation. Hence, the complexity of this step is O(L1 N K %), where L is

the number of iterations required to achieve the convergence of Algorithm

We now analyze the complexity of the proposed iterative sub-channel assignment (ISA) algo-
rithm to solve the sub-channel assignment sub-problem i.e., Algorithm In the first phase of this
algorithm, we find the sub-channel assignment to satisfy the demand constraints for all GUs. For
each GU, the required complexity is dominated by operations in steps 6 to 8, which investigate all
sets of GUs, UAVs, sub-channels and time slots to identify the best assignment. The computational
complexity is O(I;1(KMNC)), where I; denotes the average number of iterations needed to ensure
that the data transmission demand of each GU is satisfied. Hence, the complexity of this phase is

O(I;(K2MNC)). In the second phase, step 13 finds the UAV with the minimum average rate and
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its complexity is O(KMNC). In addition, step 14 to step 17 are similar to those in the first phase
where the involved complexity is O(K M NC'). Thus, the second loop has the computation complex-

ity of O(2I2(KMNC')), where I denotes the number of iterations needed to achieve convergence.
Hence, the complexity of Algorithm [5.2]is O(I1 (K?MNC) + 2I5(KMNC)).

We now analyze the complexity of the SCA-based algorithm to solve the UAV trajectory con-
trol sub-problem. In step 4, we use the CVX solver to solve the convex optimization problem ([5.36|)
by using the interior-point method with the complexity of O(La N K %), where Lo is the number of
iterations required to achieve the convergence of Algorithm

Let L denote the number of iterations needed in the outer loop to reach convergence for Algo-
rithm Then, the overall computation complexity of the proposed algorithm is
O(L(Il(K2MNC) + QIQ(KMNC))).

5.5.6 Heuristic Sub-channel Assignment

For benchmarking purposes, a sub-channel assignment with interference management (SAIM) algo-
rithm is presented whose key steps are illustrated in Fig.[5.3] The performance comparison between

the SAIM and ISA algorithms are be discussed in Section [5.6

In the SAIM algorithm, we sequentially assign sub-channels to each GU until its data trans-
mission demand is satisfied. As a result, the constraint on the data transmission demand of each
GU is tracked during the assignments to get a feasible solution. The reason for this approach is
to minimize utilizing a sub-channel for different UAVs to mitigate the co-channel interference. In
particular, the set of all sub-channels, sets of sub-channels used by UAVs m and m/ in time slot n,
which are denoted as C,C,,[n], Cpy[n], respectively, are investigated to perform each sub-channel as-
signment. If all sub-channels are assigned to GUs and certain data transmission demand constraints
are still not satisfied, we reuse and allocate a sub-channel already assigned for certain GU k' served

by UAV m/ # m with maximum distance dj, s from GU k of interest to mitigate the interference.
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Figure 5.3 — Sub-channel assignment with interference management (SAIM).

5.6 Numerical Results

5.6.1 Simulation Setting

In this section, we evaluate the performance of the proposed algorithm. The parameter setting for
the simulations is similar to that in [39-41] and are summarized in Table We consider a circular
network area with radius Ry = 500m with two or more clusters i.e., hotspots, of GUs. The radius
of each circular cluster area is r. = 200m and different clusters are placed far enough apart not
to overlap. The distance between two neighboring clusters’ centers is set to satisfy the constraint
DO > din + 2 X r<(m). The altitude of all UAVs is assumed to be fixed at H = 100m. Moreover,
the required transmission data demand for each GU k (D) is set according to the size of short

videos e.g., video files with the resolution of 30 frames per second (fps) |42]).
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Table 5.3 — Simulation parameters

Parameter Description Value

M Number of UAVs 2, 3]

K Number of GUs [8,10,12, 14, 16]
C Number of sub-channels [20, 30, 40, 50, 60]
w Bandwidth of each sub-channel 1 MHz

T Flight period [20,40] s

At Length of each time slot 0.5s

H Altitude of UAVs 100 m

Te Radius of cluster 200 m

Prax Transmit power of UAV 30 dBm

o Noise power —110 dBm

fe Carrier frequency 2.5 GHz

Amin Minimum inter-UAV distance 20 m

Vinax Maximum speed of UAV [10 — 80] m/s

5.6.2 Algorithm Initialization

To execute our algorithm, we need to initialize the values of all variables. Here, we present a simple

method to initialize the variables related to UAV-GU association and UAV trajectory control.

5.6.2.1 Initial UAV-GU Association

We assume that each GU k is initially associated with the UAV providing the highest average

received signal strength (RSS) as follows:

Wi,m[n] =

1 m = argmax RSS) ,[n],
k

0 otherwise.

where the average RSS for the GU k and UAV m can be expressed as

RSS) m[n](dBm) = p(dBm) — gj ,n [n](dBm),

(5.37)

(5.38)

where p is the transmit power of UAV m used in its communication with GU k in time slot n on

each assigned sub-channel.
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5.6.2.2 Initial Circular UAV Trajectory

To set the initial circular UAV trajectory, we assume that each UAV serves a circular network
partition i.e., serving a cluster of GUs, with radius r. (m). For each network partition, we need to
determine its center ¢t = (ziNt yinit) and radius dnt for UAV m. These points are the centers of the
corresponding network partitions computed using the k-means clustering algorithm [196] for given lo-
cations of the K GUs. The initial circular radius for UAV m is given by d"'* = min (d,",‘f“, dma2 Te),
where d®1 = Ry — ||rg — c"'t|| denotes the maximum radius of circular trajectory of UAV m. The

UAV remains inside the desired area during the flight period and d? is the maximum radius of

the circular UAV trajectory with the same starting and ending points.

To determine d%axz, we approximate the largest circumference of a circle as the maximum
distance, denoted as D = Vo T, that the UAV can travel during the flight period. Therefore, we

have d"2 ~ D /27. Let ¢y, £ 21 =L Vn, we can initialize Q° = {q,[n],Vm,n} as follows:
af[n] = (2 + din cos g, yin* + dintsin g, ), Vm, . (5.39)

For the multi-UAV system, dnin denotes the minimum inter-UAV distance to ensure collision avoid-
ance, which must be maintained as we initialize the UAVSs’ trajectories. Fig.[5.4]illustrates the initial

circular trajectories for the network with 3 UAVs.

5.6.3 Numerical Results
5.6.3.1 UAV-GU Association

We first compare the performance achieved by the RSS based method and optimized solution
from for UAV-GU association with 2 UAVs, 40 sub-channels, initial circular UAV trajectories,
T = 20s, and the minimum required transmission data D,;"in = 5MB for each GU. The max-min
average rates achieved by the RSS based method and optimized solution by using Algorithm
are presented in TABLE for the UAV flight period T' = 20s. In addition, the SAIM algorithm
for sub-channel assignment and the UAVSs’ circular trajectories are used to evaluate the system
performance for different numbers of GUs. It can be seen that the optimized algorithm outperforms

the RSS based method for UAV-GU association.
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Figure 5.4 — Initial UAVS’ trajectories.

Table 5.4 — Comparison of RSS method and optimized solution for UAV-GU association.

Max-min rate Number of GUs
comparison (Mbps) 8 10 12 14 16
RSS method 10.5821 | 9.1238 | 7.6425 | 6.2541 | 5.1228
Optimized solution using Algorithm@l 11.1149 | 9.8503 | 8.5216 | 7.4138 | 6.4206

5.6.3.2 Sub-channel Assignment

We now evaluate the performance of the proposed ISA algorithm described in Alg.[5.2]and the SAIM
algorithm illustrated in Fig. Specifically, the max-min average rates due to different schemes
are shown in Fig. for the network with 2 UAVs, 40 sub-channels, UAV’s flight period T' = 20s,
and the maximum velocity of UAVs Viax = 40 (m/s). We see that the proposed design with ISA
algorithm, optimized UAV-GU association and trajectory control achieves the highest max-min
average rate among the considered schemes. In addition, the rate gaps between the proposed ISA
algorithm and other schemes increase when the number of GUs increases. For a given number of
sub-channels, more sub-channels are likely to be reused by different UAVs to meet the GUs’ data
transmission demands when the number of GUs increases and this will likely lead to stronger co-
channel interference. The results in Fig. imply that the proposed ISA algorithm can effectively

manage interference and resources.
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Figure 5.6 — Max-min rate under different number of sub-channels.

Fig. [5.6]illustrates the max-min average rates achieved by the proposed algorithm with different
number of sub-channels, for the 2-UAV and 3-UAV scenarios, 10 GUs, flight period T' = [20, 40]s,
and the maximum velocity of UAVs Vi« = 40 (m/s). We see that the max-min average rate
increases almost linearly as the number of sub-channels increases in the scenario with 2 UAVs and
the UAV’s flight period T' = 20s. Furthermore, the max-min average rate for the scenario with 3
UAVs is higher than that with 2 UAVs where the rate difference becomes larger when the number

of sub-channels increases.
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Figure 5.8 — Optimized trajectories for 3 UAVs, 16 GUs, and T = 20s.

5.6.3.3 UAYV Trajectory

Figs. and show the UAV trajectories for the scenarios with 2 UAVs and 3 UAVs, 16 GUs,
and UAV flight period T = 20s. For the setting with 2 UAVs and 16 GUs, it can be seen that

the optimized trajectories are not smooth and the UAVs fly close to the corresponding clusters of
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Figure 5.9 — Max-min rates with 2 UAVs.

GUs they are serving. Similar observations can be drawn for the scenario with 3 UAVs and 16 GUs

where UAVs tend to serve the GUs closer to them.

Fig. 5.9 shows the max-min average rate for the 2-UAV scenario under different number of GUs
and UAV flight period T = [20,40]s, maximum velocity of UAVs V. = 40 (m/s), and 40 sub-
channels. The results show that the max-min average rate increases when the UAV’s flight period
becomes longer. In addition, the rate difference between scenarios with the flight period T' = 20s
and T = 40s decreases when the number of GUs increases. This is because larger number of GUs

improves the radio utilization efficiency.

We show the max-min average rates achieved for scenarios with 2 UAVs and 3 UAVs under
different number of GUs in Fig. with parameters T = 20s, Vinax = 40 (m/s) and 40 sub-
channels. This figure shows that the max-min average rate achieved by 3 UAVs is larger than that
with 2 UAVs. This is because the UAV-GU distance is typically smaller when a larger number of
UAVs serves a particular number of GUs. However, the rate gap between the two scenarios decrease

when the number of GUs increases due to stronger interference with the larger number of UAVs.

We study the impact of the maximum UAV’s velocity Vmax on the max-min average rate in
Fig. for scenarios with 2 UAVs and 3 UAVs, 10 GUs, and 40 sub-channels where Viax varies in
the range of 10—80 (m/s). It can be seen that the peaks of the max-min average rate are achieved at

the maximum UAV’s velocity of 40 (m/s) and 30 (m/s) for T' = [20, 40]s, respectively. Moreover, the
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rate gains at the peak rates for the 3-UAV setting versus the 2-UAV setting are 4.65% and 10.85%
for Vimax = [30,40] (m/s) and T = [20, 40]s, respectively. However, this rate gain tends to decrease
with the higher maximum velocity of UAVs. In fact, with the restricted network area of radius,
d"t (¥m) given in Eq. , the velocity of UAVs strongly impacts the initial and the optimized
trajectories of UAVs. This is because when the UAVs fly faster, the inter-UAV distances can become
smaller in larger portions of the flight and the co-channel interference would be stronger, especially
with a large number of UAVs. Specifically, the max-min average rate with Viax > 60 (m/s) in the
3-UAV deployment and T' = 20s is smaller than that in the 2-UAV scenario with T" = 40s.
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Figure 5.12 — Convergence of the proposed algorithm.

The convergence of the Alg. is illustrated in Fig. for the network setting with 2 UAVs,
10 and 16 GUs, T = [20,40]s, Vimax = 40 (m/s) and 40 sub-channels. In particular, we optimize
UAV-GU association, sub-channel assignment, and UAV trajectory control until convergence in
each iteration of the proposed algorithm. It can be seen that the value of the objective function
improves over iterations. Our algorithm converges more slowly to the feasible solution with the
larger flight period 7. This is because the optimization space becomes larger with larger flight
period T. Moreover, the number of iterations increases when the number of GUs increases due to

increasing complexity for algorithm.

5.7 Conclusion

In this chapter, we studied the joint UAV-GU association, sub-channel assignment, and UAV trajec-
tory control problem to achieve fair resource sharing among GUs considering their data transmission
demands and spectrum reuse. To solve the underlying MINLP problem, we used the alternating
optimization approach and developed an efficient integrated algorithm. In particular, the itera-
tive sub-channel assignment (ISA) algorithm was proposed to solve the sub-channel assignment

sub-problem.
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We used successive convex approximation to solve the UAV trajectory control sub-problem.
Numerical results have demonstrated the effectiveness of the proposed algorithm. Specifically, the
optimized UAV trajectory can result in a non-negligible rate gain compared to the case where UAVs’
trajectories are set to be circular around the corresponding clusters of GUs. Moreover, we showed
that the number of deployed UAVs, number of sub-channels, and UAV’s maximum velocity have

strong impacts on the achieved max-min average rate.

5.8 Appendices

5.8.1 Proof of Proposition 5.1

In this appendix, we prove that the considered optimization problem is NP-hard [197]. We construct
an instance of problem (P1.2) where sub-channels assigned to GUs in different time slots. Let K, C,
and A be three disjoint sets of GUs, sub-channels, and time slots, respectively. Sets K,C, and N/
satisfy KNC = @, KNN = @, and CNN = @ . Let Q be a collection of ordered triples @ C ICxCxN,
where each element in Q corresponds to a sub-channel with the corresponding GU in a particular
time slot, i.e., Q; = (K;,C;, ;) € Q. For convenience, we set L = min {|K|, |C|,|N|}. There exists
Q' C Q that the following holds: (1) |Q'| = |L| = L; (2) for any two distinct triples (K;,C;, N;) € Q'
and (KC;,Cj,N;) € Q', we have i # j.

Hence, Q' is a three dimension matching (3-DM). Since the 3-DM problem has been proved to
be NP-complete in [198], the constructed instance of problem is also NP-complete. Therefore, the

problem (P1.2) is NP-hard.

5.8.2 Detailed Description of The Development in Section [5.5.3]

In this appendix, we provide details of the developments presented in Section [5.5.3]
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5.8.3 Proof of Proposition

In this appendix, we prove that the Algorithm creates a non-decreasing sequence of objective
values of problem (P1) and converges to a feasible solution. First, it can be verified after the

initialization step or after each r-iteration of the approximation process, we achieve a feasible



160

solution of 2", ®", and Q". For step 2 of Algorithm since the optimal solution of (P1.1) is

obtained for given ®" and Q", we have
n(Q",0", Q") < n(Q e qQn), (5.43)

where 1(Q, ©, Q) is defined in the formulation for problem (5.15). Moreover, for given Q"+, @",
and Q" obtained in step 3 of Algorithm [5.4] it follows that

N e", Q) <n(@ e Q). (5.44)

This is because problem (P1.2) is solved under the iterative sub-channel assignment (ISA) algorithm
presented in Section Finally, for given Q"1 ©®" "1 and Q" obtained in step 4 of Algorithm

we have

(a)
T](QrJrl, ®r+1? Qr) < T]Ll:j,r(ﬂvdrl? @TJrl’ QT‘+1)

(b)
< p@thertt Qrth, (5.45)

where we define nltl:j’r(ﬂ, ©, Q) = ny,; as the objective value of problem (5-36). And (a) holds since
Algorithm achieves the solution Q"*! for given Q7+! and ®"!; (b) holds since the objective
value of problem is the lower bound of the objective of its original problem at Q"1
because the SCA method is applied. Using the results in —, we obtain

n(2,0,Q) < (" et Q) (5.46)

which indicates that the objective value of problem (P1) is non-decreasing after each iteration
of Algorithm Since the objective value of problem (P1) is upper bounded by a finite value,

Algorithm is guaranteed to converge to a feasible solution. This completes the proof.
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Letters, vol. 26, no. 5, pp. 1106-1110, May 2022.

6.1 Abstract

We design an unmanned aerial vehicle (UAV) based wireless network with wireless access and
backhaul links leveraging an intelligent reflecting surface (IRS). This design aims to maximize the
sum rate achieved by ground users (GUs) through optimizing the UAV placement, IRS phase shifts,

and sub-channel assignments considering the wireless backhaul capacity constraint. To tackle the

!The system model in this chapter is illustrated in Fig.
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underlying mixed integer non-linear optimization problem (MINLP), we first derive the closed-form
IRS phase shift solution; we then optimize the sub-channel assignment and UAV placement by using
the alternating optimization method. Specifically, we propose an iterative sub-channel assignment
method to efficiently utilize the bandwidth and balance bandwidth allocation for wireless access
and backhaul links while maintaining the backhaul capacity constraint. Moreover, we employ the
successive convex approximation (SCA) method to solve the UAV placement optimization sub-

problem. We show the effectiveness of our proposed design via extensive numerical studies.

6.2 Introduction

Unmanned aerial vehicle (UAV) communications enable network operators to significantly enhance
the performance of next-generation wireless communications networks thanks to their attributes
such as mobility, flexibility, and adaptive altitude [70,|199]. There are several recent work ad-
dressing the UAV placement problem considering capacity constrained backhaul where UAVs act
as flying base stations (BSs) [75,200]. In [200], the authors investigated the joint optimization of
UAV placement, spectrum allocation, and power control to maximize the sum rate. Meanwhile,
joint bandwidth allocation and UAV placement considering mixed line-of-sight (LoS) and non-LoS

propagation were optimized in |75].

To enhance communications quality between UAVs and ground users (GUs), intelligent reflecting
surface (IRS) assisted communication has been proposed for UAV-based wireless networks [26,/141].
In particular, the IRSs are installed on UAVs or deployed on building walls [27}/43,(146}/153]. The
setting with a single UAV using an IRS was studied in [146] where the underlying design aims
to maximize the energy efficiency. On the other hand, the optimization of UAV trajectory and
transmit power control for a single IRS deployed on a building wall was investigated in [27,/43}/153]
with the objective of maximizing the secrecy rate in [43] and the sum rate in [27,153]. Besides, the
sub-channel assignment design was addressed in [153]. In these work, the optimal IRS phase shifts
that are aligned with the phases of the channel coefficients were derived to maximize the achievable

rate.

To the best of our knowledge, none of the existing work has studied the multi-carrier IRS-assisted

UAV-based wireless network taking into account the constrained capacity of wireless backhauls. To
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fill this research gap, we study the joint optimization of UAV placement, IRS phase shifts, and sub-
channel assignments for wireless access and backhaul links where our design objective is to maximize
the sum rate achieved by GUs. To solve the underlying mixed integer nonlinear program (MINLP),
we first derive the closed-form IRS phase shift solution and then optimize the sub-channel assignment
and UAV placement in an iterative manner by using the alternating optimization method. The sets
of sub-channels assigned for the access and backhaul links are iteratively updated to efficiently utilize
the available bandwidth while maintaining the backhaul capacity constraint. Moreover, we employ
the successive convex approximation (SCA) technique to solve the UAV placement sub-problem.
Numerical results are presented to study the impacts of different parameters on the achieved sum

rate.

6.3 System Model

We consider downlink communications between a UAV and a set of GUs in an IRS-assisted wireless
network with the backhaul link between the UAV and a base station (BS). We define K as the set of
GUs, ie., K = {1,..., K}, located on the ground at fixed horizontal coordinates r}, = (z,y}), Vk € K.
We assume that the UAV is placed at the altitude H with the horizontal coordinate q = (z9,y9).
The UAV acts as an airborne BS connected to the core network wirelessly through a cellular BS

which is placed at the coordinate r® = (z°,4") and a fixed altitude H®.

We assume that a single IRS is installed on the surface of a building wall at the altitude H'
and horizontal coordinate w' = (z',3'). The IRS is made up of I, x I, passive reflection elements
units installed as a uniform planar array (UPA) with I. and I, elements on each column and each
row, respectively. The distance between any two adjacent elements of the IRS is denoted by d.
The phase shift matrix of the IRS is denoted by ® = diag {ej‘bl’l, L ej‘z”r’fc} eClrxle,
where ¢;, ;.€[0,2m),Vi, =1,...,1,,and i. = 1,..., I.. In the following, we describe the sub-channel

assignment, the communication model and present the problem formulation.

6.3.1 Sub-channel Assignment

We assume that orthogonal frequency-division multiple access (OFDMA) is employed for both

wireless access and backhaul links where C = {1,...,C} denotes the set of available sub-channels
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and the bandwidth of each sub-channel is W (Hz). Let @Z),lj . denote sub-channel assignment variables
for the access links between the UAV and K GUs, where wﬁc = 1, if sub-channel c is assigned for
GU k and lb/'?, . = 0, otherwise. Similary, we define L/J(lic as sub-channel assignment variables for
the backhaul link, where ’QZJ& . = 1, if sub-channel c is assigned for the backhaul link and ¢8 =0,
otherwise. The first requirement for the assignment is that each GU must be assigned at least one
sub-channel in order to maintain a communication and this can be expressed as ). 1/1,/37 .= 1,Vk.
Another constraint is that each sub-channel can be used either to support only one GU or the

backhaul link. This constraint can be expressed as > ;.cx w,ﬁ c+1/13 . < 1,Ve.

6.3.2 Channel Model

We assume that all BS-UAV, UAV-IRS, and UAV—GUE] communication links are dominated by the
LoS propagation while communications channels between the IRS and GUs experience Rayleigh
channel fading due to blockages. Hence, the distances among BS, UAV, IRS, and GUs can be cal-
culated based on their coordinates as dBY = \/Hrb—qH2 +(Hb—H)2, dY' = \/Hq—wiH2 +(H—-H')?,
dYe =/ ||q—r};||2 +H2,VE, diS = \/Hwi—r,‘;H2 +(H")?,Vk, corresponding to the distances from BS
to UAV, UAV to IRS, UAV to GU k, and IRS to GU k, respectively. Moreover, we assume that the

power of the signals that are reflected by the IRS two or more times is negligible and thus ignored

due to their large path loss.

6.3.2.1 Channel Model for IRS-assisted UAV Communication

As discussed in [43], the received signal at GU k due to the communications from the UAV is given
by yr = /P ((h}CG)Hq)hU' + h}c"G) xy, +nC, where zj, represents the transmitted symbol from the
UAV, which satisfies E(|zx|?) = 1, and p denotes the transmit power of the UAV for GU k on each
sub-channel, i.e., p = Ppax/C assuming uniform power allocation where Py is the total transmit
power of UAV, and n® denotes the additive white Gaussian noise (AWGN) at GU, with zero mean
and variance o2. Also, let h,LCJG, hY' and h}f denote the channel coefficients of the links between UAV

and GU k, UAV and IRS, IRS and GU k, respectively, which are expressed as h,E;JG = (dgig)ka:,
k

2In our setting, the probability of LoS propagation between the UAV and the GUs is more than 95% in suburban
and 75% — 80% in urban areas [72].
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where [y denotes the channel gain at the reference distance of 1 meter, k is the path loss exponent,
\ is the wavelength of the carrier wave, and o'® is the random scattering components modeled by
a circularly symmetric complex Gaussian random variable with zero mean and unit variance. In
addition, (AY', ¢Y") and (H}CG, {,LG) represent the vertical and horizontal angle-of-departures from the
UAV to the IRS and from the IRS to GU k, respectively, which can be calculated from sin §Y' =
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6.3.2.2 Achievable Rate

As presented in [43], the achievable rate for GU k served by the UAV on sub-channel ¢ can be

) : (6.3)

where fj, = ch 1 er ) e'( Izmc+¢ir,ic)7wc, and F,i’”ic = —Q%d((z;—l)(sin 06 cos £1C+sin OY' cos V') +
(ic — 1)(sin 01€ sin €}€ + sin V' sin ¢V1)) — arg(a'©).

expressed as

\/>+ Bo fr|a'®|
dUG (dIG)n/QdUI

RQ,C = wlé,cW 10g2 (1+

Also, the achievable rate of the backhaul link on sub-channel ¢ can be expressed as

PoBo )

R, = ¥§ W log, (1 T @2 )

where pg denotes the transmit power of the cellular BS.
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Moreover, to maintain the good end-to-end performance, the total data rate of all access links

from the UAV to all the GUs should not exceed the backhaul rate. This constraint can be described

A B
as Y _kek oceC Rk,c < Deec RO,c-

6.3.3 Problem Formulation

Let ¥ = {1/1;?‘,07 ¢5 o Vk,c}, ®, and Q = {q} denote vectors of all decision variables for sub-channel
assignment, IRS phase shifts, and UAV placement, respectively. We want to maximize the sum rate

of all GUs by optimizing all variables ¥, ®, and Q. This design problem can be formulated as

. A
(P2): max > > Rp ()
ke ceC
sty U, > 1,VE, (6.5a)
ceC
DR+ b < 1,V (6.5b)
ke
Z Z RQ,C S Z R(lic’ (6.5C)
keK ceC ceC
Ve V6. € {0,1}, Y, c, (6.5d)
¢ir,ic € [07 27[') aViT = ]-a ) IT;Vic =1,..., I.. (6-56)

Because of the non-convex constraint (6.5¢|) and integer variables in , problem is a
non-convex mixed integer nonlinear optimization program (MINLP), which is difficult to solve. One
might argue that adding constraint is a trivial modification of the previous models. While
this is certainly true as far as writing the mathematical model, this constraint is not convex and
thus makes the design of an efficient solution algorithm much more complicated. In the following,

we describe the details of our proposed algorithm.

6.4 Proposed Algorithm

To solve problem (P2) we first derive the closed-form phase shift solution and then optimize the
sub-channel assignment and UAV placement iteratively. Let C* and CB be the sets of sub-channels

assigned for access and backhaul links, respectively where C = C* U CB. Initially, the number of
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sub-channels allocated in C* is equal to the number of GUs K to ensure each GU is assigned at
least one sub-channel and all remaining sub-channels are allocated to CB. Then, the sets C* and
CB are updated by taking sub-channels from CB and re-allocating to C* and the IRS phase shifts
and UAV placement are optimized accordingly while maintaining the backhaul capacity constraint.

Details of the proposed algorithm is described in the following.

To obtain the maximum access rate R',i . given in (6.3) and hence the sum rate, i.e., the objective
function, the IRS phase shift ®* must be aligned with the phases of channel coefficients. Such

optimal IRS phase shifts, which result in f; = I.I,, can be expressed as

2rd

bi i = 3 ((ir—l)(sin Q}CG cosf,'f—i— sin QU'cosgu')

+(ie—1)(sin 0)C sin £]I€G+ sin 6Y' sin fU')>

+arg(a'®). (6.6)

Substituting this IRS phase shifts into problem (P2) still results in a non-convex MINLP prob-
lem. Thus, we employ the alternating optimization approach to tackle this problem where we
iteratively optimize each set of optimization variables given the values of other variables until con-

vergence.

6.4.1 Optimization of Sub-channel Assignment

For given ® and Q, the sub-problem to optimize the sub-channel assignment ¥ can be stated as

(P2.1): max Z Z R/,;C (6.7)

kel ceCA

st Y Up. > 1,VE, (6.7a)
ceCA
SN RE. <> RE, (6.7b)
ke ceCA ceCB

constraints (6.5b)), (6.5d)).
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This is a standard mixed integer linear program (MILP), which can be solved efficiently by using
the CVX-Mosek solver [38].

6.4.2 Optimization of UAV Placement

For given ¥ and ®, the sub-problem to optimize the UAV placement Q is non-convex. To
solve this problem, we first introduce some auxiliary variables and then solve the transformed
problem by using the SCA method. Specifically, we introduce variables vy > Hq—]t'%”2 +H? VEk,
> Hq—wiH2 +(H—H"?, and € > Hrb—qH2 +(H"—H)?. From and (6.4), we have

X2 Y2 2XuV%
Ry = wkCW10g2< ( k+k+l/212>>
Vi 1% vy, ,u/
< Ry, (6.8)
=8 W1 1+ 2 < RB 6.9
=g, Wlogy [ 1+ ¢ ) = e (6.9)

where Xy = /B, Y = Bof,j\a'G](d}cG)*”/z, Z = poBo/o?, in which f; = I.I, is a solution given by
the IRS phase shifts expressed in . It can be verified that Rz’qc is a convex function with respect
to v, and p and it can be lower-bounded by its first-order Taylor expansion at r-th iteration in the

approximation process as follows:

T T

L
Ryt = 4 W logy D+ 1 (=) + 3 ()
2 RpP (6.10)
where
X2 Y2 2XuY,
o~ (1.2 <k+ﬁ+”we> ’
A /27 12,
X XYy,
= Wl ( ’f+) :
wk gQ( ) <O’2 Zr y2/2’TM1/27T

Y2 X
o _qkaWlog2()<U2( L XY ))

2,r 1/2,r
Jia vy MS/Q,’!’
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Similarly, since R(E);f: is convex with respect to €, by applying the first-order Taylor expansion at the

given point €", it can be lower-bounded as

1 Z
ng(e) (6 _ Er)

€ (e + 2)

Ry, (6.11)

Bq
RO,C

Y

A
e W log, <1+6r) —pg WV

[1>2

Moreover, the upper-bound of the access rate given in (6.3)) can be expressed by introducing

auxiliary variables ay < ||q—r4||* +H?,Vk, v < Hq—WiH2 +(H—H"? and we have
X; Y2 22XV
RAWD  — A Jiog, (1 p<k 2k )
k,c wk,c 0go +0_2 ay + v +a’1€/271/2

> Rp., (6.12)

It also can be verified that R/,if‘cb is a convex function with respect to ai and . Besides, since
lla — rzH2 and Hq—wiH2 are convex functions with respect to q, by applying the first-order Taylor
expansion at the given point q”, we have [|q—r}[* > |[q"—r}|* +2 (" —r})" (q—q") and ||q—w' ||2 >

la"—w* +2 (@’ ~w)" (a—a").

Therefore, the UAV placement optimization problem can be approximated by

(P2.2):  max Y > R (6.13)
Q,l/k“u,,ﬁ,ak,’}’ kEKCECA ’

st Y SR - N Ry <o, (6.13a)

ke cecA cech
.12 .
v, > |la—rp|* +H2 Vk; p> Hq—W'H +(H-H"?, (6.13b)
a < [la"—r} | +2 (a" )" (q—q") +H?, VE, (6.13¢)
T il|? r nT r i\2
v < ar=w[ +2 (a"~w') " (@—a") +(H-H)?, (6.13d)
2
e > [rb—a +(HO—H)2 (6.13¢)

This is a convex problem, which can be solved efficiently by using the CVX-Mosek solver [3§].

Solutions of these sub-problems are used in our proposed algorithm which is described in Algo-
rithm In each iteration of this algorithm, we take a sub-channel ¢ from CB and re-allocate to CA

in step 4. Steps 5 to 9 describe the iterative method to solve problem (P2) for given sub-channel
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Algorithm 6.1. Joint Algorithm for Sub-channel Assignment, IRS Phase Shifts, and UAV Place-
ment
1: Initialization: CA,CB,Q°,®°, w0 §* =102, =5, =0, t=0;
2: repeat
S*=Sandt=t+1;
Take a sub-channel ¢ from CB; update C* = C* U {c} and CB\ {c};

4
5: repeat

6: Given ®"* in (6.6);
7.

8

9

Solve (P2.1) iteratively until convergence to obtain ¥;
Solve (P2.2) iteratively until convergence to obtain Q";
until Convergence
10:  if Obtain a feasible solution with maximum sum rate S; and S<S; then

11: Update S = S; and {¥* Q*, ®*} = {¥t Qf, $t};
12:  else

13: Update CB = CB U {c} and C* \ {c};

14: Update {¥*, Q*, &*} = {¥!~1 Q! &1},

15:  end if

16: until |S — S*| < 107°
17: Return ¥*,Q*, ®*;

allocation sets C* and CB. Specifically, we alternatively optimize sub-channel assignment and UAV
placement sub-problems given the optimal IRS phase shift solution given in to obtain a feasible
solution. The CVX-Mosek solver employs the interior point method to solve these sub-problems;
hence, the complexity of these steps is O(L1KC %), where L denotes the number of iterations
needed to reach the convergence. Steps 10 to 15 verify the feasibility of the obtained solution and
update the optimization variables and the achieved sum rate accordingly. Specifically, if a feasible
solution with a higher sum rate S; > S is obtained, the objective value and the optimization vari-
ables are updated in step 11. Otherwise, additional allocation of sub-channel ¢ in CB to C* could
not maintain the backhaul capacity constraint, i.e., backhaul bandwidth is not sufficient to support
the total access rate; hence, we reverse the sub-channel assignment to that in the previous iteration
by updating the sets C*,CB in step 13 and update the optimization variables accordingly in step
14. The whole algorithm terminates when the achieved sum rate cannot be improved further. The
complexity of the whole algorithm is O(L(L1 K C%)), where L denotes the number of iterations

needed to achieve convergence.

6.5 Numerical Results

We consider a rectangular network area with size 1000x1000(m?). The altitude of the UAV is fixed
at H = 120m and the BS is located at (0,0,20)m. In addition, the IRS is fixed at (500,500, 50)m
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Figure 6.1 — Sum rate for different number of GUs.

and GUs are placed inside circular clusters with a radius of 7. = 200m. We initially locate the UAV
at the center of the GUs’ cluster. The remaining parameters are set as pyp = 33dBm, Ppax = 30dBm,
W = 1MHz, 02 = —110dBm, f. = 2.5GHz, d = \/2, and x = 2. Square IRSs with I, = I. will be

considered where the number of IRS elements is denoted by I = I,.1..

Fig. [6.1] - Fig. show the sum rate achieved by the proposed algorithm, i.e., Alg. and
compared with the case where the UAV is placed at the cluster’s center, which are indicated as
“UAV optimized location” and “UAV centered location”, respectively. Fig. shows the sum
rate for different number of GUs with C' = 60 and I = 64. It can be seen that the sum rate
slightly increases with increasing number of GUs and the difference in achieved sum rate between
the optimized and centered location of UAV becomes larger as the number of GUs increases. The

rate gain due to the proposed algorithm with and without leveraging the IRS is about 15%.

Fig. describes the sum rate for different number of sub-channels with 20 GUs and I = 64.
The sum rate almost linearly increases with the number of sub-channels and the rate gain due
to IRS becomes higher for larger number of sub-channels. Fig. [6.3] illustrates the sum rate for
different number of IRS elements with 20 GUs and C' = 60. In fact, larger numbers of sub-channels
or IRS elements lead to higher system diversity, which improves the achieved sum rate. These
results confirm the effectiveness of the proposed algorithm in optimizing the UAV placement and

sub-channel assignment in the TRS-assisted UAV communications.
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6.6 Conclusion

In this chapter, we studied the joint optimization of UAV placement, IRS phase shifts, and sub-
channel assignment. We proposed an algorithm to solve the underlying MINLP problem and the
SCA method was used to tackle the non-convex UAV placement sub-problem. Numerical results
have demonstrated the effectiveness of the proposed algorithms where the optimized algorithms

leveraging the IRS achieves a significant rate gain compared to the case without IRS.
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Integrated Computation OfHoading,
UAYV Trajectory Control, User
Scheduling, Resource Allocation, and

Admission Control in SAGIN

The content of this chapter was presented in the following paper:

Minh Dat Nguyen, Long Bao Le, and André Girard, “Integrated Computation Offloading, UAV
Trajectory Control, User Scheduling, Resource Allocation, and Admission Control in SAGIN,” sub-
mitted to IEEFE Transactions Vehicular Technology, Oct. 2022.

7.1 Abstract

In this chapter, we study the computation offloading problem in space-air-ground integrated net-
works (SAGIN), where joint optimization of partial computation offloading, unmanned aerial vehicle
(UAV) trajectory control, user scheduling, computation, resource allocation, and admission control
is performed. Specifically, the considered SAGIN employs multiple UAV-mounted edge servers
with controllable UAV trajectory and a cloud sever which can be reached by ground users (GUs)
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via multi-hop low-earth-orbit (LEO) satellite communications. This design aims to minimize the
weighted energy consumption of the GUs and UAVs while satisfying the maximum delay constraints
of underlying computation tasks. To tackle the underlying non-convex mixed integer non-linear op-
timization problem, we use the alternating optimization approach where we iteratively solve four
sub-problems, namely user scheduling, partial offloading control and bit allocation over time slots,
computation resource and bandwidth allocation, and multi-UAV trajectory control until conver-
gence. Moreover, feasibility verification and admission control strategies are proposed to handle
overloaded network scenarios. Furthermore, the successive convex approximation (SCA) method
is employed to convexify and solve the non-convex computation resource and bandwidth alloca-
tion and UAV trajectory control sub-problems. Via extensive numerical studies, we illustrate the

effectiveness of our proposed design compared to baselines.

7.2 Introduction

It is expected that future wireless networks provide higher capacity, lower latency, better commu-
nications reliability, and support emerging Internet of Things (IoTs) applications [7]. To this end,
a number of promising technologies have been under consideration, including satellite communica-
tions, unmanned aerial vehicle (UAV) communications, and mobile edge computing (MEC) [12//13].
Satellite communications enabled by low-earth-orbit (LEO) satellites possess unique advantages
such as low propagation delay, high communication rates, and seamless communication services
for wide geographical areas. Satellite communications are, therefore, vital for areas where ground
base stations are not available or damaged by natural disasters [47,91,92]. By leveraging the com-
plementary strengths of the space, air, and ground network segments, space-air-ground integrated

networks (SAGIN) provide effective means for high quality and ubiquitous communications [31-33].

Computation offloading and resource allocation in the SAGIN have attracted great attention
[126},[157-159] where computation tasks can be offloaded from ground users (GUs) to UAVs and
satellites to save GUs’ energy and/or improve computation latency. Several designs for uplink
communications and computation offloading in the SAGIN have been investigated in [201H203]. In
particular, the uplink communications with ultra-dense LEO satellite constellations and multiple
UAVs were studied in [201] to optimize the data gathering efficiency. The joint optimization of task

scheduling and computation resource allocation was considered in [202] where multiple satellites
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and fixed UAVS’ trajectories were assumed where the design objective is to minimize the total
system cost due to the task delay, users’ energy consumption, and server usage. Moreover, the

UAV’s position and power allocation were optimized in [203] where the objective is to maximize the

localization accuracy for the entire area of interest.

There have been some research efforts on developing efficient communication and edge computing
management strategies considering inter-satellite links (ISLs) in dense LEO satellite constellations
[204,205]. Specifically, efficient algorithms for dynamic establishment of the inter-plane ISLs in
LEO constellations were proposed in [204] where the underlying design aims to maximize the sum
rates in the inter-plane ISLs of the LEO constellations and greedy algorithms were developed to
solve the satellite matching and resource allocation problem. Meanwhile, Gost et al. investigated
the energy minimization problem that jointly optimizes the computing and communication resource
allocation in [205]. However, efficient utilization of edge computing resources in the SAGIN requires
much further research to address various major challenges. First, computing delay and bandwidth
constraints must be taken into consideration in engineering the SAGIN. Second, ground users and
high altitude platforms such as UAVs typically have limited energy; therefore, energy-efficient design
in SAGIN is an important research issue. Finally, many emerging IoT applications have complex
design requirements and functionalities such as demanding data transmission, e.g., video downloads,
data processing and analysis, e.g., video analysis and speech recognition, and content caching.
Therefore, low-latency computation task processing and efficient resource management are needed

to enable edge computing based applications in SAGIN.

To the best of our knowledge, none of the previous work has studied computation offloading for
the hybrid edge-cloud SAGIN considering user scheduling design over the UAV flight period and
multi-hop communications in the satellite network segment while satisfying the maximum delay
requirements of underlying computation tasks. To fill this research gap, the current work investigates
the integrated computation offloading, UAV trajectory control, user scheduling, resource allocation,
and admission control for SAGIN with multi-hop satellite communications. The main contributions

can be summarized as follows:

e« We study partial computation offloading in SAGIN where fractions of computation tasks
from GUs are processed locally and/or offloaded and processed at the UAV-mounted edge

servers and cloud server leveraging multi-hop LEO satellite communications. We formulate
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an optimization problem that aims to minimize the weighted energy consumption of the GUs
and UAVs while satisfying the maximum delay constraints of underlying computation tasks
by jointly optimizing the user scheduling, partial offloading control and bit allocation over

time, computation resource and bandwidth allocation, and UAV trajectory control.

e The alternating optimization approach is employed to solve the underlying non-convex mixed-
integer non-linear optimization problem (MINLP). Moreover, the successive convex approxi-
mation (SCA) method is employed to solve the computation resource and bandwidth allocation

and UAV trajectory control sub-problems.

e We propose efficient strategies for feasibility verification and admission control in the over-
loaded network scenarios. Specifically, an iterative algorithm is proposed to solve the feasibility
verification problem and an efficient user removal strategy is developed for admission control

while satisfying all GUs’ and system constraints.

e Numerical results are presented to show the impacts of different parameters including the
hop count in the multi-hop satellite communications, number of GUs, bandwidth, and com-
putation task size on the achievable performance and the gains due to optimizing the UAV
trajectory control, user scheduling, resource allocation, and computation offloading. Moreover,

the admission ratio of GUs that are actually served in the different scenarios is presented.

The remainder of this chapter is organized as follows. In Section [7.3], we discuss the related work
on computation offloading and resource allocation in the SAGIN. Section [7.4] presents the system
model and problem formulation. In Section we describe our proposed integrated algorithm to
solve the considered problem when it is feasible. Section presents our proposed admission control
and network management design. Moreover, we provide the convergence and complexity analysis
of the proposed algorithm. Section [7.7] discusses numerical studies for performance evaluations of

the developed algorithms. Finally, Section [7.§ concludes the chapter.

7.3 Related Work

The related work on computation offloading and resource allocation in SAGIN with key design

features are summarized in Table In the computation offloading and resource allocation design
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Table 7.1 — Related work on computation offloading and resource allocation in SAGIN
Ref. Objective Maximum Multi-hop UAV Parall('al User Admission
Delay Satellite Trajectory Offloading| Aggociation Control
Constraint Optimization Control
Maximize long-term v
|160] | time-averaged system
computation rate
Minimize long-term v
|161) | time-averaged network
operation cost
Minimize the expected v
[162) total latency
Minimize difference v
|163] | between allocated and
required data rate
Maximize system v
[164) energy efficiency
Maximize the v v
[165] system capacity
g Minimize weighted v v

energy consumption
of GUs and UAVs

Maximize average v v
[166] throughput among GUs
[ Minimize th§ maximum v v v

computation delay

among IoT devices

[45) Minimize the average v v
latency of all GUs
Maximize the sum rate v 4 v
[167] of the small cell
Minimize weighted v
|206] energy consumption v v v v v User
of GUs and UAVs scheduling
This Minimize welghtrad v v v v v v
Work | energy consumption v User
of GUs and UAVs scheduling

for SAGIN, consideration of different key aspects including maximum delay constraint, multi-hop
satellite communications, UAV trajectory optimization, parallel offloading control, user associa-
tion/scheduling, and admission control is crucial but making the design very challenging. As shown
in Table most related work only considered the association between GUs and UAVs, i.e., edge
servers or satellites but not both. In addition, to guarantee the maximum delay constraints, admis-
sion control is necessary in overloaded network scenarios. Furthermore, multi-hop satellite commu-
nications must be explicitly modeled to appropriately capture the communications and computing

delay in the SAGIN.

Table [7.1] shows that our current work considering all key design aspects provides the most
comprehensive design compared to the existing literature as clarified in the following. Liu et al. [160]
considered a simple SAGIN setting with a single LEO satellite providing cloud computing capability

and a UAV-mounted MEC server providing computing resources near the GUs where the design
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aims to maximize the long-term time-averaged total system computation rate by optimizing the
computing resource, power allocation, and UAV trajectory control. Optimization of user association
between the GUs and multiple UAV-mounted edge servers was studied in [161-164]. However,
these work only optimized the UAV placement or assumed that the UAVS’ trajectories are pre-
determined. Particularly, the joint optimization of user association, task assignment, computing
resource allocation at GUs and UAVs to minimize the long-term time averaged network operation
cost was investigated in [161]. Meanwhile, Chen et al. [162] studied the joint optimization of access
control, task scheduling, and computation resource allocation to minimize the expected latency
considering multiple satellites and fixed UAVs’ trajectories. Moreover, user association, sub-channel
assignment, and power control to minimize the difference between the allocated and required data
rates were addressed in [163]. Furthermore, the joint optimization of sub-channel selection, power
control, and UAV deployment was conducted in [164] where the design objective is to maximize the

system energy efficiency.

Optimization of UAV trajectory control and user association for SAGIN has been performed
considering different design objectives as functions of throughput/capacity and energy consump-
tion [48.|165],/166]. Specifically, the SAGIN setting with one LEO satellite and multiple UAVs was
considered in [165] where the design aims to maximize the system capacity by jointly optimizing
user association, power control, and UAV trajectory. Meanwhile, Liu et al. [48] studied the SA-
GIN with one satellite and multiple UAVs and the work aims to minimize the weighted energy
consumption via joint optimization of device association, resource partitioning, bit allocation, and
UAV trajectory control. Moreover, Pervez et al. [166] considered the downlink communications for
SAGIN with a single satellite, multiple UAVs, and base station with user terminals and the design
aims to maximize the average throughput among GUs by jointly optimizing user association, power
control, and UAV trajectory. However, the above existing work have not considered the maximum
delay constraints in the computation offloading control design and they only tackled the binary task

assignment or task partitioning between the local device and the MEC or cloud servers.

The general computation offloading designs with the parallel task execution at local devices,
MEC, and/or cloud servers were investigated in [44,45167]. Specifically, minimization of the
maximum delay experienced by different GUs by jointly optimizing UAV-device association, task
assignment, power control, bandwidth allocation, computation resource, and UAV placement was

studied in |44]. Feng et al. [45] considered a multi-user MEC system and optimized user association
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and task partitioning to achieve minimum average latency for all GUs where independent and
dependent sub-tasks are explored. Moreover, a SAGIN setting with a single satellite, a single UAV,
and multiple small cells was studied in [167] whose design aims to maximize the sum rate of the

small cells by jointly optimizing the user association, sub-channel and power allocation considering

the maximum delay constraint.

Several key design aspects were not addressed satisfactorily in the aforementioned existing work.
First, partial offloading for efficient computation load balancing among GUs, edge and cloud servers
while considering radio resource allocation, UAV trajectory control, and multi-hop satellite commu-
nications has not been studied in the literature. Second, the maximum delay constraints imposed by
underlying computation tasks may not be achieved due to limited radio and computation resources.
To this end, admission control is an important research problem, which has not been addressed
in the SAGIN context. Our current work will address these open issues where we propose a com-
prehensive design framework for SAGIN where the joint optimization of UAV trajectory control,
parallel offloading control, user association and scheduling, and admission control will be addressed
to achieve minimum weighted energy consumption of GUs and UAVs considering maximum de-
lay constraints of GUs and multi-hop satellite communications. In our preliminary work [206], we
tackled the joint problem of computation offloading, user scheduling, resource allocation, and UAV
trajectory control with multi-hop satellite communications when the underlying problem is feasible.
Our current work makes several significant extensions compared to the conference publication as
follows. First, feasibility verification and admission control designs are addressed for overloaded
scenarios. Second, complexity analysis for the proposed algorithms is conducted. Finally, much
more extensive numerical studies are performed in this journal version compared to those in the

preliminary work [206].

7.4 System Model

We consider the computation offloading design in the SAGIN-based edge-cloud system as illustrated
in Fig. [7.I] where the terrestrial network comprises K GUs located on the ground, the aerial network
layer employs M UAVs, and the space network layer relies on LEO satellites for connections to a
distant cloud server. We denote the sets of satellites, UAVs, and GUs as S = {1,...,S}, M =
{1,..., M}, and K = {1, ..., K}, respectively.
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Figure 7.1 — SAGIN with multi-hop satellite communications.

We assume that partial computation offloading is employed for a computation task of each GU.
Specifically, each GU partitions its computation task into three sub-tasks where the first sub-task is
processed locally and the other two sub-tasks are offloaded and processed at the UAV-mounted edge
server and the cloud server, respectively. Moreover, the data related to the second sub-task must be
transmitted from the associated GU to the connected UAV while the data related to the third sub-
task must be transmitted from the GU to the cloud server via a multi-hop satellite communication
path. This network model reflects a practical scenario where a cloud server is deployed far away
from the considered terrestrial network area, e.g., the network area in Montreal (45.50°N, 73.56°W)

and the cloud server in Vancouver (49.28°N, 123.12°W) approximately 4500km away.

All GUs located on the ground at zero altitude are assumed to have fixed horizontal coordinates
of ril = (x},y;),Vk € K. Besides, we assume that the UAVs fly at a fixed altitude H over a flight
period of T' > 0 seconds. We divide the flight period into N time slots where the set of time slots is
denoted as N/ = {1, ..., N}. Moreover, we assume that uplink communications from multiple GUs
to their associated UAVs employ the frequency division multiple access (FDMA). Specifically, let
W denote the total bandwidth available to support uplink communications from GUs to UAVs.
We assume that the available bandwidth is partitioned into orthogonal sub-bands each of which is
allocated to one corresponding UAV to serve its associated GU. We denote the bandwidth allocated
for UAV m as W}, then we have ), -\ W3 = W. In practical LEO satellite deployments, each

satellite covers a large area on the ground, e.g., Starlink satellites are deployed at the height of
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H® = 550km and each Starlink satellite provides a coverage area with the radius of 580km [207]. As
a result, we assume that the associations between GUs and UAVs and between GUs and satellites
are fixed during the computation offloading process. Furthermore, we assume that the data size
corresponding to the computation results is much smaller than that of the offloading data so that

we can neglect the download time of the computation results in the offloading process. For ease of

reference, the list of key notations in this chapter is given in Table

7.4.1 Computation Task Model

We assume that each GU k has one delay-constrained computation task represented by Up =
(fis Sks e, T"®), where fj, denotes the computation demand expressed by the number of central
process unit (CPU) cycles per second (CPU cycles/second), s (bits) represents the size of input
raw data, ¢ (CPU cycles/bit) denotes the computation resource required for 1-bit input data, and

T (seconds) describes the maximum tolerable latency of computation task Uy.

We assume that each GU’s computation task is partitioned into three sub-tasks that are pro-
cessed in parallel at the GU, the UAV-mounted edge server, and the cloud server reached via the
multi-hop LEO satellite communication as considered in [44,/45]. Then, the task processing time

for GU k can be expressed as
T, = max {T,‘f, T,jd,T,j'}7 (7.1)

where T,L°, Tk,ed, and T, ,‘g' represent the total data transmission and task execution time at the GU,
UAV-mounted edge server, and cloud server, respectively. Specifically, T ,jd includes both the data
transmission time from GU k to the associated UAV and the execution time of the sub-task from
GU £k at the associated UAV. We will describe in more detail how to calculate this execution time

later. Hence, the delay constraint for GU k£ can be expressed as T}, < T7"®*.

To model the task partitioning for GU k, we introduce variables /\f and X9, (0 < )\'k", )\Zd <1)
that represent the fractions of input data to be processed locally at GU k£ and to be offloaded and
processed at the UAV-mounted edge server, respectively. Hence, (1 — )\'k" — )\Zd) represents the

fraction of input data from GU k to be offloaded and processed at the distant cloud server.
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Table 7.2 — Key notations

Description
Ck Computation resource required for 1-bit input data (CPU cycles/bit)
dmin Minimum inter-UAV distance
eed Energy consumption per CPU cycle at UAV-mounted edge server (W/GHz)
fr Computation resource of GU (CPU cycles/s)
Emax Maximum computation resource of UAV (CPU cycles/s)
H Fixed altitude of UAVs
K Effective switched capacitance depending on the chip architecture
a1, a2 Weight factors of the energy consumption of UAVs and GUs, respectively
K Number of GUs
K Set of GUs
M Number of UAVs
M Set of UAVs
N Total time slots
N Set of time slots
PP Transmit power of GU with UAV and satellite
Prfn Flying power consumption of UAV
r} Fixed horizontal coordinate of GU k (r‘,; = (z}, yz))
Ry, B, Transmission rate from GU to satellite, inter-satellite,
R and from satellite to cloud server, respectively
Sk Size of input data at GU k (bits)
T Flight period
e Maximum delay of GU k
Tlsmp Total propagation delay from GU k to cloud server
At Element slot length (At = T/N)

Number of consecutive time slots, N = [T,’g‘ax/A{‘,

N,
k where [.] denotes the round-up operation.

Vinax Maximum speed of UAV

Maximum horizontal distance that the UAV can travel

D A
max in each time slot (Dmax = VmaXAt)

w Total bandwidth

Decision and Auxiliary Variables

) Feasibility checking variable
L Number of hop-count satellites
&% 0] Association between UAV m and GU k in time slot n
(] Vector of all user scheduling variables: ® = {0 [n],Vk,n}
A Vector of partial offloading control variables: A = {)\'Ig, )\id,Vk}
L Vector of bit allocation variables: L = {l{[n],Vk,n}
B Vector of bandwidth allocation variables: 8 = {3} [n], Vk, n}
F Vector of computation resource allocation variables: F = {f}[n], Vk,n}
Q Vector of all time-variant horizontal coordinate of UAVs: Q = {qm[n], Vm, n}
Functions
E};’, Ezd, Energy consumption of GU k for execution or offloading
E; the sub-task at local, edge server, and cloud server
E,e,‘ff Flying energy consumption of UAV
B[] Energy consumption for data transmission from GU k
k,m to the associated UAV m in time slot n
psum Weighted energy consumption of UAVs and GUs
Es'™(O,L,AF,5,Q)
9k, m 1] Channel power gain from UAV m and GU k in time slot n
Kae Set of GUs admitted
R [n] Achievable rate of uplink transmission from GU k&
k,m to the associated UAV m in time slot n
Tk, T,LO Processing time for GU k, executed at local, edge server,
T,:d, Tlgl and cloud server, respectively

we, Bandwidth allocated to UAV m, ZmEM wWh =W
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7.4.2 UAYV Trajectory Control

In practice, the UAV flight period T" should be chosen to achieve a good balance between the user
throughput and access delay [41]. We assume that the UAV’s energy is sufficiently large to cover
its flight operation and wireless communications over the flight period T'. This assumption holds
in many practical scenarios, e.g., a UAV equipped with a 3-cell, 3250mAh, and 11.1V LiPo battery

can have a flight time of about 20 minutes [194].

The horizontal coordinates of UAV m in time slot n are denoted as q,,[n] = (z4,[n], yd,[n]). We
assume that each UAV must come back to its initial position at the end of the flight period, i.e.,
am[l] = qm[N],¥Vm € M. In addition, the slot interval At = %L is chosen to be sufficiently small
so that the UAVs’ locations are within a bounded small neighborhood in each time slot even at the
maximum flight speed Viax in meter/second (m/s). Hence, the trajectories of the UAVs must meet

the following constraints:

lam[n + 1] — am[n]||* < D2,.,Ym,n=1,..,N — 1, (7.2)
”qm[n] - q][n]Hz > d?ninvvnvmvj 7& m, (73)
where ||.|| denotes the Euclidean norm, Dy ax 2 VimaxAt is the maximum horizontal distance that

an UAV can travel in each time slot, d,i, denotes the minimum inter-UAV distance between UAVs

to ensure collision avoidance.

7.4.3 User Scheduling

Let ¢}, ,,,[n] denote binary decision variables for the association between the GUs and UAVs over
flight period T', where ¢} ,[n] = 1 if GU k is served by UAV m in time slot n and ¢}, [n] = 0,
otherwise. The first requirement for the association is that each GU can offload its computation
sub-task to at most one UAV in each time slot, i.e., 32,,crq O n[n] < 1. We assume that each GU
k is initially associated with the UAV providing the highest average received signal strength (RSS),
Le., of ;n[n] = 1 with m = arg max(RSSk,,[n]), where RSSy m[n](dBm) = P/(dBm) — g, n[n](dBm)
with P denotes the transmitkpower of GU k to its associated UAV and gy, ,,[n] stands for channel
power gain from GU k to UAV m. To satisfy the delay constraint of each GU, the number of

consecutive time slots required to completely process the computation task of GU k can be denoted
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as Ny = [1;"*/At], where [.] denotes the round-up operation. We now introduce binary user
scheduling variables 0x[n], where 0;[n] = 1 if GU k is scheduled to transmit to its associated UAV
in time slot n and 6x[n] = 0, otherwise. We need to impose the following constraints on the user

scheduling decisions:

Ni—1
SN Okntt]dy n+t] = Ny, Vk,ne{l, ..., N=N;}. (7.4)
meM t=0

7.4.4 Computing Models

The computation task execution time and energy consumption are discussed in the following.

7.4.4.1 Local Computing Model

The local task execution time at GU k can be expressed as

B )\',gskck

T Jr

(7.5)

The delay constraint imposed to the local processing can be expressed as T,'€° < Ty, The energy

consumption due to local task execution can be calculated as
EP = k\Psper(fr)?, (7.6)

where & is the effective switched capacitance depending on the chip architecture [46).

7.4.4.2 UAV-Mounted Edge Computing Model

For the partitioned sub-tasks offloaded to the UAVs, let [}}[n] denote the number of offloading
bits from GU k to the associated UAV over time slot n. Besides, let us denote the computing
resource of UAV m allocated to handle the sub-task offloaded from GU k in time slot n by f}'[n]
(CPU cycles/second). Then, the task execution time at the associated UAV in time slot n can be

computed as
le[n]ex

Ti*[n]= o]

(7.7)
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Moreover, the energy consumption for executing the ofloaded sub-task from GU k at the asso-

ciated UAV in time slot n can be calculated as
E5%[n] = 1} [n)cge®, (7.8)

where e®¢ denotes the energy consumption per CPU cycle of the UAV-mounted edge server [46].
Hence, the total energy consumption at the associated UAVs to process the offloading sub-task from

GU £k can be calculated as

Eff =3 Y Oklnloi mln] (tiln]ere™?). (7.9)

meMneN

In addition, we assume that the communication links from the GUs to UAVs are dominated by
the line-of-sight (LoS) propagation where the channel quality is mostly dependent on the UAV-

GU distance. The distance between GU k and UAV m in time slot n can be calculated as

dk’m[n]:\/HQ—k |am[n] — r2||*. Moreover, the channel power gain from GU k to UAV m in time

slot n is assumed to follow the free-space path loss model, which can be expressed as

_ n) 2= Po
Gem[n]=po(dk,m[n]) T2+ (] — et (7.10)

where pg presents the channel power gain at the reference distance of 1 m. Hence, the achievable
rate of the uplink transmission from GU k to the associated UAV m in time slot n, denoted by

i mIn] in bits/second (bps), can be expressed as

R ln) = 5l og, (1-+ W) (7.11)

where §}[n] and P} represent the bandwidth allocated to GU k in time slot n and the transmit
power of GU k for its uplink transmission, respectively, and ¢ denotes the power density of the
additive white Gaussian noise (AWGN) at the receiver. Then, the transmission time from GU k to
UAV m in time slot n for the data related to the underlying offloaded sub-task can be expressed as

TE [n] = R? [”[]n] . (7.12)
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The energy consumption for the data transmission from GU k& to UAV m in time slot n can be

calculated as

_ LBy

edt
el = 2 ]

k,m

(7.13)

Moreover, we assume that the partial task from GU k is offloaded and processed completely at

each associated UAV in each time slot. Then we have following constraints

Lplnlex | Lln]
filnl R (0]

T,gﬁrn[n]:qs;m[n]( ) < Atk m,n. (7.14)

Then, the total processing time at the UAVs to serve GU k can be written as

TR0 = " > 0un] TS 0. (7.15)

meM neN

Furthermore, to remain in the air, each UAV consumes some energy during its hovering time.
Specifically, the flying energy consumption of UAV m can be expressed as B4 = Pf T where Pf,
denotes the flying power of UAV m.

7.4.4.3 Satellite Cloud Computing Model

A cloud server deployed on each satellite typically has abundant computation resource to process
offloaded computation sub-tasks. Therefore, we omit the processing time at the cloud server and we
also ignore the cloud energy consumption involved in computation task execution and transmission
of the computation results from the cloud server to GUs. Moreover, by using advanced communica-
tion such as multiple input multiple output (MIMO) communications, we assume GUs on the ground
can communicate directly with the satellites [187]. For the considered scenario where the terrestrial
network area is far away from the cloud server, we rely on multi-hop satellite communication to

transmit data related to the offloaded sub-task from each GU to the cloud server.

In a recent work [2], an algorithm to determine the number of hops, i.e., the number of inter-
satellite links (ISLs), and the corresponding satellites to establish the multi-hop communication

path between two locations on the ground was proposed, i.e., see Algorithm 1 of [2]. By using
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this algorithm, we can determine the set of satellites involved in the transmission of the offloaded
sub-task and we denote this satellite set by S’ C S. The number of hops between the first and
the last satellites connecting the considered terrestrial network area and the cloud server can be
calculated as L = |S’| — 1, where |S’| is the number of satellites in the set S’. Because of the large
coverage radius of each satellite, e.g., each Starlink satellite has the coverage radius of 580 km [207],
we assume that all GUs are connected and offload their computation sub-tasks to the first satellite
in &’ while the last satellite in S’ can be directly connected to the ground cloud server. Hence,

the total data processing time and the propagation time from GU k to the cloud server can be

calculated as

TEI = (1 - )\IO )\ed Sk ( + Z Rss Rcl) + Tprop (7'16)

where R, R, R stand for the transmission rates between the GU k and the first satellite, between
the satellites in the i-th hop, and between the last satellite and the cloud server, respectively. Here,
T PP represents the total propagation delay from GU k to the first satellite, between satellites over
the L ISLs, and from the last satellite to the cloud server. Moreover, the energy consumption of GU
k for transmitting the data related to the offloaded sub-task to the first satellite can be calculated
as
(1— AP —2sd) s, Ps
R ’

E} = (7.17)

where P} represents the transmission power of GU k to the satellite.

7.4.5 Problem Formulation

In this work, we are interested in minimizing the weighted energy consumption of all GUs and UAVs

for all involved computation tasks, which can be expressed as

B = a1<ZE,§d+ > P,‘;T>

ke meM
var X (Bt X3 bulnlok ol RS+ B ). (7.18)
kek meMneN

where a1, ay € [0, 1] represent the weight factors of the energy consumption of the UAVs and GUs,

respectively, which strike to balance the energy consumption between the UAVs and GUs.
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For convenience, we gather different decision variables and define the corresponding groups of
variables as follows: user scheduling ® = {6y [n], Vk,n}, partial offloading control A = {\l°, \&d vk},
bit allocation L = {l}}[n],Vk,n}, bandwidth allocation 8 = {B}}[n],Vk,n}, computation resource
allocation F = {f[n],Vk,n}, and UAV trajectory control Q = {qm[n],Vm,n}. Our design aims
to minimize the weighted energy consumption of the GUs and UAVs while satisfying the maximum

delay constraints of individual computation tasks. The optimization problem can be formulated as

(P3): min Esum (7.19)
O,AL,BF,Q
st Ty < T, VE, (7.19a)
T < T, VE, (7.19b)
SN ORI TS, In) < T, Vk, (7.19¢)
meM neN
Ok[n] T, 0] < AL, Yk, m,m, (7.19d)
Ni—1
S Oklnttgh ntt]=Ny, Yk, n € {1,..., N=Ni}, (7.19)
meM t=0
> D Okl mlnlikn] = AYsk, vk, (7.19f)
meM neN
Y Oklnloh mn)BEn] < Wi, ¥Ym,n, (7.19g)
ke
Y Oklnloh mn) fiIn] < . vm,n, (7.19h)
ke
am[l] = am[N], Vm, (7.19i)
am[n+1] — am[n]||* < D2, ,Ym,n=1,..,N—1, (7.19j)
lam[n] — aj[n]|* > diy,, Vn,m, j #m, (7.19K)
0x[n] € {0,1},Vk,n, (7.191)
0< AR A 1T — Al aed <1 vk, (7.19m)
Brlnl, filnl, lk[n] = 0,Vk,n, (7.19n)

where constraints — capture the delay requirements for the GUs. Constraints ((7.19¢))
and describe the binary user scheduling constraints for the GUs served by the associated
UAVs. Constraints ([7.19g)) capture the bandwidth allocation for transmission between the GUs and
UAVs while constraints present the UAVs’ computation constraints where F7®* denotes

the maximum computation resource of UAV m. It can be seen that the objective and constraint



Chapter 7: Integrated Computation Offloading, UAV Trajectory Control, User Schedul-
189
ing, Resource Allocation, and Admission Control in SAGIN

functions ([7.19a))-(7.19d)) are non-linear and integer decision variables are involved in ([7.191) for

the user scheduling. Hence, problem (7.19) is a non-convex mixed integer non-linear optimization

problem (MINLP), which is difficult to solve optimally.

7.5 Proposed Algorithm

In the section, we develop an algorithm to solve the formulated problem when it is feasible. Specif-
ically, we adopt the alternating optimization approach to solve problem (|7.19)) where we iteratively
optimize each set of variables given the values of other variables in the corresponding sub-problems

until convergence. We describe how to solve different sub-problems in the following.

7.5.1 Optimization of User Scheduling
Given {L, A, F, 8, Q}, the user scheduling sub-problem to optimize © can be formulated as

(P3.1): IHGi)Il Es™ (7.20)

s.t. constraints ([7.19¢|) — (7.19h)), (7.191).

It can be verified that problem ([7.20)) is a standard mixed integer linear program (MILP), which
can be solved efficiently by using the CVX-Gurobi solver [3§].

7.5.2 Optimization of Partial Offloading Control and Bit Allocation Over Time
Slots

Given {©,F,3,Q}, the sub-problem optimizing the partial offloading control and bit allocation
{A,L} can be formulated as
(P3.2): reruIIJl Esm (7.21)

s.t. (7-19a) — (7.19d), (7-198), (7-19m), (7-191).
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It can be verified that problem ([7.21)) is a linear problem (LP), it can be solved by using the
CVX-Gurobi solver [38].

7.5.3 Optimization of Computation Resource and Bandwidth Allocation

Given {®, A, L, Q}, the sub-problem optimizing the computation resource and bandwidth allocation
{F, B} can be stated as

(P3.3): I]g‘llél a2< Z O [n] g m[n]lg 0] kRul[ ]>

k,mmn

+ Esumi [7-22)

s.t. constraints ((7.19¢)), (7.19d]), (7.19¢g)), (7.19h]), (7.19nl),

where

_\o__yed S
Esuml — a2< Z (H)\Ik?skck(fk)z"‘(l >\k‘ R>s\k‘ )SkPk)>+
ke k
(Zm;%mlﬁme+2ﬁ> (7.23)
k,m,n

We first introduce auxiliary variables

Bi.m|n
Sumln] = Rt ] = B logy (14 P (724
k
where By, |n|=—""5—. en, problem 3.3) can be transformed to the following equivalent
here By [n]=E%p "y blem (P b formed to the foll 1
problem:

(P3.32): min s X Oulnlot oIt )

k
BE k,m,n gk,m [n]

+ Esumt (7-25)

s.t. constraints ((7.19¢|), (7.19d)), (7.19¢g)), (7.19hl), (7.19nl), (7.24]),

where 2 = {1 [n], Yk, m, n}.



Chapter 7: Integrated Computation Offloading, UAV Trajectory Control, User Schedul-
191

ing, Resource Allocation, and Admission Control in SAGIN

It can be verified that S} [n]log, (1+Bgl’,”[ln[]n }) is a concave function with respect to 3} [n] Using
k

the successive convex approximation (SCA) method, the upper-bound for this concave function
by using the first-order Taylor expansion at the given point BZ’T[n] in the r-th iteration of the

approximation process can be derived as

u Bk,m [’I’L] u,r Bk,m[n]
Bl loza (1+7558 1) < 8 nllogs (1456577 ) +

Bimln],  1085() B[] \ e 1 gure
<10g2 (1+ Bz,r[n] ) Bk,m[”]"‘ﬁzm[n])(ﬁk[ ] Bk [ ])

2 R [n). (7.26)

Then, problem (|7.25]) can be approximated by the following problem:

(P3.3.2): 1*pnﬂln: a2< Z Gk[n]@;m[n]l,‘;[n]ﬂ;’l)

B,E kmon gkz,m[n]
+ psuml (7-27)
u lllé [TL] Ck lz [n] max
s.t. %Qk[n]gbk’m[n]( 1] + gk’m[n})ng ,Vk, (7.27a)
u lpnley  1in]
Qk[n]¢k7m[n]< £5n] fk,m[n]> < At,Vk,m,n, (7.27Db)
Ekmln] < RS, [n], Yk, m,n, (7.27¢)

constraints ((7.19g)), (7.19h)), (7.19n]).

1

Since zrror and are convex functions with respect to fi'[n] and & ., [n], respectively, it can
k

1
gk’,m[n]

be seen that the objective function is convex and all constraints are linear. Hence, problem ([7.27)

is a convex problem, which can be solved effectively by using the CVX-Gurobi solver [38].

!The Hessian of function f(z) = zlog,(1 + a/x) can be derived as /> f(z) = — 1;?2_(3?22 < 0,Vz,a > 0. Therefore,

f(x) is a concave function with respect to x.
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7.5.4 Optimization of Multi-UAV Trajectory

Given {®,A,L,F, 8}, the sub-problem optimizing multi-UAV trajectory control variables Q can

be formulated as

1
P3.4): mi 0 o | P ————
( ) min OQ(k,%:,n k[n]@k ]l (0] kRZ,m["]>
+ psum? (7-28)

s.t. constraints (7.19¢)), (7.19d), (7.191), (7.19j)), (7.19k]).

To approximate this problem, we introduce auxiliary variables v m[n] = R}, [n] and S m[n] <

H2+ ||gm[n] — r{||* and we have

ol = Bl iogs (1 ke )

B o2 (H2+ o] —x2])

Bi[n] logy (1 + W). (7.29)

IN

Then, problem (P3.4) can be reformulated as

1
P3.4.1): min « Or[n ”mnl“nP“)
(P9.4.0): gin ca T tblotmlilitiol Pt
+ psuml (7-30))
s.t. Spmln] < H* 4 ||am[n] — 4|1, Yk, m,n, (7.30a)

constraints ((7.19¢)), (7.19d)), (7.191), (7.19j), (7.19k]), (7.29),

where I'={vy (1], Vk, m,n}, S = {Sk m[n],Vk,m,n}.

It can be verified that Bp[n]log, (1 + S}:’“ [T[le]) is a convex function with respect to Si ,,,[n], where

Rdn]z%. By applying the SCA method, the lower-bound for the right hand side (RHS) of
(7.29) derived by using the first-order Taylor expansion at the given point S .[n] in the r-th
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iteration of the approximation process can be expressed as
Rin
Bttt 1ogs (1492 ) > it (108, (S l+ Rifi)
Shm[n}
. log,(e) . A
~ 108 )~ X (Sl =SEnlo]) ) & Rl (731)
k,m

Since ||qm[n] — r¥||® is a convex function with respect to qu,[n], we have the following inequality

by applying the first-order Taylor expansion at the given point qJ,[n]:

lam[n] =2} = llap, [n]—r}|* + 2 (ap, [n]=r})" (am[n]—ap,[n]) , Yk, m, n. (7.32)

Furthermore, by applying the first-order Taylor expansion at the given point qy,[n] and qj[n]
to ||am[n] — q;[n]||%, the left hand side (LHS) of constraints (7.19K) can be approximated as

2 T
aplnl=aj ]| +2 (apln] — afln) (] —ajln]), Vizm,n.  (7.33)

) —ay ] |* = — |

Therefore, the optimization problem ([7.30)) can be approximated by the following problem:

(P3.4.2): min a2< > Hk[n]dn“g,m[n]l;”g[n]Pk“%iM)

k,m,n

+ Fsuml (7-34)

st 3 0ulnlot o] (gl

Ilgj [n] Yi,m [n}

lp[n]ex,

) < T Vi, (7.34a)

u lelnjer | Li[n]
Gk[n]qbk’m[n]( £50n] +7k,m[n]> < At,Vk,m,n, (7.34b)
’Yk,m[n] < leb,m[nLVkvma n, (734C)

Simn] < ] x4 +2 (e [0] )" (cmn] —af ) + H2, ko, (7.340)
Pn < |l 2 (o~} n]) (bl —ayln]), Vim.n, - (7.340)

constraints ((7.19i)), (7.19j)).
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Algorithm 7.1. Integrated User Scheduling, Partial Offloading, Computation, Bandwidth Allo-
cation, and Multi-UAV Trajectory Control Algorithm

Require: M, K, W, T, and locations of GUs, satellites and cloud server;
1: Initialization: L° A° F° B8° Q°;
Ensure: Min weighted energy consumption (E*'™); Let r = 1;
repeat
Solve sub-problem ([7.20]) to obtain ®";
Solve sub-problem ([7.21]) to obtain L™ and A";
Solve sub-problem ([7.27)) to obtain 8" and F";
Solve sub-problem ([7.34]) to obtain Q";
Update r =r + 1;
8: until Convergence
9: Return E*™* ©* L* A" F* 8%, Q".

Since - 1 ] is a convex function with respect to vy .,[n], the objective function is convex. In

addition, all constraints are linear. Therefore, problem ((7.34]) is a convex problem, which can be
solved effectively by using the CVX-Gurobi solver [38].

7.5.5 Integrated User Scheduling, Partial Offloading Control, Computation Re-
source, Bandwidth Allocation, and Multi-UAV Trajectory Control Algo-

rithm

Using the results above, we can develop an integrated algorithm based on the alternating opti-
mization method as described in Algorithm The convergence of this algorithm is stated in the

following proposition.

Proposition 7.1. The proposed Algorithm creates a sequence of feasible solutions where the
objective value monotonically decreases over iterations. As a result, the algorithm converges to a

feasible solution.

Proof. The proof is given in Appendix O

7.6 Joint Admission Control and Network Management Design

If problem (P3) is feasible then Algorithm converges to a feasible solution. However, problem
(P3) can be infeasible in certain overloaded scenarios. To this end, we develop an algorithm to verify

the feasibility of problem (P3) and propose a joint admission control and network management
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algorithm to tackle problem (P3) in a generic scenario where this problem can be feasible or

infeasible.

7.6.1 Feasibility Verification

We address the feasibility verification for problem (P3) in this section. We introduce a new variable
0 and use it to all inequality constraints of problem (P3) and consider a related optimization problem

aiming to minimize §. This feasibility verification problem can be formulated as

(P3’): min o (7.35)
O,AL,3,F,Q,0
st T — T — § <0,Vk, (7.35a)
T — T — 5 < 0,Vk, (7.35b)
S TS, 0] — T — 6 < 0,VE, (7.35¢)
meM neN

Ok [n)TRS, [n] — At — 6 < 0,Vk,m,n, (7.35d)
> O[n]él [0l Bkn] — Wi, — 6 < 0,Ym,n, (7.35¢)

kel
Y Ok[n]ok 0] fi[n] — FR® =6 < 0,Ym,n, (7.35f)

ke
qu[n+1]—qm[n]||2 - D12nax —0< O,Vm, n=1, ) N_17 (735g)
d1211in - ||qm[n]_(]j [7’L”|2 —0< 0, Vn, m,J 7& m, (735h)

constraints (7.19¢)), (7.194), (7.19i)), (7.191), (7.19m]), (7.19n)).

Note that this problem is feasible and there exists an optimal value of ¢ that can be used to
determine the feasibility of problem (P3) as follows. Specifically, problem (P3) is feasible, i.e., all
constraints are satisfied, if § < 0 and it is infeasible, otherwise. However, problem (P3’) is also a
mixed integer non-linear optimization problem (MINLP), which is difficult to solve optimally. Using
the alternating optimization method again, we can solve problem (P3’) efficiently as described in

the following.
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7.6.1.1 Optimization of User Scheduling
Given {L, A, F, 8,Q}, the sub-problem optimizing user scheduling ® can be formulated as

AN 1
(P3.1°): min 4] (7.36))

s.t. constraints ([7.35a)) — (7.35h)), (7.191).

Problem (7.36)) is a standard mixed integer linear program (MILP), which can be solved effi-
ciently by using the CVX-Gurobi solver [38].

7.6.1.2 Optimization of Partial Offloading Control and Bit Allocation Over Time Slots

Given {©,F, 8,Q}, the sub-problem optimizing partial offloading control and bit allocation {A, L}

can be formulated as

(P3.2%): (erjlxlI%‘ 4] (7.37)

s.t. (7-35a) — (7-35H), (7-19%), (7-19m), (7-19n).

Problem ([7.37)) is a linear problem (LP), it can be solved by using the CVX-Gurobi solver [38].
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7.6.1.3 Optimization of Computation Resource and Bandwidth Allocation

Given {®, A,L,Q}, the sub-problem optimizing computation resource and bandwidth allocation

{F, B} can be approximated as

(P3.3%): min_ 4§ (7.38)
lelnfer  _Liln] Tmax
Zﬁk ] m[n ( 157 +§k’m[n]) —§ < 0,Vk, (7.38a)
u HTIRAD
Qk[n]qﬁkm[n]( i fk,m[n]> C At 6 <0, ¥k m,n, (7.38D)
Erm(n] — RS, [0] < 0,Vk,m,n, (7.38¢)

constraints ([7.35a)), (7.35b)), (7.35€]) — (7.35h]), (7.19n)).

Problem ([7.38) is a convex problem, which can be solved effectively by using the CVX-Gurobi

solver [38].

7.6.1.4 Optimization of Multi-UAV Trajectory Control

Given {®,A,L,F, 3}, the sub-problem optimizing multi-UAV trajectory control Q can be approx-

imated as
(P3.4): min_ o [7-39)

5.t %ak[nw,m[n](l’? [] ]kJWiiTEL]) T 5<0, Y, (7.39a)

Ok lnlot ] (hin{ﬁhyikﬂ%) ~ At —5<0,Ykm,n, (7.39b)

Yem[n] = R0 <0,k m,n, (7.39¢)

Sk - el -2 (Wl =) ([l =ai o)) = B2 < 0.9k, m.m, (7.390)
)= ]| =2 (e )= [n]) (=t ]) =6 < 0.9 m.m, (7.39)

constraints (7.191i)), (7.35a)), (7.35b)), (7.35¢)) — ((7.35g)).

mln
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Problem ([7.39) is a convex problem, which can be solved effectively by using the CVX-Gurobi

solver [38].

7.6.1.5 Feasibility Verification Algorithm

Summary of the feasibility verification algorithm is given in Algorithm[7.2] Initially, we set feasibility
= true, and initialize all variables w® = {@° L° A?, F° 8° Q°}. Then, we apply the alternating
optimization method and iteratively solve each set of variables given the values of other variables
until convergence to a stable value of §* as described from step 1 to step 19. Specifically, after
solving each sub-problem in the r-th iteration, we check the obtained objective value §" as follows:
if 6" > 0, we return this value and w” and then break the “repeat-until” loop. Otherwise, if §" < 0,
we continue solving next sub-problem. Steps 20 to 24 check the obtained value of §* and output
the feasibility result in step 25. If feasibility = true, all constraints of problem (P3) are satisfied
and we can solve the considered optimization problem to obtain a feasible solution. Otherwise, if
feasibility = false, problem (P3) is infeasible, i.e., certain constraints of problem (P3) cannot be

satisfied. The outputs of Algorithm are feasibility results and w™.

7.6.2 Admission Control and Network Management Algorithm

We have described an integrated algorithm that can be applied as the considered problem is feasible
and feasibility verification algorithm to check the feasibility of problem (P3). When the problem
is infeasible, i.e., the output of the proposed feasibility verification algorithm is feasibility = false,
it becomes necessary to perform admission control to ensure all constraints are satisfied. To this
end, we design a user removal strategy that attempts to remove the smallest number of GUs while
ensuring all constraints be satisfied for the system with the remaining GUs, i.e., the removed GUs

are temporarily denied services so they do not utilize any network resources.

For problem (P3), the maximum delay constraints and the constraints requiring partial tasks
from GUs be offloaded and processed completely at the associated UAVs in each time slot are
challenging ones to satisfy. We propose a user removal strategy that iteratively removes in each
removal step one “worst” GU that requires the largest amount of resource to satisfy its stringent

delay constraint. Specifically, given the output of the Algorithm [7.2] the total data transmission,
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Algorithm 7.2. Feasibility Verification Algorithm

Require: M, I, W, T, and locations of GUs, satellites and cloud server;

Ensure: Min §; Let r = 1; feasibility = true, and w® = {®° L° A° F° 3° Q°};
repeat

1:
2
3:
4

16:

17:
18:
19:
20:
21:
22:
23:
24:
25:

Solve sub-problem to obtain 6" and O,

if 6" > 0 then
Return 6" and w” = {@", L™ A" F~! g7~ Q"7'},
Break repeat loop;

end if

Solve sub-problem to obtain 6", L", and A";

if 0" > 0 then
Return 6" and w” = {@",L", A", F"~1 g1 Q" '},
Break repeat loop;

end if

Solve sub-problem to obtain 6", 8", and F";

if 6" > 0 then
Return 6" and w” = {@",L", A", F", 8", Q" '},
Break repeat loop;

end if

Solve sub-problem to obtain 0" and Q";

if 6" > 0 then
Return 0" and w”™ = {®",L", A", F", 8", Q"},
Break repeat loop;

end if

Update r =r +1;

until Convergence 6™
if " <0or ¢" <0 then

feasibility = true;

else
feasibility = false;
end if
Output feasibility result and

{@T’LT7AT’FT7ﬁT’ QT}};

w* c {{97‘7LT—I7AT—17FT‘—17ﬂT—1’Q'r‘—l}’ {@7‘7]’_‘7‘7AT‘,FT—l’BT—l’Q’I‘—l}’{@T‘7LT‘7AT7FT’BT‘7QT—1}7

propagation, and task processing time for each GU could be calculated as in ((7.1). Then, we find

the “worst” GU k that achieves the maximum value of T}, /T;"®, remove it and update the set of

remaining GUs K2 accordingly, i.e., removing the identified GU k from the set K.

We propose a joint admission control and network management algorithm to solve problem (P3)

to achieve the minimum weighted energy consumption of the GUs and UAVs as in Algorithm [7.3]

First, we initialize all variables except the user scheduling variables in step 1. In step 2, using the

algorithm in [2], we can determine the satellite hop-count L for the considered network setting,

while the bandwidth allocated to each UAV W}, is determined in step 3. Moreover, we initialize

the variable feasibility = true as in step 4. The main steps of the algorithm are described from step

5 to step 17.
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Algorithm 7.3. Joint Admission Control and Network Management Algorithm

Require: M, I, W, T, and locations of GUs, satellites and cloud server;
1: Initialization: L%, A% F° g8° Q°, KC* = K;
Ensure: Min weighted energy consumption (E*™);

2: Find number of hop-count L by running the Alg. 1 in [2];

3: Determine the bandwidth Wiy,, i.e., > Wy <W;

4: Let feasibility = true;

5: repeat

6:  Run feasibility verification Algorithm [7.2}

T if feasibility = true then

8: Run Algorithm

9: Break repeat loop;

10: else

11: Given w” obtained from Algorithm [7.2] calculate T} based on ;
12: Find the worst GU k = argmax; g/TIQ‘aX);

13: Assign K* = K\ {k};

14: Update K + K°¢;

15: end if

16: until K =0
17: Return E*™* K*, @* L*, A*,F*, 5*, Q*.

Specifically, we run feasibility verification Algorithm in step 6 in each iteration of the “repeat-
until” loop. If Algorithm [7.2] outputs feasibility = true, which means all constraints of the problem
are satisfied, we run the integrated Algorithm [7.I] to obtain a feasible solution in step 8 then
we break the loop in step 9 to end the whole algorithm. In contrast, if Algorithm outputs
feasibility = false meaning certain constraints are not satisfied, we perform user removal to remove
one GU and update the new set of GUs K as described in steps 11-14. The whole algorithm
terminates when a feasible solution is achieved or when the set of GUs is empty meaning the

network is not capable of serving even a single GU.

7.6.3 Complexity Analysis

We now analyze the complexity of our proposed algorithms in the number of required arithmetic
operations. In Algorithm[7.3] the most complex operations are related to optimization steps required
to solving different sub-problems in the feasibility verification and integrated algorithms in step 6
and step 8. First, in executing the feasibility verification Algorithm in step 6, the CVX [38] is
used to solve different underlying sub-problems. Since this solver employs the interior-point method,
the complexity involved in each step is O(m}/ ?(my +ma)m3), where my is the number of inequality
constraints, mo denotes the number of variables [195], and O denotes the big-O notation. Hence,
the complexity of this algorithm is O(L1 M N K %), where L is the number of iterations required to
achieve the convergence for Algorithm[7.2] In Step 8 of Algorithm [7.3] the integrated Algorithm.



Chapter 7: Integrated Computation Offloading, UAV Trajectory Control, User Schedul-

ing, Resource Allocation, and Admission Control in SAGIN 20t
is executed and the CVX solver is used again to solve different underlying sub-problems. The
complexity involved in this step is O(LoM NK %), where Lg is the number of iterations required
to achieve the convergence for Algorithm. . In step 12, we search the “worst” GU for removal
and this search has the complexity of O(K). Let L denote the number of iterations required before

Algorithm [7-3] terminates. Therefore, the overall computation complexity of the proposed algorithm

is O(L(Ly + Loy)MNK?).

7.6.4 Algorithm Initialization

We describe the initialization of UAV trajectory and other variables in the following.

7.6.4.1 Initial Circular UAV Trajectory

We describe how to set the initial circular UAV trajectory assuming that each UAV serves a circular
network partition, i.e., each UAV serves a cluster of GUs located inside a circle with radius r. (m).

init init)

For each network partition served by UAV m, we need to determine its center clit = (ginit yin

m
and radius d"t. Given the locations of K GUs, we employ the k-means clustering algorithm [196]
to determine the centers of the corresponding network partitions. The radius of the initial circular
network partition served by UAV m is given by d'* = min (d,Tle,rc). It is assumed that each

UAV must remain inside the area of its network partition during the flight period and dm®? is the

maximum radius of the circular UAV trajectory with the same starting and ending point.

To determine d™™!, we approximate the largest circumference of a circle as the maximum
distance, denoted as D = Va1, that the UAV can travel during the flight period. Therefore, we

have d">! ~ D /27. Let ¢y, = 21 =L, Vn, we can initialize Q° = {q,[n],Vm,n} as follows:
> [n] = (:ci,;;it + d" cos ¢, Yyt + dNt sin gbn) , Ym,n. (7.40)

For the multi-UAV system, dmin denotes the minimum inter-UAV distance to ensure collision avoid-
ance, which must be maintained as we initialize the UAVS’ trajectories. Fig.[7.2]illustrates the initial

circular trajectories for the network with 2 UAVs.
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Figure 7.2 — Initial UAVS’ trajectories.

7.6.4.2 Initial Partial Offloading Control, Computation Resource, and Bandwidth

Allocation Variables

The task size values s are set randomly in range of [1,10]Mbits and the values of the maximum
tolerable delay T7"®* are also set randomly in range of [1, 3|(seconds). Moreover, the initial values
of partial offloading control variables are randomly generated in )\'k", )\zd € [0,0.5], and a uniform
allocation of bit, computation resource, and bandwidth is applied, i.e., [}[n] = )\stk [Nk, fin] =

MFE}R® /K, and fj}[n] = W/K, respectively.

To investigate the effectiveness of the proposed algorithms, we consider the following baselines.
In an “early scheduling” baseline, all GUs are scheduled continuously from the first time slot of
the UAV flight period. In the second baseline, called “baseline edge”, we initially set circular
UAVs’ trajectories to serve the corresponding groups of GUs, the values of partial offloading control
variables are randomly set and a uniform allocation of bit, computation resource, and bandwidth is
applied as described above. For comparison, the “optimized edge” strategy represents our proposed

design where all variables are optimized.
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Table 7.3 — Simulation parameters

Parameter Description Value
M Number of UAVs 2, 3]
K Number of GUs 10,12, 14,16, 18]
T Flight period 10,15] s
At Length of each time slot 0.5s
H Altitude of UAVs 100 m
Te Radius of cluster 200 m
Py Transmit power of GU with UAV 24 dBm
P Transmit power of GU with satellite 30 dBm
Pt Flying power consumption of UAV 33 dBm
. Computation resource required for 300
k 1-bit input data (CPU cycles/bit)
Computation resource of GU
T (CPU cycles/s) 2% 10°
fmax Maximum computation resource of UAV 3 % 10°
' (CPU cycles/s)
o2 Noise power —174 dBm
o Effective switched capacitance 10-28
depending on the chip architecture
ed Energy consumption per CPU cycle
€ at the UAV-mounted edge server 1 W/GHz
R Transmission rate from GU to satellite 10 Mbps
R Transmission rate inter-satellites 100 Mbps
R Transmission rate from satellite to 10 Mbps
cloud server
T:mp Total propagation delay from GU 100 ms
to cloud server
dmin Minimum inter-UAV distance 20 m
Weighted factors of energy consumption
(o1, 2] of UgAVs and GUs & v (0-2,0.8]
Vinax Maximum speed of UAV 50 m/s
w Total available bandwidth [10 — 50] MHz

7.7 Numerical Results
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We consider different scenarios in which a cloud server is far away from a considered network area.
For particular, the group of GUs is located in Montreal (45.50°N, 73.56°W) while the cloud server
is located in Vancouver (49.28°N, 123.12°W). By running the Alg. 1 in [2], we can determine the
number of satellite hops L = 4. The parameters for our simulations are set similarly to those

in [44,46-48] and the chosen values of key parameters are summarized in Table (7.3

We first study a specific setting with 10 GUs located on the ground and their task size values
are set as s = [6,10,5,4,3,5,6,8,10, 10]Mbits with the corresponding values of maximum tolerable
delay of Tj" = [2,3,2,2,1,3,2,3,3,3](seconds). Fig. illustrates the optimized trajectories of
UAVs in the scenarios with 10 GUs, T' = [10, 15]s, and L = 4. This figure shows that the UAVs must
follow longer trajectories to account for the longer flight time as 1" increases, and the optimized
trajectories are smoother for larger T'. In Fig. we show the scheduled time slots for individual
GUs during the UAV flight periods of 7' = [10, 15]s and L = 4. It can be seen that GUs are mostly
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scheduled when the GUs are physically closer to their associated UAVs. This is reasonable because
smaller GU-UAV distance leads to a higher channel power gain and transmission rate that reduce

the communication latency for the offloaded data of underlying computation tasks.

We now evaluate the effectiveness of the proposed algorithm in comparison with the baselines.
The following results are obtained for random task size s, and maximum delay requirements 7"

as described in Section.[7.6.4.2l Moreover, the results are obtained by averaging over 100 simulation
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Figure 7.5 — Convergence of the proposed integrated algorithm.

runs, each with different random locations of the GUs and initial parameter settings. The conver-
gence of the integrated Algorithm [7.1]is illustrated in Fig. [7.5] for the cases with 2 UAVs, L = 4,
W =10 MHz, 10 and 18 GUs, and T' = [10, 15]s. In particular, we optimize user scheduling, partial
offloading control and bit allocation, computation and bandwidth allocation, and UAV trajectory
control until convergence in each iteration of the proposed algorithm. It can be seen that the value
of the objective function decreases over iterations. Our algorithm converges more slowly to a feasible
solution with the larger flight period T'. This is because the optimization space becomes larger with
larger flight period T'. Moreover, the number of iterations increases as the number of GUs increases

due to increasing computation complexity.

Fig. illustrates the weighted sum of energy for different number of GUs, 2 UAVs, W = 10
MHz, L = 4, and T = [10, 15]s. It can be seen that the weighted sum of energy becomes higher with
larger number of GUs and the proposed algorithm achieves the smallest weighted sum of energy
compared to those due to other baselines in both scenarios with 7' = [10,15]s. For 18 GUs, the
weighted sum of energy can be reduced by 18.05% and 9.64% compared to the corresponding values

due to the “early scheduling” and “baseline edge” baselines with 7" = 10s and T' = 15s, respectively.

Fig. [7.7] shows the weighted sum of energy for different values of bandwidth allocated for the
uplink communications of the GUs. These results are obtained by running the proposed algorithm
for the scenarios with 2 and 3 UAVs, 10 GUs, W = 10 MHz, L = 4, and T' = [10,15]s. This
figure shows that the weighted sum of energy decreases as the total bandwidth increases. This is

because larger bandwidth allocated for GUs can help increase the transmission rates that allow
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larger fractions of computation load to be offloaded and processed at the more resourceful edge
servers achieving energy saving for both the edge servers and GUs. It can also be seen that for
given UAV flight time, the network with 3 UAVs achieves higher weighted sum of energy compared
to that due to the network with 2 UAVs. Besides, the difference in the weighted sum of energy for
T = 15s and T' = 10s is larger for the network setting with 3 UAVs compared to that with 2 UAVs,
which are 44.58% and 40.63%, respectively.

Fig. and Fig. illustrate the weighted sum of energy for the different satellite hop counts,
UAV flight periods, and number of UAVs. In particular, in Fig. we show the weighted sum
of energy for scenarios with 2 UAVs, 10 GUs, T = [10,15]s, W = 10 MHz, and different satellite
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hop counts L in the space network layer. It can be seen that the weighted sum of energy increases
with the number of satellite hop counts. This is because larger satellite hop counts imply longer
transmission and propagation delay in the space network layer, which could force higher computation
load to be processed at the GUs and edge servers. In addition, the weighted sum of energy also
increases and the proposed algorithm can save less energy compared to those required by the “early
scheduling” and “baseline edge” baselines for the longer flight time 7. Specifically, the weighted
sum of energy can be reduced by 14.28% and 7.62% compared to those due to the “early scheduling”
and “baseline edge” strategies with T'= 10s and T = 15s, respectively.
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In Fig. we illustrate the weighted sum of energy for different number of satellite hops L
and UAVs. These results are obtained by running the proposed algorithm for the scenarios with 2
and 3 UAVs, 10 GUs, W = 10 MHz, and T = [10,15]s. It can be seen that the weighted sum of
energy increases with the number of satellite hops. However, the weighted sum of energy increases
more sharply with the number of satellite hops for the network with 2 UAVs compared to that
with 3 UAVs. This result implies that the network with 3 UAVs can save more energy compared to
that with 2 UAVs for large satellite hop counts. As discussed above, with the larger satellite hop
counts, higher computation load would be processed at the edge servers; therefore, more energy
efficiency can be achieved with larger number of UAVs, i.e., edge servers. Fig. [7.10] illustrates the
computation load distribution over network layers. This figure shows that larger task size values
lead to less computation load distributed at the GUs while larger satellite hop counts result in

higher computation load to be processed at the edge servers.

To evaluate the performance achieved by the proposed admission control design, we define an
admission ratio as the ratio between the number of actual GUs served to the total number of GUs,
ie., %, where Ky denotes the set of original GUs and K€ represents the set of GUs admitted for
which a feasible solution can be found by the proposed algorithm. Fig. [7.11] shows the admission
ratio for different number of GUs for the networks with 2 and 3 UAVs, W = 10 MHz, L = 4, and
T = [10,15]s. It can be seen that the admission ratio decreases as the number of GUs increases. This

is because given the fixed radio and computation resources, the number of GUs that the network

can support is limited. Hence, a larger number of GUs would be removed from the system as the
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number of GUs increases resulting in a decreasing admission ratio. It can also be seen that the
difference in the admission ratios for the two scenarios with 7' = 10s and T" = 15s is larger for 2
UAVs compared to that for 3 UAVs. In fact, for the network setting with a larger number of UAVs,
i.e., edge servers, and larger UAV flight period T, the network can be covered better; therefore, a

larger number of GUs can be served.

We present the variation of the admission ratio with system bandwidth for the networks with 2
and 3 UAVs, 14 GUs, L =4, and T = [10, 15]s in Fig. This figure shows that the admission
ratio increases with larger system bandwidth. This is reasonable because larger system bandwidth

allows to enhance transmission rates of GUs or equivalently more GUs can be supported while still
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satisfying all GUs’ and system constraints. Meanwhile, the admission ratio slightly decreases as
the number of satellite hops increases as illustrated in Fig. that presents the results for the
networks with 2 and 3 UAVs, 14 GUs, W = 10 MHz, and T = [10,15]s. In fact, larger satellite
hop-counts would force higher computation load to be processed at the edge servers to satisfy the
delay constraints of underlying computation tasks. However, limited computing resources at the
edge servers also constrain the amount of partial tasks to be offloaded and processed completely
in each time slot. As a result, the edge servers could be overloaded for larger satellite hop-counts
and more GUs can be removed from the network. Moreover, it can be seen that the network with
3 UAVs can serve more GUs compared to that with 2 UAVs thanks to the better network coverage
with more deployed UAVs.

7.8 Conclusion

In this chapter, we have studied the joint optimization of user scheduling, partial offloading con-
trol and bit allocation, computation resource, bandwidth allocation, admission control, and UAV
trajectory control for the SAGIN. Specifically, we have used the alternating optimization approach
to solve the underlying problem and leveraged the SCA method to tackle the non-convex band-
width allocation and UAV trajectory control sub-problems. Moreover, we have proposed efficient
strategies for feasibility verification and admission control, which can be employed in the overloaded

network scenarios. Numerical results have demonstrated the effectiveness of the proposed algorithm
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compared to various baselines. We have also studied the impacts of various system parameters such
as the number of GUs, bandwidth, the satellite hop-counts as well as the data size to computation

load distribution and the energy consumption. Moreover, the admission ratio has been evaluated

for different number of GUs, varying system bandwidth, and the satellite hop-counts.

7.9 Appendices

7.9.1 Proof of Proposition

In this appendix, we prove that the Algorithm creates a non-increasing sequence of objective
values of problem (P3) and converges to a feasible solution. First, it can be verified after the
initialization step or after each r-iteration of the approximation process, we achieve a feasible
solution of @™ L", A", F", 8", and Q". For step 3 of Algorithm since the optimal solution of
(P3.1) is obtained for given L", A", F" 8", and Q", we have

ESUm(eT’LT’ATjFT7BT7 QT) 2

ESL”'I’](@'I"-‘rl’]’J'I”IX’I‘,:FT,IBT"(Q’I’)7 (741)

where FS'™(O",L", A", F", 8", Q") is defined as the objective function in the formulation for prob-
lem (7.19). Moreover, for given @1 L" A", F", 8", and Q" obtained in step 3 of Algorithm it
follows that

Esum(erJrl7 Lr? AT’ FT, Br7 Qr) 2

Evsum(@)rJrl7 Lr+1’ Ar+1’ FT, ﬁr’ Qr) (742)

This is because problem (P3.2) is optimally solved to obtain L"*! and A"™*!. Next, for given
L L+l A™tL F7 3" and Q" achieved in step 4 of Algorithm we also have

Esum(@r+1’ Lr+17 /errl7 FT, Br’ Qr) 2

Esum(gr—s—l’ LT—H, AT+1, FT+1, /3T+17 QT) (743)
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This result is obtained by solving problem (P3.3.2) based ob the SCA method. Finally, for given
o+l L+l A+l Frtl g+l and Q' obtained in step 5 of Algorithm we have

Esum(er—l-l’ Lr—&—l’ Ar—&—l’ Fr—i—l’ ﬂr—o—l’ Qr) 2

Esum(®r+1’ Lr—i—l, Ar—i—l’ Fr—l—l, ,BT—H, QT+1)- (744)

This result holds since the problem (P3.4.2) achieves the solution Q"*! by applying the SCA
method. Using the results in (7.41)-(7.44)), we obtain

E*™(©,L,A.F,5,Q) >

Esum(@r-i-l’ Lr—f—l’ Ar—f—l’ FT—H, ﬁr—f—l’ QT-H), (7'45)

which indicates that the objective value of problem (P3) is non-increasing after each iteration
of Algorithm Since the objective value of problem (P3) is lower bounded by a finite value,

Algorithm [7.1] is guaranteed to converge to a feasible solution. This completes the proof.



Chapter 8

Conclusions and Further Research

Directions

In this chapter, we summarize our research contributions and discuss some potential directions for

further research directions.

8.1 Major Research Contributions

The research performed in this dissertation results in three set of contributions. The first set
of contributions are related to publications [75],/139,|140,208] in which we investigate the UAV
deployment, i.e., UAV placement and trajectory control, and resource allocation for UAV-based
wireless networks. In the preliminary work [75], we study the problem of UAV placement and
bandwidth allocation for wireless networks with wireless backhaul links. Specifically, we consider
different configurations of LoS and NLoS propagation conditions between UAVs and GUs based on
which we derive the average data rate of each access link. In the second work [139], we propose
a novel design of single UAV trajectory and sub-channel assignment for both wireless access and
backhaul links. The data transmission demands of individual GUs are considered in this work. The
third work [140] extends the design in previous work where we study the multi-UAV trajectory
control and non-orthogonal sub-channel assignment with co-channel interference management. The

data transmission demands of individual GUs and wireless backhual links are still considered in this
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work. Finally, the work [208] formulates the joint UAV-GU association, UAV trajectory control,
and non-orthogonal sub-channel assignment problem for UAV-based wireless networks. In the
previous work [140], we develop a heuristic algorithm for the UAV trajectory control and sub-
channel assignment problem. The work [208] makes several significant extensions of this conference
work. Specifically, we solve three subproblems, namely, the UAV-GU association, sub-channel
assignment, and UAV trajectory control, and develop an integrated algorithm to solve the joint
optimization problem of UAV-GU association, sub-channel assignment, and UAV trajectory control.
Moreover, we perform complexity analysis and prove the convergence of the integrated algorithm.
Consequently, much more extensive numerical results are presented in this article compared to those
in the conference paper to demonstrate the efficiency and desirable performance of the proposed
algorithm. The alternating optimization approach and the successive convex approximation (SCA)

method are employed in these work.

The second set of contributions correspond to publication [209] in which we tackle the joint
optimization of UAV placement, IRS phase shifts, and sub-channel assignments for wireless access
and backhaul links where our design objective is to maximize the sum rate achieved by GUs. The
models underlying the UAV placement and resource allocation for both access and backhaul links
are similar to those in our preliminary work [75]. The underlying optimization problem is in form of
non-convex MINLP problem. To tackle this problem, we first derive the closed-form IRS phase shift
solution and then optimize the sub-channel assignment and UAV placement in an iterative manner
by using the alternating optimization method. Specifically, the sets of sub-channels assigned for
the access and backhaul links are iteratively updated to efficiently utilize the available bandwidth
while maintaining the backhaul capacity constraint. Moreover, we employ the SCA technique to

solve the UAV placement sub-problem.

In the final set of contributions corresponding to publications [206,[210}211], we study the
joint computation offloading, UAV deployment, i.e., UAV placement or trajectory control, and
resource allocation in SAGIN with multi-hop LEO satellite communications. In addition, we study
partial computation offloading where fractions of computation tasks from GUs are processed locally
and/or offloaded and processed at the UAV-aided edger servers and cloud server leveraging multi-
hop LEO satellite communications. The aim of these designs is to minimize the weighted energy
consumption while satisfying the maximum delay constraints of underlying tasks. Particularly,

the work [210] investigates joint computation offloading, UAV placement, and resource allocation.
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The joint computation offloading, UAV trajectory control, user scheduling, and resource allocation
is studied in [206]. Finally, the work [211] makes several significant extensions compared to the
conference publications. The feasibility verification and admission control designs are addressed for
overloaded scenarios. In addition, complexity analysis for the proposed algorithms is conducted.
Moreover, much more extensive numerical studies are performed in this journal version compared to
those in the preliminary work [206]. The alternating optimization approach and the SCA method

are employed in these work.

8.2 Concluding Remarks

In this doctoral dissertation, we studied network planning and resource management for UAV-
based wireless networks with three main research contributions. We can put this work in context

as follows:

e The results of this dissertation can be useful to address some long-range planning problems
over a horizon of a year or more. Real-time implementation issues are outside the scope of

this dissertation.

e Besides, the models are deterministic optimization problems where all input data are known,
e.g., horizontal coordinates of UAVs and GUs. The GUs can be viewed as aggregates of traffic
sources over a small region. The traffic demands are also averages of the demand over the

planning horizon.

e Moreover, the proposed models and designs can provide answer some questions that are rele-
vant in this context. Examples are how many UAVs should the network provider buy, whether
or not the UAVs should be fixed or moving, how many IRS to buy and where they should be

installed, whether a cloud architecture is worth it and where it should be located, etc.

e Furthermore, the more real-time issues such as GU-UAV association, UAV trajectory con-
trol, or computation splitting and offloading can also be used as guidelines for the real-time

algorithms.
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8.3 Further Research Directions

We now discuss potential research directions for further research following the studies in this dis-

sertation.

8.3.1 Machine Learning Approaches for Resource Allocation in UAV-based Wire-

less Networks

While various design optimizations in UAV-based wireless networks can be performed for each ser-
vice period, development and deployment of efficient algorithms for these optimization tasks can be
quite challenging and may not be efficient in practice. This is because such an optimization algo-
rithm cannot account for factors occurring during the considered service period. To this end, online

optimization algorithms are more desirable because they can better adapt to system dynamics.

Several techniques can be employed to achieve this design target. In particular, decentralized
optimization methods can be applied to engineer the UAV-based wireless networks in which indi-
vidual UAVs can make their own decisions by using local network information and in collaboration
with other UAVs in the network. Moreover, reinforcement learning techniques could be employed

to optimize network operations so as to optimize long-term performance.

8.3.2 Enabling Technology for IRS-assisted UAV-based Wireless Networks

First, we would like to extend our work [209] to consider the multi-UAV trajectory control and sub-
channel assignment for wireless access and backhaul links. This design is more challenging because
we have to deal with the multiple associations between the UAVs and GUs and it is not trivial to
develop an efficient algorithm for sub-channel assignment. The formulation optimization problem
captures the design in the 3D space and it could lead to an NP-hard problem that is difficult to

solve.

Exploiting the IRS technology for satellite-UAV-terrestrial networks was considered in [212-215].
Furthermore, the massive MIMO and beamforming techniques [216-219] can enable the IRSs to
enhance the communication quality between the BS, UAVs and GUs. Therefore, applications of

these promising technologies to the TRS-based SAGIN will be explored in our future work.
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8.3.3 Machine Learning Approaches for Space—Air—Ground Integrated Networks
Assisted Vehicular Networks

In general, the maximum delay constraints of the underlying computation tasks are difficult to
maintain in many practical scenarios such as vehicular networks exploiting the SAGIN architec-
ture. Therefore, it is essential to develop novel and efficient algorithms to engineer the resource
allocation, UAV planning, and user scheduling algorithms. Besides, efficient offloading strategies
for partial computation tasks should be developed. To this end, machine learning approaches could

be considered to tackle these challenges.

Some recent, surveys on the opportunities and challenges of edge computing and Al convergence
for UAVs in SAGIN are given in [220,221]. Besides, a novel network architecture considering machine
learning for SAGIN-assisted vehicular networks was discussed in [222]. We would like to further

explore these research directions in our future work.

8.4 List of Publications

8.4.1 Journals

[J3]. Minh Dat Nguyen, Long Bao Le, and André Girard, “Integrated Computation Offloading,
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[J2]. Minh Dat Nguyen, Long Bao Le, and André Girard, “UAV Placement and Resource Allocation
for Intelligent Reflecting Surface Assisted UAV-Based Wireless Networks,” IEEE Communi-
cations Letters, vol. 26, no. 5, pp. 1106-1110, May 2022.

[J1]. Minh Dat Nguyen, Long Bao Le, and André Girard, “Integrated UAV Trajectory Control
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