
  

 

 

Énergie Matériaux Télécommunications 

 
 
 
 
 

EFFECT OF ION IRRADIATION ON THE MICROSTRUCTURE AND 
PHYSICAL PROPERTIES OF NANOPARTICLES 

 
 

Par 

Chao Wang 

 
 
 

Thèse présentée pour l’obtention du grade de 

Philosophiae Doctor (Ph.D.) 

en sciences de l'énergie et des matériaux 

 
 
 

Jury d’évaluation 
 

Président du jury et  
examinateur interne 

 Emanuele Orgiu 
INRS-EMT, Université du Québec 

   
Examinateur externe  Mohamed Siaj 

Université du Québec à Montréal 
   
Examinateur interne  Rafik Naccache 

Concordia University 
   
Directeur de recherche  Federico Rosei 

INRS-EMT, Université du Québec 
   
   

 
 
 
 
 
 
 
 
© Droits réservés de Chao Wang, 2021



 

iii 

ACKNOWLEDGEMENTS 

First, I would like to especially thank my supervisor Prof. Federico Rosei, who gave me 

the possibility of working within his dynamic and productive research group. I am 

extremely grateful for his unconditional support for providing me with opportunities to 

attend international conferences and seminars. He guided me through the whole journey 

of study and research. Under his supervision, I not only made progress in the academic 

field but also developed and polished my personality. Without Federico, I would not be 

able to accomplish my goal. 

I would like to express my sincere gratitude to my group leader Dr. David Barba for many 

discussions about the project. His help on ion implantation and photoluminescence 

measurements was most appreciated. Besides, he gave me a bunch of suggestions in 

terms of study field that I need to explore deeper and academic direction that I need to 

work toward more. A special thank to Prof. Haiguang Zhao, who provide me quantum 

dots for radiation experiments. I would like to thank him for the meaningful comments and 

guidance. 

I would like to thank my collaborators, Dr. Hui Zhang, Jiabin Liu, Dr. Xin Tong, Dr. 

Gurpreet Singh Selopal, and Dr. Mert Celikin for inspiring discussions and constant 

supports. I would also thank all the Nano-Femto Lab (NFL) group members. 

I also thank all staff at INRS-EMT, particularly Christophe Chabanier, Tatiana Brahmi, 

Helene Sabourin, Michelle Marcotte, Louise Hudon, and Sylvain Gingras. Besides, I am 

grateful to Jean-Philippe Masse for training on focused ion beam. 



 

iv 

I would like to express my appreciation to my friends at INRS-EMT center, Daling Cu, 

Yang Fan, Shengyun Huang, Xin Chai, Xin Jin, Xiaohua Yang, and many others for all 

the fun we had in the past five years. 

Last but not least, special thanks to my parents. Thank them for the patience and 

understanding they have shown me even in the most difficult periods. 

 



 

v 

ABSTRACT 

Irradiation of solids with energetic particles, such as electrons or ions, gives rise to the 

formation of atomic defects that can strongly modify the properties of materials. Both the 

understanding and the quantification of the effects induced by these radiations in 

nanostructured semiconductors provide physical insights and relevant information 

regarding their structural integrity, tunability, long-term degradation, and stability for 

numerous applications in materials science and optoelectronics. Beyond the natural 

protection provided by the Earth’s atmosphere, various types of ionizing radiation (mainly 

composed of protons, alpha particles, gamma, and X-rays) can be encountered. This kind 

of environment is usually known to disrupt electronic systems and instrumentation. 

Therefore, it is important to evaluate the change in performance and test the stability of 

any system based on advanced materials. 

In the first part of this thesis, proton irradiation experiments were performed on “giant” 

core-shell (g-CS) CdS/CdSe quantum dots (QDs) using low-energetic (< 10 keV) ion 

beams. A simple three-layer model was built for Stopping and Range of Ions in Matter 

(SRIM) simulations. It shows that 1.5 and 10 keV proton irradiations create almost the 

same rate of vacancies inside the CdSe core, while 1.5 keV proton irradiation creat 30% 

higher vacancies in the CdS shell than that of 10 keV protons. The density of nanocavities 

observed by transmission electron microscopy (TEM) was found to be consistent with the 

rate of vacancies generated during irradiation. Both the photoluminescence (PL) intensity 

and lifetime of QDs decrease after irradiation. By comparing the measurements obtained 

for experiments conducted with ion beams of 1.5 keV and 10 keV, the reduction of these 

two parameters appears to vary linearly with the concentration of surface defects/traps 
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created by impinging protons into the CdS shell. The I-V curves of QDs deposited on Si 

and irradiated with 1.5 and 10 keV H+ show that the semiconductor bandgaps and the 

charge carrier exchanges inside and outside QDs differ from the I-V response of the 

substrate. Proton irradiation can be implemented to enhance photocurrent generation in 

g-CS QDs. 

In the second part, a detailed description of the atomic structure of 

CuInSexS2−x/CdSeS/CdS QDs and the effect of e-beam irradiation is presented. Size, 

three-dimensional (3D) shape, and inner structure of the formed hetero-QDs were 

characterized through in-depth high-resolution transmission electron microscopy 

(HRTEM). An epitaxial growth mechanism of the hetero-QDs was proposed, based on 

monitoring particle morphology and size at different stages of their growth process. The 

epitaxial relationship between the CuInSexS2-x/CdSeS core and CdS shell was 

determined to be [110]core//[110]shell, {112}core//{111}shell. In addition, in situ HRTEM 

observations show that the screw dislocation inside the hetero-QDs can be efficiently 

repaired by e-beam irradiation (~ 15 min), whereas the stacking fault remains unchanged, 

even after 20 min of e-beam exposure. 

In the last part, Er/Si nanoparticles (NPs) were synthesized in co-implanted fused silica 

after thermal annealing between 1000 oC and 1200 oC. TEM images show that the 

diameter of the formed NPs increases with temperature. At 1000°C and 1100 oC, the 

implanted Si and Er were found to nucleate separately, leading to stronger photoemission 

signals in both visible (VIS) and near-infrared (NIR) spectral ranges. At 1200 oC we 

observed nanoscale aggregates that are less optically active due to the formation of ErSi2 

NPs in localized sample regions. PL measurements conducted on samples exposed to 
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proton beam aiming at reproducing space radiative environment in vacuum chamber 

show that the optical emission of hybrid systems containing Er-np and Si nanocrystals 

(NCs) is more intense and survives longer to ion-induced damaging than unmixed 

nanoclusterized systems. These results can be described in terms of an increase of the 

photocarrier transfer occurring between Si NCs and NIR Er emitting levels, which partially 

compensates for the optical losses induced by structural damage. 

 

Keywords: ionizing radiation; ion implantation; nanoparticles; quantum dots; 

microstructure; crystal defects; photoluminescence; photocurrent; transmission electron 

microcopy. 
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RÉSUMÉ 

L'irradiation des solides par des particules de haute énergie (par exemple des électrons 

ou des ions) génère des défauts atomiques qui modifient considérablement les propriétés 

physiques du matériau. La compréhension et la quantification des effets induits par de 

tels rayonnements dans les semi-conducteurs nanostructurés apportent des informations 

utiles pour de nombreuses applications en science des matériaux, optoélectronique, 

technologie spatiale et la conversion d’énergie. Plusieurs types de rayonnements 

ionisants, composés principalement de protons, de particules alpha, de rayons gamma 

et de rayons X, sont rencontrés en dehors de la protection naturelle fournie par 

l’atmosphère terrestre. Ces derniers détériorent les systèmes électroniques et les 

instruments équipant les satellites et autres modules lancés dans l’espace. C’est 

pourquoi, il est très important de connaître leurs effets sur la performance et la stabilité 

des matériaux avancés employés dans ces systèmes embarqués. 

Dans la première partie de cette thèse, des points quantiques (QDs) de CdSe enrobés 

d’une fine couche de CdS ont été exposés à des faisceaux de protons visant à reproduire 

les conditions rencontrées dans l’espace. Un modèle à trois couches a été développé 

pour simuler l’effet de ces radiations au niveau de la structure atomique du matériau-

cible, à l’aide du logiciel Stopping and Range of Ions in Matter (SRIM). Nos résultats 

montrent qu’ en faisant varier l’énergie d’accélération des protons incidents, il est possible 

de modifier la concentration relative de défauts structurels induits séparemment dans le 

cœur de CdSe et la couche de CdS. Alors que la proportion de lacunes générées dans 

le cœur de CdSe par des faisceaux de 1.5 keV et 10 keV reste inchangée , nous montrons 

que celle-ci est de 30% plus élevée dans la couche de CdS pour des protons de 1.5 keV 
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En faisant varier la dose d’irradiation, nous mettons en évidence la formation de 

nanocavités à l’aide d’un microscope électronique à transmission (TEM). Leur vitesse de 

formation est conforme aux taux de décapage ionique calculés dans le matériau-cible, à 

partir des paramètres de faisceaux que nous avons employés. L’intensité de 

photoluminescence (PL) et la durée de vie des émissions lumineuses provenant des QDs 

étudiés diminuent après irradiation. En comparant les mesures effectuées avec des 

faisceaux ioniques de 1.5 et 10 keV, il apparaît que la réduction de ces deux quantités 

varie linéairement avec la concentration de défauts générés par les protons incidents 

dans la couche externe de CdS. Des mesures de courant-tension effectués sur des points 

quantiques déposés sur un substrat de Si, montrent comment la bande interdite du semi-

conducteur et le transfert des porteurs de charge à l'intérieur et à l'extérieur des QDs sont 

affectés par les irradiations. 

La deuxième partie de ce travail décrit en détail la structure atomique de points 

quantiques de CuInSexS2-x/CdSeS/CdS et s’intéresse aux effets de faisceau d’électrons 

sur leur microstructure. La taille, la morphologie tridimensionnelle et la structure interne 

des points quantiques hétérogènes préparés sont caractérisés par microscopie 

électronique en transmission de haute résolution (HRTEM). En étudiant la morphologie 

et la taille des particules formées à différents stades de leur synthèse, un mécanisme de 

croissance épitaxiale est proposé pour la formation de ces hétérostuctures quantiques. 

L’alignement des couches atomiques composant le noyau de CuInSexS2-x/CdSeS et la 

couche-coquille de CdSe est déterminée comme suit: [110]noyau//[110]coquille , 

{112}noyau//{111}coquille . Au moyen d’observations HRTEM in situ, nous montrons 

qu’une irradiation par faisceau d’électrons de 200 kV permet de réparer efficacement les 
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dislocations structurelles au sein de ces hétérostructures au bout de 15 minutes, mais 

que les défauts d'empilement restent toujours inchangés après 20 minutes d’exposition. 

Dans la dernière partie, des nanoparticules (NPs) Er/Si ont été synthétisées dans une 

matrice de silice fondue par implantations ioniques successives de Si et d’Er, suivies de 

recuits effectués entre 1000 oC et 1200 oC. Les images TEM montrent que le diamètre 

des NPs formés augmente avec la température. À 1000 oC et 1100 oC, le Si et Er 

implantés se sont nucléés séparément, conduisant à des émissions PL plus intenses 

dans les gammes spectrales visible (VIS) et proche infrarouge (NIR). A 1200 ℃, on a 

observé des agrégats à l’échelle nanométrique ayant une faible activité optique due à la 

formation de nanoparticules de ErSi2. Les mesures effectuées sur des échantillons 

exposés à différents faisceaux de protons, visant à reproduire en laboratoire les 

conditions radiatives rencontrées dans l’espace, ont montré que les systèmes hybrides 

contenant des nano-cristaux de silicium (NCs) et des Er-np émettent plus de lumière et 

survivent plus longtemps aux effets induits par ce type d’irradiations. Ces propriétés 

peuvent être associées à une augmentation des transferts de charges entre nanocristaux 

de Si et nanoparticules d’Er, qui compensent une partie des pertes de lumière résultant 

des dommages structurels. 

 

Mots clefs: radiation ionisante; implantation ionique; nanoparticules; points quantiques; 

microstructure; défaut cristallin; photoluminescence; photocourant; microscopie 

électronique en transmission. 
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1 INTRODUCTION 

1.1 Ionizing radiation 

1.1.1 Types of ionizing radiation 

 

Figure 1.1 Categorization of non-ionizing and ionizing radiation.[1] 

 

Ionizing radiations are energetic particles or electromagnetic waves that can remove one 

or several electrons from an atom, upsetting the balance between electron and proton 

and giving the atom a positive charge.[2-3] Figure 1.1 shows the categorization of ionizing 

and non-ionizing radiation. There are two types of electromagnetic waves which can 

ionize atoms: gamma-rays and X-rays.[1, 4] Gamma-rays have no mass and no charge, 

which makes them strong penetrating radiations.[5] X-rays have the same basic properties 

as gamma-rays, but most X-rays are produced by artificial methods instead of being 

emitted from radioactive substances. The energy of X-rays is lower than gamma rays. 

Therefore, they are less penetrating than gamma rays. 
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Figure 1.2 Several types of ionizing radiation and their interaction with matter. The paths of 

alpha, beta, neutron particles are indicated by solid straight lines and gamma rays 

are represented by wavy lines. The ionization that occurs inside the materials is 

indicated by unfilled circles.[6] 

 

Besides electromagnetic waves like X-rays or gamma-rays, ionization can also be 

generated by ion irradiations. Ion irradiation consists of high-speed atomic or subatomic 

particles (electrons, protons, etc.) which carry energy in the form of kinetic energy.[3] The 

three most common ion irradiations are alpha radiation, beta radiation, and neutron 

radiation. Alpha radiations are energetic alpha particles made of two neutrons and two 

protons. Their penetrability is relatively weak compared with electromagnetic waves due 

to their charge and size.[6-7] Beta radiation consists of fast-moving negative charged 

electrons whose size is around 1/7000th of an alpha particle. Therefore, the penetrability 

of beta radiation is much stronger than alpha radiation. Beta radiation is more ionizing 

than gamma rays but less ionizing than alpha radiation.[8] Different from charged alpha or 

beta particles, neutrons are simply neutral particles. During atomic nuclear fission or 

nuclear fusion reactions, high-speed neutrons are usually ejected from the atomic 

nucleus.[6] Compared to charged particles, neutrons have a greater penetrability and can 

create relatively uniform damage inside the target materials. For example, for the particles 
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with an energy of MeV, the travel distance of neutrons in the air is close to 102 cm, while 

for protons, it is only about 10 cm.[9-10] However, neutrons can be effectively absorbed by 

materials containing hydrogen atoms, such as paraffin wax and plastics, which also 

contribute to reducing their travel distance. Several types of ionizing radiation and their 

interaction with matter are shown in Figure 1.2. 

1.1.2 Natural background radiation in space 

Cosmic rays are high-energy atomic nuclei that travel close to the speed of light in space. 

Depending on the energy, origin, and flux of these particles, cosmic radiation can be 

classified into three main types: solar cosmic rays (SCR),[11] galactic cosmic rays 

(GCR),[12] and the radiation from the Earth’s Van Allen belts.[13] Among these cosmic rays, 

Van Allen radiations have the greatest impact on human activities, particularly on the 

artificial satellites surrounding the Earth. Figure 1.3 shows the Van Allen radiation belts, 

mainly consisting of protons and electrons captured by the Earth’s magnetic field. In Van 

Allen radiation belts, the proton energy is up to several hundred MeV, while the electron 

energy is usually only a few MeV. Around the Earth, there are two van Allen radiation 

belts. The outer van Allen radiation belt is centered at ~22,0000 km from the surface of 

Earth, and the inner van Allen radiation belt is centered at only ~3,000 km. Most of the 

telecommunication satellites are operating in low Earth orbit (LEO), which corresponds to 

altitude ranges varying from 180 km to 2,000 km. Therefore, these satellites are strongly 

exposed to radiations originating from the inner van Allen radiation belts. For Global 

Positioning System (GPS) satellites in geostationary orbit (GEO) located at 35,786 km, 

radiations from the outer van Allen radiation belt dominate.[13] 
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Figure 1.3 Altitude of van Allen radiation belts around the Earth.[14] 

 

1.1.3 Artificial radiation on the Earth 

Radiation has a variety of medical and industrial uses, including medical diagnosis, 

diseases treatments, density gauges, and nuclear gauges for the construction industry.[15-

18]  In medicine, X-rays are used to find broken bones and do chest tests. Radioactive 

isotopes are also implemented to treat cancers and other diseases.[15-16] In daily life, 226Ra 

or 241Am is applied in the smoke detector.[19] In nuclear power plants (NPPs), the heat 

released from the fission chain reaction of uranium is used to produce high-temperature 

steam, which can drive turbines to generate electricity. In these nuclear chain reactions, 

the energetic neutrons ejected from one split atom induce the fission of other neighboring 

atoms, resulting in additional neutrons. Many other types of radiation, such as X-rays, 

gamma-rays, also result from these nuclear chain reactions.[20] 

1.2 Interaction of ionizing radiation with matter 

The interaction between radiation and matter causes some unwanted changes to the 

microstructure and properties of the irradiated materials.[21] To develop systems suitable 
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for operation in a radiative environment, it is necessary to obtain both qualitative and 

quantitative insights regarding the irradiation-induced changes on the material. The 

interaction of impinging charged particles (alpha, beta, and protons) on the matter differs 

from that of neutral radiations (X-rays and gamma-rays). Charged particles can ionize 

atoms through Coulomb force, by repelling or attracting the electrons from their atoms.[22] 

This kind of interaction is named “direct ionization”. For uncharged particles, the radiation-

matter interaction is dominated by the photoelectric effect, Compton effect, and pair 

production.[23] It is classified as “indirect ionization”. 

 

Figure 1.4 Elastic collision between two atoms. 

 

High-energetic ions penetrating materials lose their energy via (i) elastic collisions with 

the target atom nuclei and (ii) interactions with the electron gas.[24] The probability of these 

impinging ions losing their kinetic energy through elastic collisions related to the nuclear 

stopping power. This process can be taken as elastic two-body scattering, as shown in 

Figure 1.4. After the collision, the energy transferred between two atoms can be 

calculated through 

𝑇 =
2𝑀1𝑀2

(𝑀1+𝑀2)2
𝐸𝑖(1 − 𝑐𝑜𝑠𝜃)        Eq. (1.1)[24] 
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where M1 and M2 are the atomic mass of two neighboring atoms, Ei is the initial energy 

of the incident atom, T is the energy transfer to the target atom, and 𝜃 is ⁡the scattering 

angle. The electronic stopping power mainly arises from the Coulomb repulsion between 

the impinging atoms and the electrons of the target atoms. The electronic stopping power 

is dominating for particles with high energy. 

 

 

Figure 1.5 Bragg curve for protons in relative stopping power; the sharp deposition of energy 

shown in the curve is known as the Bragg peak.[6] 

 

The Bragg curve can be obtained by plotting the energy loss of the particles as a function 

of their penetration depth. A typical Bragg curve of the incident proton is shown in Figure 

1.5. The peak in relative stopping power observed at large penetration depths occurs right 

before the particle stopped and is defined as the Bragg Peak. The cross-section of 

interaction increases with the decrease of the particle’s kinetic energy. During this 

process, the numerous collisions between impinging particles and atom nuclei create 

numerous structural damages. Such a relative stopping power given by the Bragg curve 

provides several practical applications in radiation therapy for cancer treatments. For 
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example, it becomes possible to set the energy deposition of the charged particles in a 

specific area, by focusing on cancer cells while minimizing the damage generated on the 

surrounding tissues.[25-26]  

1.2.1 Heavy ions 

Heavy ions are the particles whose atomic mass is much greater (at least hundreds of 

times) than that of an electron. Their penetration path is shorter than light ions due to their 

greater interaction with the medium. The energy of ions decreases with their traveling 

distance inside the matter, which is due to their great number of collisions with the target 

atoms. The interactions between the heavy charged particles and the bound electrons 

are inelastic, as a small part of the kinetic energy is lost[27] to overcome the binding energy 

of the target electrons. 

1.2.2 Light ions 

Light-charged particles, such as beta particles, lose energy while traveling through matter 

in a manner quite similar to heavy charged particles, primarily interacting with matter 

through the Coulomb force. However, the difference in the mass of light and heavy 

charged particles makes a difference in the energy losses between these two types. Light 

charged particles, especially electrons, will experience Bremsstrahlung radiation[28] which 

is electromagnetic radiation emitted by the deceleration of the charged particles. Their 

interactions with the electric fields of the atomic nuclei result in stronger elastic scattering 

effects,  which lead to the greater deflection of their traveling path compared to heavy 

ions.[29-30]  
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1.3 Ion implantation 

Ion implantation is a technique by which ions are accelerated to designed energy and 

then incorporated into a target material. During the process, the incident ions lose their 

kinetic energy and finally stop at a specific depth. In the early 1980s, the ion implantation 

technique was implemented to modify the surface of the materials and fabricate 

semiconductors of n-type or p-type.[31] In more recent studies, ion implantation has been 

found to be a reliable technique to modify the properties of thin films,[32-34] nanostructure 

materials,[34-37] polymers[38-39], and biocompatible materials.[38, 40-41] Such a technique can 

also be regarded as a relatively clean surface treatment, which brings fewer 

contaminations and less heating effect to the processed samples. In addition, ion 

implantation can maintain the geometrical parameters of the samples better than other 

techniques. Nevertheless, at the atomic scale, the crystal structure of the target materials 

can be strongly damaged or even destroyed as a result of the numerous collision 

cascades occurring between the impinging ions and the target atomic nuclei. 

1.3.1 Depth-distribution of implanted ions 

When energetic ions move in the matter, they collide with the target atomic nucleus and 

slow down by the surrounding electrons. The energy of the impinging ions decreases until 

the particles fully stop. Theoretically, the spatial in-depth distribution of the implanted ions 

can be described by a Gaussian distribution: 

𝑁(𝑥) = 𝑁𝑝 exp [−(𝑥 − 𝑅𝑝)
2
] /2∆𝑅𝑝      Eq. (1.2)  
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where 𝑁𝑝  is the peak concentration of the implanted ions, 𝑅𝑝  is the projected range 

corresponding to the average path of impinging ions inside the materials, and ∆𝑅𝑝  is 

straggle corresponding to the standard deviation of the implanted ion distribution.  

Table 1.1 Projected range and straggle of different ions implanted into Si substrate. 

 

 

The projected range and straggle are connected to the ion energy, ion species, and the 

density of target materials. The projected range and straggle of different ions implanted 
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into Si substrate are presented in Table 1.1, showing their evolution upon the ion energy. 

For the same energy, ions having larger atomic mass tend to have smaller projected 

ranges and straggles, except for He+ ion. The implanted dose (Q) can be calculated by 

integrating the distribution over the whole thickness of the implanted layer (Eq. 1.3). For 

most practical applications presented in this thesis, the implanted dose will vary between 

1010 and 1018 ions/cm2. 

𝑄 = ∫ 𝑁(𝑥)𝑑𝑥
∞

0
         Eq. (1.3)[42] 

1.3.2 Plasma source and beam ion implantations 

In common ion implantation equipment, the typical process of implantation can be 

typically described as follows. A gas is first introduced into a radio-frequency plasma 

chamber to be used as a plasma source, from which the charged ions are extracted and 

accelerated to form an ion beam. The energetic ions are then orientated towards the 

target materials, using various electric and magnetic fields. The target surface exposed 

to the ion beam is relatively small with a typical beam size of around 1 cm2. Obviously, 

such conventional ion implantation equipment is not suitable for material modification 

and/or fabrication at an industrial scale. Fortunately, the implementation of ion 

implantations using plasma immersion techniques (PSII) should more suitable to treat 

samples over larger areas. As shown in Figure 1.6 where the basic principle of this 

experimental method is presented, positive ions are accelerated by the electric field 

applied between the right and central electrodes (in dark blue) and then injected into the 

sample directly. A significant disadvantage of PSII is its relatively low accelerating 

voltage, which is around 100 kV in ideal circumstances. Compared to the classical ion 
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beam implantation technique, PSII is cost-effective and enables to treat sample areas of 

50-100 cm2.[43] 

 

Figure 1.6 Schematic diagram of plasma source ion implantation[44] 

 

1.3.3 Application of ion implantation 

Ions with energy ranging from several keV up to hundreds of MeV can be generated by 

different types of ion implanters. The energy of ions can be adjusted to reproduce various 

experiment conditions and meet the requirement of specific applications. For example, 

low-energy ion implantation is widely used for surface treatment,[45] medium-energy ion 

implantation is commonly used for doping,[46-47] and high-energy ion implantation is 

employed to produce radioisotopes for medical applications.[48] The focused ion beam 

(FIB) is a technique used in this thesis. It can be classed as a low-energy ion implantation 

technique, where energetic heavy ions (such as He+, Ar+, and Ga+) are accelerated for 

micromachining. Nowadays, FIB has been widely applied to fabricate nanodevices or 

prepare thin samples for TEM observation.[49] 



 

12 

Sometimes, it is quite difficult to prepare doped nanomaterials via conventional chemical 

methods. Ion implantation provides new strategies for achieving new materials with 

numerous degrees of freedom. Moreover, ion implantation can also be applied for welding 

nanowires, nanotubes, or integrating nanomaterial to nanodevices.[37, 50-51]. Li et al.[39] 

developed a surface modification method for triboelectric materials of triboelectric 

nanogenerators (TENG) devices based on He+ implantations conducted at high doses. 

He et al.[33] showed that the defects introduced by ion irradiation can significantly affect 

the properties of the single-layer MoS2, leading to considerable changes in its PL 

characteristics and electrocatalytic behavior. 

In addition, ion implantation is a method for synthesizing nanoparticles (NPs), such as 

Si,[52-53] Ge,[54-55] Ag[56-57], Au[58-59], inside the dielectric materials (Si, SiO2, GeO2, and 

Al2O3). Desired ions are incorporated by ion implanter into a great variety of target 

substrates. The depth profile and concentration of implanted ions can be controlled from 

the implantation energy and dose. The nucleation of implanted ions and the growth of 

NPs inside the target substrate are performed using thermal annealing treatments. At the 

beginning of the clustering process, these NPs grow through the Oswald ripening 

mechanism,[53, 60-61] in which smaller particles dwindle and larger particles grow. The 

thermodynamically-driven spontaneous process of large particles more energetically 

favorable. At high implantation doses, the coalescence of small NPs into large 

nanoclusters may occur and lead to the formation of bigger NPs.[52-53] In general, the final 

size of the as-synthesized NPs is mainly depending on the annealing temperatures and 

durations. 
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1.4 Nanoparticles 

In the past few decades, nanostructured materials have been the subject of intense 

research activities due to their unique and outstanding physical properties, which can 

significantly improve the performance of systems used in electronics, photoelectronic, 

and biology.[62-65] For the majority of materials, when their size becomes smaller than 100 

nm, their optical, magnetic, and electronic properties changed significantly. Generally, 

nanomaterials can be divided into three categories, including zero-dimensional (NPs), 

one-dimensional (nanowires), and two-dimensional (thin films) nanostructured materials. 

Lots of efforts have been conducted for improving the optoelectronic properties of 

semiconductors NPs, as well as the fundamental explaining these size-dependent 

properties. 

1.4.1 Colloidal quantum dots 

 

Figure 1.7 Emission colors and PL spectra of CdSe QDs. The size of QDs ranging from ~1nm 
to ~10 nm[66] 
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Colloidal quantum dots (QDs) are zero-dimensional systems, which have a sharp density 

of states (DOS).[67] In QDs, one extra electronic charge will repel the other charge, which 

makes the DOS like a staircase. Figure 1.7 shows that the wavelength of CdSe QDs is 

proportional to the reciprocal of the QDs diameter.[66] The properties can be tuned by 

changing the diameter of QDs, without modification of the chemical composition.[66] 

Colloidal QDs can be used as building blocks for many applications, because of their 

size/shape-dependent optoelectronic properties[68] QDs-based optoelectronic devices, 

including photovoltaics (PV),[69-74] radiation sensors,[75-77] luminescent solar 

concentrators,[78-81] and light-emitting diodes (LED),[82-84] can be potentially used for future 

technologies because of their unique properties and low fabrication costs. The band 

alignment of core-shell QDs can be tuned through changing the size of core and shell, 

which can increase the spatial exciton separation. When the dissociation of electron-hole 

pairs has a large spectral range, the charge transfer will be improved.[85-87] Such 

manipulation of band alignment can be used to produce high photocurrent [87-88] and 

modify the optoelectronic properties of QDs.[87, 89-90] 

1.4.2 Si nanoparticles 

 

Figure 1.8 The excitation and relaxation processes of electrons in (a) direct and (b) indirect 
band gap materials. The phonon-assisted process is seen in the latter case in order 
to conserve the momentum change.[91] 
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Since the discovery of the bright red-orange fluorescence arising from electrochemically 

etched nanoporous silicon upon ultraviolet (UV) excitation,[92] intensive investigations 

have been conducted on heavy metal-free Si NPs. Compared to Cd-based materials, Si 

is much safer for in vitro applications, which requires the use of low toxicity or nontoxic 

materials.[93] The comprehensive superiorities open a new avenue for the application of 

Si NPs to energy sources,[94-96] sensors,[97-98] catalysis[99-100], and biomedical purposes[101-

104]. 

Different from other semiconductor materials studied in this thesis, silicon has an indirect 

bandgap. The excitation and relaxation processes of the electrons bound in direct and 

indirect band gap materials are depicted in Figure 1.8. When an electron excites or 

releases in the indirect bandgap material, it will be accompanied by absorption or 

emission of a phonon, in order to conserve momentum. The intensity of photoluminescent 

(PL) can be remarkably improved, if more electrons release through band-gap transitions 

rather than indirect band-gap transitions. The Bohr radius of Si is around 4 nm. When the 

size of Si NPs is closed to the Bohr radius, strong changes are reported in its optical and 

electronic properties.[92] Most of these features are explained by the combination of the 

surface states effects and quantum confinement effects.[105-106] 

1.5 Effect of ionizing irradiation on the nanoparticles 

1.5.1 The morphological evolution of nanoparticles under radiation 

The irradiation has been found to affect the structure of NPs, which has been investigated 

for several types of metal or bimetallic alloys NPs.[107-108] Previous works showed that ion 

bombardment can modify the shape of the irradiated NPs.[107-110] Figure 1.9 shows the 
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shape evolution of NPs embedded in SiO2. In Figure 1.9, X-axis and Y-axis are the initial 

size and irradiation fluence, respectively. The arrow on the left of figure 1.9 (a) indicates 

the direction of the ion beam. It is shown that the final morphology is closely 

interconnected with the initial size of NP. Several different deformation regimes are also 

observed. 

(i) NPs with diameters between 10nm and 30 nm. Nanoparticles expand along ion beam 

direction and their spherical shape transforms into nanorods. 

(ii) NPs with diameters between 30 nm and 70 nm. After high-fluence irradiation, these 

NPs can be ion-shaped and tend to evolve toward facetted NPs. 

(iii) NPs with diameters larger than 70 nm. No distinct deformation is observed, even after 

high-fluence irradiation of 5 × 1015 ions/cm2. 

 

Figure 1.9 The shape evolution of Au NPs as a function of initial size and irradiation fluence. 

The scale bar in (a) is 20 nm. Samples (b1), (d1), and (f1) are preirradiated by Au ions at 5×1015 
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ions/cm2 with energy of 4 MeV. Sample (a2) to (f2) are irradiated by Kr ions at 1014 ions/cm2 with 

energy of 74 MeV. Sample (a2) to (f2) have been irradiated by Kr ions at 5×1014 ions/cm2 with energy 

of 74 MeV.[107] 

 

In addition to the changes of shapes, some researchers also proved that ion irradiation 

could generate defects or even induce structural phase transitions.[111-113] For example, 

in the study of FePt NPs, it found that multiply twinned icosahedral NPs can transform to 

single-crystalline face-centered cubic (FCC) NPs after He ions irradiation.[113] Such 

structural transformation is due to the generation of Frenkel pairs, which contribute to the 

removal of twin boundaries. Jarvi et al.[111] showed that the untwining process under ion 

irradiation experiences transient amorphization, which is supported by experiments and 

simulations. Such structural transformation only occurs in bimetallic alloys NPs, because 

alloy NPs are more easily amorphized than bulk. 

1.5.2 Effect of ionizing irradiation on optical properties 

The changes of optical properties on the NPs after irradiation are quite different, which 

not only depends on the chemical composition but also the embedding medium. Ion 

irradiation (H, He, Si, Ge, and Au ions) experiments performed on Si NPs embedded in 

SiO2
[114] showed that the PL intensity and PL lifetime of Si NPs decreased with the 

increase of radiation fluence. However, proton irradiation experiments conducted on 

single-layered InGaAs/GaAs QDs[115-116] and multilayered InAs QDs[117-118] indicated that 

the PL emission was enhanced after irradiation. In the study of colloidal core-shell 

CdSe/ZnS QDs embedded in polymers[119], it was found that the PL intensity of QDs can 

increase and decrease with the proton fluence. For a fluence of 1013 H+/cm2, the PL 
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intensity of QDs decreased and was accompanied with the reduction of PL lifetime, which 

can be explained by the quenching of photocarriers. After irradiation performed at a 

fluence of 5×1013 H+/cm2, the PL intensity of CdSe/ZnS QDs recovers partially, which has 

been associated with the transfer of photocarriers between QDs and radiation-induced 

defects. When the irradiation fluence is up to 1014 H+/cm2, the PL intensity of CdSe/ZnS 

QDs is found to exceed the one measured in the original samples. The energy transfer 

between the QDs and surroundings was proved by probing the lifetime of donor and 

acceptor, which indicates that the embedding medium was important for both the PL 

emission and the PL lifetime of QDs under radiative environments. 

1.6 Research objectives and organization 

1.6.1 Research objectives 

Novel NPs-based devices have significant advantages compared to traditional systems 

used in space missions, due to their light weight and energy-saving. However, the 

responses of these NPs-based devices to space radiations are not well understood. It is 

thus necessary to investigate the evolution of their structure and properties, before their 

implementation in radiation-prone environments. Some irradiation experiments were 

performed on Si NPs, single-layer InGaAs/GaAs QDs, and multilayer InAs QDs. After 

exposure to various ion beams, the PL emission intensity was found to increase or 

decrease depending on the radiation dose. However, there are few studies on the 

radiation-induced damages on the microstructure of semiconductor NPs. Irradiation 

effects on the morphology of NPs are usually limited to metal or bimetallic alloys NPs of 

diameters larger than 18 nm. There is also an important lack of research related to the 

effect of ion irradiation on complex nanostructures, such as core-shell structures. In this 
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thesis, the two main objectives are to get a fundamental understanding of radiation-

induced alterations in NPs and study their effects on the material properties. The changes 

in microstructure shall be connected to the variations of the NP optical emission and 

photocurrent after irradiation. More specifically, our work aims to: 

(1) Synthesize and characterize stable and radiation-resistant Er/Si NPs inside fused 

silica substrates as a function of different fabrication parameters, such as implanting 

dose, implanting energy, and annealing temperature. 

(2) Conduct irradiation experiments using both e-beam and proton beam on different 

types of NPs. 

(3) Study the effect of ion irradiations on the microstructure and physical properties of 

NPs, including (but not limited to): 

(a) the in-depth characterization of the radiation-induced structural damaging by 

HRTEM analysis and Stopping and Range of Ions in Matter (SRIM) simulations, to 

connect the microstructural changes with the changes of several materials properties. 

(b) the investigation of both the PL emission and its decay after ion irradiation.  

(c) the investigation of photocarrier transfers in Er/Si systems and “giant” core-shell 

(g-CS) CdSe/CdS QDs. 

(d) the use of ion irradiation to generate different damaging rates into g-CS 

structures and tune their physical properties by setting the energy of ions. 

(e) the use of e-beam irradiation to study the light ions radiation effect on 

CuInSexS2-x/CdSeS/CdS QDs 

(4) Develop a new strategy to improve nanomaterials’ properties and stability. 
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1.6.2 Thesis organization 

This thesis is divided into six parts and organized as follows: 

Chapter 1 introduces the basics, background, and motivation of this project. 

Chapter 2 describes experimental method details and the main characterizations. 

Chapter 3 presents the effects of proton irradiation on both structural and physical 

properties of “giant” CdSe/CdS core/shell QDs. The publication related to this chapter is: 

C. Wang, D. Barba, G. S. Selopal, H. Zhao, J. Liu, H. Zhang, S. Sun; F. Rosei, Enhanced 

photocurrent generation in proton-irradiated “giant” CdSe/CdS core/shell quantum dots, 

Advanced Functional Materials, 2019, 29,1904501. 

Chapter 4 presents the growth of heterostructured CuInSexS2-x/CdSeS/CdS QDs and 

proves some types of defects can be repaired by e-beam irradiation. The publication 

related to this chapter is: 

C. Wang; D. Barba; H. Zhao; X. Tong; Z. Wang, F. Rosei, Epitaxial growth and defect 

repair of heterostructured CuInSexS2-x/CdSeS/CdS quantum dots, Nanoscale, 2019, 11, 

19529-19535. 

Chapter 5 presents an alternative approach for the development of advanced Er light 

sources with superior radiation resistance and longer operating times in ionizing 

irradiation environment. The publication related to this chapter is: 

C. Wang, D. Barba, S. Slim, Y.Q. Wang, F. Rosei, Enhanced radiation resistance of near-

infrared photoluminescence emission induced by Er/Si nanoclustering, Materials & 

Design, 2017, 126, 57-63. 
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Chapter 6 briefly summarizes the important contributions of this work and states future 

challenges in this field. 





 

 

2 EXPERIMENT METHODS 

2.1 Ion implantation process 

 

Figure 2.1 Schematic diagram of ion implantation system in our lab. 

 

For this research, ion radiation experiments were performed inside a low-energy 

accelerator, equipped with a magnet mass separator and a radio frequency gas source. 

The acceleration voltages of ions were set between 1 kV and 20 kV. The samples were 

implanted over an area of 0.81 cm2 using a collimator. Figure 2.1 presents a schematic 

diagram of the ion implanter, which mainly consists of a plasma source system, alignment 

system, and vacuum system. There are two sets of pumps in this ion implanter. One set 

is pumping for the plasma source, and the other one is pumping for the sample chamber. 

Each set of pumps has one turbopump and one mechanical pump. The ion implantations 

were conducted under ultra-high vacuum about 5×10-6 mbar. 
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A schematic diagram of the ion beam system is shown in Figure 2.2. Hydrogen is 

introduced into a radio-frequency plasma source (Figure 2.3) where positive ions are 

generated by stripping away electrons orbiting around the atomic nuclei. These positive 

ions are accelerated, focused, and filtered using several electromagnets, to be then 

oriented towards the target sample. The size of the generated ion beam diameters is very 

small. In order to incorporate the impinging ions uniformly into the target materials, two 

pairs of parallel metallic plates are placed before the sample and connected to a 

modulated tension source for XY scanning. The relation between magnet current (𝐼𝑚) and 

the energy (𝐸) of selected ion can be described as following: 

𝐼𝑚 = 𝑘√𝐸𝑚          Eq. (2.1) 

where 𝑘 is constant (𝑘 = 1.774) and 𝑚 is the atomic mass of the ion. The implantation 

dose (𝐷) can be calculated by Eq. (2.1) 

𝐷 =
𝐼𝑡

𝑒𝑆
           Eq. (2.2) 

where 𝐼 is the measured current in A, 𝑡 is the time for implantation in seconds, 𝑒 is the 

elementary charge (𝑒 = 1.6 × 10−19𝐶⁡) and 𝑆 is the area collimator (𝑆 = 0.81⁡𝑐𝑚2). The 

distance between the collimator and samples is about 3 cm. A -200 V polarisation is 

applied on the collimator for removing secondary electrons ejected from the target atoms. 

The charge arising from the accumulation of energetic ions on the sample is measured 

by a coulometer, and the generated current (𝐼) is measured by an ammeter. 
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Figure 2.2 Schematic diagram of ion beam system. 

 

 

Figure 2.3 Radio-frequency plasma source. 

 

2.2 SRIM-TRIM simulations  

The SRIM software is a freeware developed in the 1980s to determine ab initio the ion 

beam implantation experiments and the ion beam processing of materials through the 

statistical simulations of the collisions between impinging ions and target atoms.[9] This 

software uses Monte Carlo algorithms. It is based on the binary collision approximation 

(BCA) approach, which assumes that the path of impinging ions between two successive 

interactions with the target atom is linear. It uses a statistical calculation to determine how 

the moving ions lose their energy inside the target matter. Typical applications include ion 
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stopping powers, straggle, projected range, the determination of damaging rates, and 

surface sputtering rates. SRIM investigations can also be implemented to describe ion 

erosion effects and design complex multi-layered systems. Transport of Ions in Matter 

(TRIM) is a part of the SRIM package, providing information, such as damage, recoil 

distribution, depth profiles of implanted ions. This SRIM-TRIM freeware has been 

developed by Ziegler and Biersack[9] and can be downloaded from the website: 

http://www.srim.org. 

In this thesis, SRIM-TRIM was used to calculate the depth profiles of H+ within different 

targets and collect information about the radiation-induced damage (such as vacancies 

or displacements per ion) inside the targets. Figure 2.4 shows the results obtained from 

SRIM-TRIM calculation in a silicon target exposed to proton beams of 0-100 keV, showing 

the electronic and nuclear stopping power as a function of the proton energy. 

 

Figure 2.4 Electronic and nuclear stopping power as a function of ion energy for proton 
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TRIM-SRIM code provides the final spatial distribution of implanted ions in the target 

materials and the ion energy losses arising from backscattered or transmitted ions.[120] 

The depth profiles given by TRIM-SRIM can be compared to the calculated  

Norgett−Robinson−Torrens displacements per atom (NRT-dpa) [121]. In 1975, NRT-dpa 

standard was proposed by Norget, Torrens, and Robinson to determine the density of 

Frenkel pairs after collision[122]. This method has been incorporated into the ASTM 

E521[121] and implemented to calculate the damages generated in the materials after ion 

bombardments. Kinchin and Pease [123] expressed the following model (Eq. 2.3, 2.4, and 

2.5) to describe ion-induced damaging: 

𝑁𝑑 = 0 → 𝑇 < 𝐸𝑑         Eq. (2.3) 

𝑁𝑑 = 1 → 𝐸𝑑 ≤ 𝑇 < 2𝐸𝑑        Eq. (2.4) 

𝑁𝑑 =
𝛽𝑇

2𝐸𝑑
→ 𝑇 < 𝐸𝑑         Eq. (2.5) 

Where 𝑁𝑑 is the number of displaced atoms; 𝑇 is the damage energy, 𝐸𝑑 is the minimum 

required energy to produce a stable Fraenkel pair and 𝛽 is the factor determined from 

binary collision models to account for realistic scattering. 

2.3 Focused ion beam 

FIB can be classed as a low-energy ion implantation system, which is a powerful tool for 

nanodevices fabrication, nanomaterial sample preparation, atomic deposition, as well as 

thin TEM sample (less than 100 nm) preparation. FIB operates in a similar way with the 

scanning electron microscope (SEM). However, a focused ions beam, such as Ga+ or 

Ar+, is used instead of electrons.[124] The most widely used source is the liquid metal ion 

source (LMIS) which has the advantages of running reliability, easy fabrication, and good 
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manufacturability.[125] A high electric field is applied onto the gallium which is placed in 

the reservoir and in contact with the tungsten needle. After heating, the liquid gallium will 

flow to the tip of the tungsten needle. Then, gallium ions will be emitted due to the electric 

field ionization. Finally, the gallium ions beam is focused by several electromagnetic 

lenses and oriented to the target samples. Typically, the beam size is around 10 nm, 

which can be used for micro/nano-cutting. Due to the high intensity of secondary electrons 

generated by the ion beam, FIB has magnification around ×100,000, which can create 

images during the micro/nano-cutting. [126] Recently, most of the advanced FIB-SEM 

instruments have a dual-beam system. Besides the Ga+ or Ar+ beam, they are also 

equipped with another independently tunable electron gun. The extra electron gun can 

not only improve the quality of the image with less ion damage but also neutralizes the 

charge induced by positive ions.  

2.3.1 Sputtering process 

As shown in Figure 2.5, the energetic Ga+ (red circles) will have strong collisions with the 

surface of sample after acceleration. A cascade of events, such as secondary ions 

(blue/green circles with “+”), secondary electrons, or other neutral atoms (orange circles), 

will be generated.[126] This process is known as “sputtering”, which allows for the local 

milling of the sample. It is vitally important to manipulate the sputtering process during the 

operation of FIB. 
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Figure 2.5 Schematic diagram of the sputtering process in FIB. Energetic Ga+ has collisions 

with the surface of the sample and sputter the material.[127] 

 

2.3.2 Steps to prepare TEM sample using FIB 

(a) Tungsten is deposited on the desired locations of the sample to protect it in the 

following process steps. In addition, the deposited tungsten can stabilize the 

sample and prevent bending or braking effects due to internal stress or mechanical 

loads during sample moving, such as the in/out transfers from the FIB system or 

TEM. (Figure 2.6 a) 

(b) Two patterns for trench milling are placed beside the tungsten. High voltage and 

current are applied in order to remove material quickly. (Figure 2.6 b) 

(c) A so-called U-cut is used to separate the sample from the bulk material. The 

sample is tilted to cut the bottom and sides of the sample by the Ga+ beam, without 

damaging the other parts. (Figure 2.6 c) 
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(d) Before the sample is completely removed by Ga+ beam, the micromanipulator is 

placed on the top of the sample and fixed by deposition of tungsten. After that, the 

last intermediate between sample and bulk material can be milled, and then the 

sample can be lifted out by the micromanipulator. (Figure 2.6 d) 

(e) The sample is transferred to a TEM grid and fixed by tungsten. Mill the tungsten 

between the micromanipulator and sample by Ga+ beam, then remove the 

micromanipulator. (Figure 2.6 e) 

(f) Low voltage and weak current are used for cleaning and flatting the surface of the 

sample. Finally, the sample is polished until thin enough for electron transparency. 

(Figure 2.6 f)  

 

Figure 2.6 Step to prepare thin TEM samples through FIB milling. (a) deposit protecting layer 

of tungsten, (b) mill trench around the desired location, c) separate sample from the 

bulk material by U-cut, (d) in-situ lift-out sample by micromanipulator, (e) transfer 

the sample to TEM grid and fix it by tungsten, (f) polish the sample until thin enough 

for electron transparency.[128] 
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2.4 Characterization methods 

2.4.1 Transmission electron microscopy 

2.4.1.1 Resolution of TEM 

TEM is a characterization technique whereby a beam of electrons transmits through an 

ultra-thin specimen and interacts with the atoms or molecules in the specimen.[129] The 

resolution of TEM is higher than visible-light microscope (VLM) due to the shorter de 

Broglie wavelength of electrons. Theoretically, the smallest distance which can be 

resolved () is given by: 

𝛿 =
0.61𝜆

𝜇∙𝑠𝑖𝑛𝛽
           Eq. (2.6)[129] 

In Eq (2.6),  is the wavelength of the beam,  is the refractive index of the medium, and 

 is the semi-angle of collection of the magnifying lens. Take green light ( = 550 nm) as 

an example. The limit of resolution is about 300 nm calculated by Eq. (2.6). According to 

Louis de Broglie’s equation, the wavelength of electrons is related to their mass and 

kinetic energy. More specifically, the wavelength of one electron is inversely proportional 

to its momentum. Considering the relativistic effects, then the wavelength of an electron 

can be express as following: 

𝜆𝑒 =
ℎ

√2𝑚0𝐸(1+
𝐸

2𝑚0𝑐
2)

         Eq. (2.7)[129] 

In Eq (2.7), 𝜆𝑒 is the wavelength of the electron, h is Planck's constant, m0 is the rest 

mass of the electron, E is the kinetic energy of the electron, and c is the speed of light in 

a vacuum. 

 

http://en.wikipedia.org/wiki/Microscope
http://en.wikipedia.org/wiki/Electron
http://en.wikipedia.org/wiki/De_Broglie_wavelength
http://en.wikipedia.org/wiki/De_Broglie_wavelength
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Table 2.1 Comparison list between the accelerating voltage, the wavelength of an 

electron, the velocity of an electron, and the ratio of the velocity of an 

electron to the velocity of light.[129] 

Accelerating 
voltage 

(kV) 

Wavelength of 
electron 

(pm) 

Velocity of 
electron 

(m/s) 

Ratio to the 
speed of 

light 

30 6.9791 9.8445 × 1007 0.32838 

100 3.7014 1.6435 × 1008 0.54822 

200 2.5079 2.0845 × 1008 0.69531 

300 1.9687 2.3280 × 1008 0.77653 

500 1.4213 2.5868 × 1008 0.86286 

1000 0.87192 2.8213 × 1008 0.94108 

 

Table 2.1 provides the relationship between the acceleration voltage, the electron 

wavelength, the electron velocity, and the ratio of the electron's velocity to the velocity of 

light. Typically, for the TEM operating under 200 kV, the wavelength of the electron is 

around 0.0025 nm, which is much smaller than the diameter of an atom. However, it is 

almost impossible to build a ‘perfect’ TEM that can approach the wavelength-limited 

resolution calculated by Eq (2.4). Because there is a technical barrier for the fabrication 

of “perfect” electromagnetic lenses. Generally, the existence of aberrations in the 

electromagnetic lens, including chromatic aberration, astigmatism, and spherical 

aberration, will make the practical resolution much lower than the theoretical value. 

Recently, the design of advances electromagnetic lens improved significantly, where 

special aberration has been corrected, so that the sub-angstrom resolution can be 

achieved in aberration-corrected TEM.[130-131] 



 

33 

2.4.1.2 Imaging system in TEM 

TEM has various imaging techniques through the manipulation of the electric current in 

different electromagnetic lenses. Bright-field (BF), dark field (DF), high-angle annular 

dark-field (HAADF), high-resolution TEM (HRTEM), and selected-area electron diffraction 

(SAED) are commonly used in TEM. These images are formed through different imaging 

principles. TEM BF and DF image is a type of amplitude contrast image, which results 

from variations in atomic mass and thickness of the sample. HRTEM image is a phase 

constant produced by the interference of e-beam. The diffraction spots in the SAED 

pattern correspond to the satisfied Bragg diffraction condition of the sample's crystal 

structure. 

 

Figure 2.7 Schematic diagram shows two basic imaging modes in the TEM. (a) image mode and 
(b) diffraction mode. 
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The schematic diagram in Figure (2.7) shows the two basic imaging modes in TEM: 

imaging (Figure 2.7a) and diffraction (Figure 2.7b) modes. In imaging mode, the objective 

aperture is placed in the back focal plane (BFP) of the objective lens. The transmitted 

electrons or diffracted electrons are selected by the objective aperture to generate BF or 

DF image. A BF image will be created, if only transmitted electrons are selected by 

objective aperture, while the diffracted electrons are blocked. On the contrary, if only the 

diffracted electrons are selected while the transmitted electrons are blocked, a DF image 

will be received. In the BF image, regions without specimens are bright in the image, and 

regions with thick or dense specimens will be dark in the image. The contrast in DF is 

opposite to that of BF. The image formed by the objective lens in the intermediate image 

plane will be magnified and projected on the screen or camera through the converging of 

intermediate and projector lenses. 

Figure 2.7(b) shows the diffraction mode, in which the objective aperture is removed, and 

the selected area aperture is inserted. Then the interesting area on the sample is selected 

to form diffraction pattern DP. The DP formed in the BFP is projected on the screen by 

changing the electric current in the intermediate and projected lens. Since the specimen 

is not uniform, the DP image will change locally. Diffraction is useful to reconstruct crystal 

cell and determine crystal orientation. 

Another special DF image is the HAADF image, which is also named as Z-contrast image. 

Because the contrast in HAADF image is usually proportional to the square of the atomic 

number: 𝑍2. The differential cross-section, 𝜎𝑅(θ), for classic scattering can describe by: 

𝜎𝑅(θ) =
𝑒4𝑍2

16(4𝜋𝜀0𝐸0)2
𝑑Ω

𝑠𝑖𝑛4(
𝜃

2
)
        Eq (2.8)[129] 
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In Eq (2.8), θ is the scattering angle, Z is the atomic number, E0 is the initial energy of the 

electron,  is the solid angle of scattering, and  is the dielectric constant. Normally, the 

ADF detector cannot be used to analyze the crystalline specimens due to the Bragg 

scattering. However, if we decrease the camera length and avoid the Bragg electrons, an 

ADF image can be acquired. In this case, only electrons scattered at very high angles (> 

50 mrad) are collected. It is also called HAADF image. As shown in Figure 2.8, different 

types of images are formed depending on the selection of the scattered electrons at 

different angles.  

 

Figure 2.8 Schematic diagram shows the detector setup for HAADF ADF and BF images.[129] 

 

HRTEM is an important imaging technique in TEM, from which we can obtain the atomic 

structure information from a specimen. HRTEM image is mainly caused by phase 

contrast, and it is produced by the interference of the transmitted beam with at least one 
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diffracted beam. When performing HRTEM experiments, we should select a larger 

objective aperture. The beam carrying with their amplitudes and phases will produce a 

phase-contrast image. 

2.4.2 Energy-dispersive X-ray spectroscopy 

Energy-dispersive X-ray spectroscopy (EDS) is a useful technique for the analysis of the 

elemental composition in the desired sample. As shown in Figure 2.9, inner electrons are 

kicked out from their nominal orbit through inelastic interactions with the electron beam. 

A hole will be formed and can be filled by the outer electron which has enough energy. 

During this relaxation process, specific energy will be released with the emission of 

characteristic X-rays. The energy is equivalent to the energy between two energy levels. 

The specific energy released during this relaxation process is applied to identify the 

element. The probability of X-ray emission is proportional to the atomic number (Z); 

therefore, EDS is more sensitive to heavy elements than light elements.[132] 

 

Figure 2.9 Schematic diagram of the principle of EDS. 
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2.4.3 Optical properties measurements 

2.4.2.1 Photoluminescence spectroscopy 

 

Figure 2.10 (a) Principle of the photoluminescence process; (b) Schematic diagram of setup for 

PL measurements. 

 

As illustrated in Figure 2.10a, when the semiconductor absorbs a photon with energy 

higher than its energy band gap, the electron will be excited to the conduction band 

(excited state) with leaving a hole in the valence band (ground state). The excited 

electrons transit inside the conduction will relax through non-radiative mechanisms 

without photoemission. Only the excited electrons return to the ground state, which will 

be accompanied with photon emission. Such optical phenomenon is known as PL 

emission. In this thesis, PL spectroscopy measurements were conducted at room 

temperature using a 405 nm laser-diode excitation source. As shown in Figure 2.10b, the 

laser beam was focused on the sample using a series of lenses to obtain a spot with a 

Gaussian Intensity distribution of 1 mm diameter. The power of the laser is adjusted by 

the filter before lens (Figure 2.10b). The emitted light from the sample was collected by a 

lens in a 90o configuration and then transferred to an iDus InGaAs detector equipped with 

an ANDOR camera and a QE65000 Ocean optics detector, for measurements in the NIR 
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and visible (VIS) ranges, respectively. Before measurements, the noises that arise from 

the background and fused silica substrates are subtracted from the spectra. The 

acquisition time for each measurement is 300 ms. 

2.4.2.2 Time-resolved fluorescence spectroscopy 

In this thesis, the PL lifetime was measured by a time-correlated single-photon counting 

(TCSPC) mode with a 444 nm laser. In order to measure it in the time domain, the time-

dependent PL intensity profile is recorded under the excitation of a short flash of light. 

Figure 2.11(a) illustrates the process of histogram formed over multiple cycles. Firstly, 

samples are excited by short laser pulses, then the time between excitation and emission 

is measured and sorted into a histogram. A typical result acquired by TCSPC is shown in 

Figure 2.11(b), which is a histogram with exponential decay of counts towards times. The 

measured decay curves are fitted by a triple exponential decay as following: 

𝜏 =
∑𝑎𝑖𝜏𝑖

2

∑𝑎𝑖𝜏𝑖
   ,         Eq. (2.9)[133-134] 

In Eq. (2.9),⁡𝜏 is the life time and 𝑎𝑖 is the coefficients of the fitting of PL triple exponential 

decay (i=1, 2, 3). 

 

Figure 2.11 (a) Measurement of start and stop times by TCSPC; (b). Typical histogram measured 
by TCSPC.[135] 
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2.4.4 X-ray photoelectron spectroscopy 

 

Figure 2.12 Schematic diagram of photoelectron generation. 

 

X-ray photoelectron spectroscopy (XPS) is a powerful analysis technique, which is also 

known as electron spectroscopy for chemical analysis. XPS can be applied to a broad 

range of materials. It provides useful information regarding the elemental composition, 

the chemical state, the electronic structure, and the density of the electronic states 

resulting from the formation of specific atomic and/or molecular bonds inside the studied 

sample. The XPS experiments are conducted under ultra-high vacuum (10−7 Pa), and the 

typical depth of analysis is several nanometers. X-rays will interact with the surface atoms 

by releasing some of their electrons through photoelectric effect (Figure 2.12), according 

to the following relation: 

𝐸𝐵 = 𝐸𝑃 − (𝐸𝑘 + 𝜙) ,        Eq. (2.10) 
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where 𝐸𝐵 is the binding energy, 𝐸𝑃 is the energy of X-ray, 𝐸𝑘 is the energy of electron 

measured and 𝜙 is the work function. The photoelectrons emitted from the sample are 

collected by an electron analyzer which can measure their kinetic energy (𝐸𝑘), so that the 

binding energy (𝐸𝐵) can be easily extracted from Eq. (2.10). 

2.4.5 Ellipsometry 

 

 

Figure 2.13 Schematic diagram of setup for ellipsometry measurements. 

 

Ellipsometry is a non-destructive technique based on the measurement of the polarization 

of light (including amplitude ratio and phase difference). The change reported after optical 

reflection or transmission onto or through the studied materials is related to their nature 

and dielectric properties. Ellipsometry has been widely used to measure the thickness, 

roughness, the composition, and/or dopant concentration. The most well-known 

advantage of ellipsometry is its extreme sensitivity to very thin films. The VASE 

ellipsometer setup we have used for spectroscopic ellipsometry measurements is shown 

in Figure 2.13. Here, the incident light is emitted from a monochromatic source and 

reflected towards a CCD detector. Its polarization is measured after reflection using a 

rotating analyzer, which maximizes data accuracy near the “Brewster” condition. The 
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change in polarization state can be defined by the ratio of oscillating parallel to the sample 

surface (Rs) and the oscillating parallel to the plane of incidence (Rp), expressed in the 

term of ellipsometric parameters Ψ and Δ as following: 

𝜌 =
𝑅𝑝

𝑅𝑠
= tan⁡(Ψ)𝑒𝑖∙∆ ,        Eq. (2.11)[136] 

where tan(Ψ) is the magnitude ratio upon reflection and ∆ is the phase difference between 

Rp and Rs. As an indirect method, the Ψ and ∆ ellipsometric parameters enable them to 

determine the dielectric function and the optical parameters of the studied medium. Such 

an analysis is based on a sample model where all sets of variables (related to the sample 

thickness, geometry, and composition) are fitted one at a time to match the experimental 

data. In this thesis, ellipsometry was mainly employed to measure the thickness of SiO2 

layers obtained after oxidation and thermal annealing. 

2.5 Sample preparation 

2.5.1 Colloidal QDs for ion irradiation and optical measurements 

 

Figure 2.14 Film thickness profile measured by profilometry. 
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Colloidal g-CS CdSe/CdS QDs and CuInSexS2-x/CdSeS/CdS QDs were synthesized 

using a two-step approach. The core was first prepared by hot injection[133] or thermal 

decomposition methods[137] followed by the growth of shell through a successive ionic 

layer adsorption and reaction (SILAR).[133, 137] The as-synthesized colloidal QDs were 

dispersed in toluene. These colloidal QDs were synthesized and provided by our 

collaborators. For proton irradiation experiments and optical measurements, the colloidal 

QDs were spin-coated on fused silica substrates for a rotating speed of 1500 r/min during 

60 s. The thin QDs film formed on the top of silica substrates had a thickness of about 20 

nm (Figure 2.14), which is confirmed by the profilometry measurements (Bruker, Dektak 

XT). The as-prepared thin QDs film has a relatively flat surface, whose surface roughness 

is much lower than its thickness. For TEM characterizations, freestanding QDs were 

dispersed on thin carbon film-coated Cu grids. 

2.5.2 Samples for current-voltage measurements 

I-V curves were recorded in pure Si substrates and for g-CS QDs dispersed on p-type Si 

wafers. Before measurements, all the samples were covered by a uniform MoO3 layer of 

20 nm thickness. As shown in Figure 2.15, 17 nm gold electrodes were then deposited 

by metal evaporation on the top of samples, whose bottom sides are bonded to a copper 

plate using silver paste. Under dark and light environment, the current through the devices 

was measured with the voltage between - 1.5 V and + 1.5 V. During the measurements, 

a tungsten tip was used to connected the upper Au electrode with the solar simulator 

class AAA (Sciencetech SLB-300A). The intensity of light was one sun simulated sunlight 

(1 sun = AM 1.5G, 100 mW/cm2), which was calibrated by a silicon reference cell before 

tests. Each I-V curve was measured on 4-5 different Au electrodes which were deposited 
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on the same sample, in order to check the reproducibility of the measurements. Generally, 

we used the value measured from the middle Au electrodes, because sometimes there 

was a short circuit for the Au electrodes closed to the edge of samples. 

  

Figure 2.15 Schematic diagram of the device for I-V measurements. 

 

2.5.3 Synthesis of Er/Si NPs embedded SiO2 layer 

SiO2 layer with a thickness of ~200 nm was grown on Silicon wafers through thermal 

oxidation. A typical SiO2 layer formed under 1100 oC with an oxygen flux of 4.3 is shown 

in the HAADF image of Figure 2.16. 28Si+ ions were initially implanted in the SiO2 layers 

at energy of 50 keV with fluence of 2.0 × 1017 ions/cm2, then Er3+ ions were implanted at 

150 keV with fluence of 5.0 × 1015 ions/cm2. The ion implantation was performed by IMC 

commercial implanter. After implantation, samples were annealed inside a quartz tube 

furnace (Lindberg-Blue) with ultra-high purity N2 flux at atmospheric pressure. The 

annealing time was 1 hour for all samples, and the annealing temperature was set up 
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between 1000 oC and 1200 oC. For TEM characterizations, cross-sectional TEM 

specimens were prepared by conventional ion thinning and FIB. 

 

Figure 2.16 Cross-sectional HAADF image of silicon substrate with ~ 200 nm SiO2 layer after 

thermal oxidation. 

 

2.6 Data analysis 

The original TEM dm3 files were analyzed and converted by DigitalMicrograph from 

Gatan company, which included indexing of SAED patterns, analysis of HRTEM images, 

and fast Fourier transform (FFT). 

All measured curves and calculation results from SRIM were plotted and analyzed in 

Origin 2016. The intensity of the PL signal was acquired by integration of the peak areas 

after subtracting the optical background. Implantation depth profiles and vacancies 

distribution calculated by SRIM simulation was given after Gaussian fitting. Because ion 

erosion and swelling effects due to the introduction of ions into the target materials are 

low for the implantation doses chosen in our experiments. 
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The size-distribution analysis of the as-synthesized NPs was then completed by Nano 

Measurer 1.2. Typically, the number of NPs counted for statistical analysis was around 

200. 

 





 

 

3 EFFECT OF PROTON IRRADIATION ON CORE/SHELL QUANTUM 

DOTS 

3.1 Motivation 

Colloidal core-shell QDs are promising building blocks for next-generation optoelectronic 

devices, such as PV, LED, and radiation sensors. Novel core-shell QDs-based devices 

have significant advantages over traditional technologies for future space missions due 

to their light weight and energy-saving. In addition, core-shell QDs have unique electronic 

structure, in which the electron-hole spatial overlap can be manipulated by changing the 

chemical compounds or adjusting the size of both the core and the shell. The reduction 

in electron-hole spatial overlap can enhance the recombination time and promote the 

transfer of conduction electrons at the interface between QDs and their neighboring 

semiconductors. However, there is a lack of research aiming at determining the effects of 

ion irradiation on both the optical and electronic properties of core-shell QDs, where the 

presence of structural defects resulting from collisions between impinging ions and target 

atoms should have a strong impact.  

In this chapter, we performed proton irradiation experiments on g-CS CdSe/CdS QDs 

system for the first time. These materials were chosen because of their high stability over 

time. We used the SRIM-TRIM Monte Carlo simulation code to evaluate the damage 

resulting from the ion-matter interaction for 1.5 and 10 keV energies and ion fluences up 

to 1017 H+ cm-2, which corresponds to radiation exposure conditions for long-term 

operation on Earth and durations longer than several decades in outer space. The results 

indicate that ion implantation can be implemented to generate different damaging rates 

into core-shell structures by setting the acceleration energy of impinging ions. Most of the 
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results presented in this chapter have been previously published in Advanced. Functional 

Materials, 29 (46), 1904501, 2019. 

3.2 SRIM simulations for irradiation damage on g-CS QDs 

3.2.1 Simulations for g-CS QDs under H+ irradiation  

Ion beam implantation conditions and their processing parameters were guided by ab 

initio SRIM Monte Carlo calculations detailed in section 2.2. For the convenience of these 

simulations, we built a simple three-layer model. As shown in Figure 3.1, the thickness of 

each layer is set to 3 nm, which is defined by the shell thickness and the core diameter 

of the as-prepared g-CS QDs. Firstly, the proton bean will interact with the CdS layer, 

then the CdSe layer, and finally the CdS layer again. The rate of damage generated by 

impinging protons depends on their energy, tilt angle, as well as density and atomic 

composition of the target. 

 

Figure 3.1 Three-layer model for SRIM-TRIM simulations, the thickness of each layer is 3 nm 
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Figure 3.2 Vacancy distribution calculated from SRIM-TRIM simulations, inside g-CS QDs 

exposed to 1.5 keV (a) and 10 keV (b) proton beams. 

 

Two different acceleration voltages of 1.5 and 10 keV were set, to promote the formation 

of vacancies either in the shell or in the core, respectively. For such energies, more than 

89 % of the impinging protons entirely cross the g-CS QDs, according to SRIM 

simulations. SRIM 2013 full-cascade simulations performed with CdSe density of 5.82 

g/cm3 and CdS density of 4.82 g/cm3 are presented in Figure 3.2. The maximum 

penetration depth of impinging protons is calculated using these simulations in the target. 

They are ~80 nm and ~260 nm, for acceleration voltages of 1.5 kV and 10 kV, 

respectively. Figures 3.2a and 3.2b show the depth-distribution of the vacancies created 

by 1.5 and 10 keV proton beams, respectively. Nuclear collisions are usually higher for 

low proton energies (Figure 2.3), so that implantation conducted for an acceleration 

voltage of 1.5 kV generates more vacancies. The latter is related to recoiled target atoms 
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that were displaced from their original site after elastic collision with impinging protons. 

The plot ordinate units are given in vacancy per ion, so that the total vacancy 

concentration can be directly obtained from the ion-beam current and the irradiation times 

that are measured during each experiment.  

 

Figure 3.3 Vacancy depth-distribution calculated from SRIM-TRIM simulations, inside two 

stacked g-CS QDs exposed to 1.5 keV (a) and 10 keV (b) proton beams. 

 

The results presented in Figures 3.2a and 3.2b indicate that 1.5 and 10 keV proton 

irradiations create almost the same rate of vacancies inside the CdSe core, while 1.5 keV 

proton irradiation creates 30% higher vacancies in the CdS shell than that of 10 keV 

protons. Such features remain qualitatively valid for two stacked g-CS QDs exposed to 

1.5 keV and 10 keV proton beams, as shown by the SRIM damage profiles presented in 

Figure 3.3, where the solid lines in green refer to the relative fraction of vacancies 
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generated in the CdS shell, and the solid lines in red refer to the ones generated in the 

CdSe core. The density of vacancies created by proton irradiations in the second layer of 

g-CS QDs is close to that calculated in the first QDs layer. As shown by the red and green 

curves in Figure 3.3, the proportion of vacancies between core and shell remains almost 

unchanged. For 1.5 keV proton irradiations, the vacancies density is higher in the shell, 

while 10 keV proton irradiation is the opposite. Such results indicate that the ion 

implantation energies can be set to control the formation of structural defects in the 

different regions of the target samples, even for multilayered g-CS QDs. 

3.2.2 Simulations for g-CS QDs under He+ irradiation 

 

Figure 3.4 Implantation depth-profiles of H+ and He+ with different energy are calculated by 

SRIM-TRIM simulations. The target material is CdS with a density of 4.82 g/cm3. 

 

Besides the calculation for proton irradiation, we also carry out calculations on g-CS QDs 

under He+ irradiation with different energy. The penetrability of He+ is weaker than H+, 

due to its large atomic mass. Therefore, the two energy levels we chose for SRIM-TRIM 

simulations are 3.1 keV and 10 keV, instead of 1.5 keV and 10 keV for experiments 
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conducted with protons. The implantation depth-profiles of H+ and He+ are compared in 

Figure 3.4, where the concentrations of ion-induced vacancies are normalized. In this 

figure, it can be seen that the depth-profile of He+ implanted at an acceleration voltage of 

3.1 kV is quite similar to that of H+, accelerated at 1.5 kV. This means that for both 

implanted species, most of the impinging ions pass through the whole QDs layer.  

 

Figure 3.5 Vacancy distribution of g-CS QDs exposed to 3.1 keV (a) and 10 keV (b) He+ 

irradiation, which is calculated by SRIM simulations. 

 

The vacancy distribution in g-CS QDs under He+ irradiation is shown in Figure 3.5. The 

solid lines in green and red refer to the relative fraction of vacancies generated in the CdS 

shell and the CdSe core, respectively. Obviously, higher energetic He+ generates fewer 

vacancies inside the QDs, which results from the decrease of nuclear stopping power. In 

addition, helium ions generate more vacancies in the core than the shell for both 

acceleration voltages. To create more vacancies in the shell than the core, it would be 

necessary to further reduce the energy of impinging He+. However, reducing the 

acceleration voltage of He+ below 3.1 kV would not permit the impinging ions to 

completely cross the double layer of QDs, due to their weaker penetrability compared to 

H+. As shown in Figure 3.4, the projected range of 3.1 keV He+ is about ~ 25 nm, which 
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is already close to that of 1.5 keV H+ (~ 23 nm). These features mean that for this kind of 

material, the use of He+ beams to make the concentration of ion-induced structural 

defects higher in the CdS shell than in the CdSe core while maintaining the presence of 

He dopants negligible in the implanted g-CS is not possible. 

3.3 Structural damages arise from proton irradiation 

3.3.1 TEM analysis of QDs after proton irradiation  

BF (Figure 3.6a) and HRTEM (Figure 3.6b) images show g-CS QDs with narrow size- 

distribution and clear crystalline lattice. The inset SAED pattern in Figure 3.6(a) 

demonstrates that the g-CS QDs have Wurtzite (WZ) crystal structure (JCPDS No. 00-

041-1049). Three diffraction rings are found close to the transmission spots in SAED 

pattern. They are indexed as {101̅0} {0002} and {101̅1}. The strong diffraction rings also 

indicate the good crystallinity of QDs before and after proton irradiation. Before proton 

beam exposure, the individual QDs exhibit uniform TEM contrast, except for a few QDs 

that contain some structural defects, such as stacking faults (SF).[138] The crystal plane 

d-spacing shown in Figure 3.6b is measured to be ~3.16 Å and ~3.58 Å, with an angle 

between crystal faces of ~63.9o, which corresponds to the (101̅1) and (101̅0) plane of 

WZ crystal structure of CdS.[133] After proton irradiation of 1×1017 H+/cm2, the TEM 

contrast of individual QDs (Figured 3.6c and 3.6e) is not as uniform as the one reported 

before irradiation (Figures 3.6a and 3.6b). Both BF and HRTEM images reveal the 

appearance of small white spots, which are pointed out by arrows in Figures 3.6c and 

3.6e. This feature is corroborated by the modulation of the HRTEM contrast intensities 
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along with the directions drawn on each image (Figure 3.6 b-f), indicating significant 

changes after irradiation. 

 

Figure 3.6 BF images, HRTEM images and intensity profiles of g-CS QDs: (a) and (b) before 

irradiation; (c) and (d) after 1.5 keV proton irradiation at 1×1017 H+/cm2; (e) and (f) 

after 10 keV proton irradiation at 1×1017 H+/cm2. 

 

Nevertheless, Figures 3.6d and 3.6f show that the crystalline lattice is still ordered, 

showing {101̅0} and {101̅1} lattice planes that were used to determine both d-spacings 

and interplanar angles. After proton irradiation, no volume expansion is observed, since 

the crystal plane d-spacings are still consistent with the ones of bulk WZ CdS (JCPDS 

No. 00-041-1049). This confirms that the impinging protons go through the whole QDs.  
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According to the depth-profiles of protons calculated by SRIM-TRIM for the chosen 

acceleration voltage,[9] the projected range of 1.5 keV protons in CdS is about 23 nm 

(Figure 3.4). The integration of the proton spatial distribution curve between 0 and 9 nm 

accounts for about 8.6% of the total area, which means less than 10% of impinging 

protons are stopped inside the irradiated g-CS QDs. Such a value is consistent with the 

fact that no lattice expansion has been found in the measurement of d-spacings of 

irradiated QDs. The inset SAED patterns in Figures 3.6c and 3.6e also indicate the crystal 

structure of QDs survived to ion doses as high as 1×1017 H+/cm2. For defect-free QDs, 

the non-uniform TEM contrast mainly arises from mass-thickness contrast.[129] Therefore, 

the white spots formed in the QDs can be associated with nanoscale cavities. 

 

Figure 3.7 TEM images of g-CS QDs after 10 keV H+ irradiation showing the evolution of the 

QDs structure for fluences of 1×1016 H+/cm2 (a), 5×1016 H+/cm2 (b) and 1×1017 H+/cm2 

(c), respectively. 

 

To evidence the formation of nanocavities, proton irradiations were conducted for ion 

doses varying between 1×1014 H+/cm2 and 1×1017 H+/cm2, followed by TEM observations. 

The low magnification (×120,000) TEM images are presented in Figure 3.7 and those 

recorded at higher magnification (×400,000) are presented in Figure 3.8, for proton 
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irradiations conducted at fluences between 1×1016 H+/cm2 and 1×1017 H+/cm2. These 

micrographs show that the sharpness of the nanocavities is non-uniform in the irradiated 

QDs. The contrast of TEM image finally obtained depends on the experimental 

parameters (beam intensity, magnification, and size of objective aperture), sample 

thickness and the crystal orientation of each QD. Therefore, even all irradiated QDs 

(Figure 3.8b and 3.8c) are damaged by the proton beam, nanocavities are only found in 

the QDs which are viewed along the zone axis. These QDs look dark compared to others, 

due to strong diffraction effects. Whereas, most of the nanocavities found in other QDs 

are blurred due to their higher brightness. The micrographs presented in Figures. 3.8a, 

3.8b, and 3.8c show that the nanocavities start to form with implanted ion doses higher 

than 5×1016 H+/cm2, for 10 keV protons. In addition, the size of the formed nanocavities 

is found to increase with the proton fluence. For ion doses lower than 5×1016 H+/cm2, no 

significant change was observed in TEM images. This value defines a minimum threshold 

below which the ion-induced defects are not detectable using TEM. 

 

Figure 3.8 TEM images and sketches of g-CS QDs after 10 keV proton irradiation with fluence 

of 1×1016 H+/cm2 (a, d), 5×1016 H+/cm2 (b, e) and 1×1017 H+/cm2 (c, f), respectively. 
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3.3.2 Formation of nanocavities inside QDs 

The formation of nanocavities can be explained as follows: during irradiation experiments, 

the impinging protons have successive collisions with the target atoms of QDs. After the 

collision, if the energy transferred to the target atom is larger than the binding energy of 

a lattice atom to its site, a vacancy can form. In a particular area of QDs, a cavity can be 

found only if the number of atoms knocked out by impinging protons is large enough. 

Objects smaller than 1 nm are not accounted in this study because there are too close to 

the detection limit of the TEM (around 0.6 nm). We can nevertheless assume that 

nanocavities with diameters smaller than one nanometer can form during irradiation. The 

density of vacancies created by proton irradiations can be calculated from the product of 

proton fluence and the vacancies generated per ion (Figure 3.2b). For 10 keV proton 

irradiation at an ion dose of 1×1017 H+/cm2, the density of vacancies is about 2 per nm2. 

For an average QD area of 65 nm2, this corresponds to about 130 vacancies per QD. 

Considering that one nanocavity consists of 10-20 vacancies, the average number of 

nanocavities should be between 6 and 13. This rough estimation is consistent with the 

number of nanocavities observed by TEM (Figure 3.8c), where the surface concentration 

of nanocavities is found to be around 10 per QD. Such a feature remains also valid for 

proton irradiations conducted at lower fluences (Figure 3.2b). 

3.4 Effects of proton irradiation on optical properties of g-CS QDs 

3.4.1 Evolution of PL emission after irradiation 

All samples were measured at room temperature with the same active area (~2 mm2), to 

compare the optical properties of QDs before and after irradiation. Figures 3.9a and 3.9b 
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show the absorption and PL spectra of g-CS QDs before and after irradiation with 1.5 and 

10 keV protons, for ion doses varying between 5×1013 H+/cm2 and 5×1015 H+/cm2. Before 

proton irradiation, the average quantum yield (QY) of as-synthesized g-CS QDs is found 

to be ~45%, as reported in the literature.[133] In Figures 3.9a and 3.9b, while the PL 

intensity of the irradiated QDs is found to decrease with the irradiation dose, neither shift 

nor spectral changes are measured. 

 

Figure 3.9 Evolution of the absorption and PL spectral emission in g-CS QDs exposed to1.5 

keV (a) and 10 keV (b) proton irradiation, with the dose-dependence of the PL signal 

integrated between 550 and 700 nm (c), and as plotted as a function of the variation 

in CdS shell vacancy surface concentration calculated by SRIM (d). 
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Figure 3.10 Evolution of PL spectral emission for CdSe QDs exposed to 20 keV proton beam. 

 

Similar variation in PL emission was also recorded in preliminary studies conducted on 

core CdSe QDs exposed to 20 keV protons, as presented in Figure 3.10. The behavior 

reported in this work for g-CS QDs exposed to 1.5 kV and 10 kV proton beams differ from 

the results obtained by Zanazzi et al. for CdSe/ZnS QDs embedded in polyvinyl alcohol 

(PVOH),[119] who observed a decrease followed by an increase of the QD PL emission 

after 2 MeV proton irradiations, due to the activation of charge carrier transfers between 

the QDs and the irradiated matrix of PVOH. As the materials we have investigated by PL 

measurements are free-standing g-CS QDs dispersed on a silicon wafer, no contribution 

from their surrounding is expected before and after irradiation, so that their PL emission 

decreases continuously with the proton irradiation dose. 

Our observation also highlights that both the size and band gap of g-CS QDs remain 

unchanged after irradiation.[133] This feature is qualitatively consistent with the slight 

decrease reported in optical absorbance after exposure to the proton beam. In Figures 

3.9c and 3.9d, the normalized spectral intensity of each measured PL peak is reported 
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as a function of the proton fluence and the corresponding concentration of irradiated-

induced vacancies that were determined within the CdS shell using the SRIM calculations 

presented in Figure 3.2. The intensity of the PL signal was obtained after subtracting the 

optical background contribution and numerical integration of the PL peak between 550 

and 750 nm. As shown in Figure 3.9c, a 1.5 keV proton irradiation generates a slightly 

faster reduction of PL intensity than for the case of 10 keV. In Figure 3.9d, the linear 

decrease of the PL emission upon the concentration of vacancies generated by impinging 

protons inside the CdS shell indicates that the faster decrease reported for lower energy 

irradiations can be associated with the higher damaging rate and the greater nuclear 

collision cross-section between the 1.5 keV protons and the target atoms. Such a remark 

is consistent with the vacancy distribution calculated from SRIM-TRIM simulations in 

Figure 3.2a, as well as the nuclear stopping power presented as a function of the proton 

energy in Figure 2.4, where nuclear stopping power has a maximum value at 0.8 keV. 

3.4.2 Evolution of PL lifetime after irradiation 

The fluorescence decays of QDs under optical excitation at λex = 444 nm are shown in 

Figures 3.11a and 3.11b. After proton irradiation, all PL lifetimes are found to decrease 

with the dose of implanted protons. The representative fluorescence decay curves of the 

PL peak centered at 627 nm of g-CS QDs were well fitted using triple exponential decay 

functions. The intensity-weighted average lifetime <𝜏> ⁡  is estimated using the Eq. 

(2.7).[133-134] Before irradiation, the measured lifetime of as-prepared g-CS QDs is 66.6 

ns. After 5×1015 H+/cm2 irradiation, the measured lifetimes decrease to 54.1 and 57.0 ns 

for 1.5 and 10 kV acceleration voltages, respectively. The normalized PL lifetimes of QDs 

after irradiation are plotted in Figure 3.11c and Figure 3.11d. 
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Figure 3.11 Evolution of the PL decay. g-CS QDs under 1.5 keV (a) and 10 keV (b) proton 

irradiation; (c) dose-dependence of PL lifetime and its variation upon the surface 

density of CdS shell vacancies calculated by SRIM (d). 

 

As observed in Figure 3.9d for the variation of the PL intensity upon irradiation, a faster 

decrease of the average lifetime of photocarriers is observed after exposure to proton 

beams of lower energy in Figure 3.11d. Such a behavior is also qualitatively consistent 

with the higher formation rate of vacancies inside the g-CS QDs target for 1.5 keV 

impinging protons (Figure 3.2b and 3.2c). This confirms the role played by the 
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surrounding CdS shell on the g-CS QD luminescent properties, which is related to 

electron delocalization effects.[72, 115-116] 

The variations of radiative decay rate (Ket) and non-radiative decay rate (Knet) after proton 

irradiations can be extracted from the fluorescence QY, which is related to the variations 

of lifetime measured by time-resolved PL spectroscopy,[81] as follows: 

QY =
𝐾𝑒𝑡

𝐾𝑒𝑡+𝐾𝑛𝑒𝑡
 , ,        Eq. (3.1) 

where the measured lifetime is defined as: 

𝜏 =
1

𝐾𝑒𝑡+𝐾𝑛𝑒𝑡
 .         Eq. (3.2) 

 

Figure 3.12 Evolution of the absorption spectral. g-CS QDs under 1.5 keV (a) and 10 keV (b) 

proton irradiation. 

 

Based on the relative QY calculated through the variation of the measured PL intensities 

(Figure 3.9) and optical absorption (see Figure 3.12), the values of Ket and Knet can be 

calculated from equations (3.1) and (3.2). These results are shown in Figure 3.13, where 

the values of Ket are found to decrease with the proton fluence, while the values of Knet 
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increase. The higher non-radiative decay rate Knet arises from the formation of surface-

defects/traps induced by ion/target atom collisions.[81, 114, 139] These surface-defects/traps 

will open up new non-radiative decay channels and highly affect the lifetime of 

photocarriers inside the core-shell heterostructure system. Ion irradiation experiments 

conducted on Si NPs [114] agree with our results, which also indicated that the decrease 

of PL intensity is accompanied by a concomitant lifetime quenching due to the rise of 

radiation-induced nonradiative phenomena. Even at a dose much lower than the one 

needed to amorphized Si, the Si NCs can lose their PL emission due to the radiation-

induced damage. The occurrence of such effects is consistent with TEM images shown 

in Figure 3.6 and is also supported by SRIM simulations presented in Figure 3.2. This 

suggests that the nanocavities formed during irradiations can act as new non-radiative 

centers. 

 

Figure 3.13 Evolution of Ket and Knet of g-CS QDs under proton irradiation. 

 

In Figure 3.13, the increase of Knet is also found to be 10 % higher for 1.5 keV irradiations 

than for the ones at 10 keV. Such a variation is substantially lower than the increase by 

30 % of the vacancies generated in samples exposed to a proton beam of lower energy. 
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This leads to two main observations: first, the number of non-radiative centers differs from 

the number of vacancies located within the medium;[139] second, the over damaging of 

the CdS shell shown for 1.5 keV proton irradiations (Figure 3.2b) should reduce the 

contribution of delocalized photocarriers to the PL emission process due to the generation 

of more non-radiative traps. This latter effect would be consistent with the results 

presented in Ref.[133] indicating that a fraction of about 40-50% of the optically excited 

photocarriers is delocalized over the whole core-shell systems and contributes to the 

increase in both global PL emission and average PL lifetime. 

3.5 Effects of protons irradiation on photocurrent of g-CS QDs 

3.5.1 Photoelectric properties analysis 

The g-CS QDs were dispersed onto p-type Si substrates which are bounded to a copper 

plate using silver paste. In order to measure the effect of proton implantations on both the 

electrical properties and the photocurrent generation, the studied samples were covered 

by a 20 nm MoO3 film, followed by a top Au electrode of 17 nm thickness. Both MoO3 and 

Au layers were deposited by evaporation after ion exposure. To verify that the H+ ions 

implanted into the QDs/Si targets did not contaminate or affect the chemical structure of 

the MoO3 films,[140] their chemical composition has been investigated XPS measurements 

in non-implanted and implanted samples. As shown in Figure 3.14, no significant change 

is observed in the 3d5/2 and 3d3/2 valence bands of Mo. Both are found to be dominated 

by Mo6+ states. This agrees with the depth profiles of protons calculated by SRIM-TRIM 

simulations, which indicate most of the impinging protons go through the whole QDs. 
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The I-V curves of MoO3/QDs/Si and MoO3/Si systems under dark and one-sun solar-

simulated illumination (AM 1.5G, 100 mW/cm2) are presented in Figure 3.15, for applied 

BIAS voltages varying between -1.5 and +1.5 V. The Figures 3.15a and 3.15b correspond 

to samples containing QDs, before and after implantations performed at 1.5 and 10.0 kV, 

respectively. For each implantation energy, the doses of implanted protons were set to 

generate the same amount of vacancies inside the whole g-CS structure (Figure 3.2). 

Figures 3.15c and 3.15d are related to data recorded for pure silicon wafers exposed to 

similar proton beams. 

 

Figure 3.14 Mo 3d5/2 and 3d3/2 XPS peaks of MoO3 films covering QD/Si implanted at 10 kV with 

1x1016 H+/cm2 (a) and non-implanted QD/Si (b). 

 

In the following discussion, the ‘forward’ (and ‘reverse’) BIAS polarization is defined as 

the positive (and the negative) terminals of the voltage generator connected with the 
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upper electrode. Accordingly, the right part of each figure related to applied voltages 

between 0.0 V and +1.5 V corresponds to forward bias I-V measurements, and the left 

one (between -1.5 V and 0.0 V), to the reverse ones, respectively. For all experiments 

conducted in dark conditions, the forward current passing through the MoO3/QDs/Si or 

the MoO3/Si systems is measured to be greater than the reverse current. A decrease in 

the reported values is also observed with the increase of the proton beam exposure. 

These two features appear to occur faster and/or to be more pronounced for implantations 

conducted at 1.5 kV and those conducted at 10.0 kV. For I-V curves obtained under 

illumination, the measurements strongly differ in the presence and absence of g-CS QDs. 

Two remarkable and very distinct trends are reported. First, almost no reverse biased 

photocurrent is detected in MoO3/QDs/Si samples (left parts of Figures 3.15a and 3.15b), 

whereas a strong current is observed in the MoO3/Si systems (left parts of Figures 3.15c 

and 3.15d). Second, while all measured photocurrents are found to decrease with the 

proton dose in implanted MoO3/Si (Figures 3.15c and 3.15d), these photocurrents are 

found to increase continuously with the H+ fluencies in MoO3/QDs/Si (Figures 3.15a and 

3.15b). This latter effect is highlighted by the four vertical arrows (in yellow) that have 

been directly reported in Figure 3.15. 

The degradation of the biased current after proton-beam exposures and the decrease of 

its related photocurrent is consistent with the increase of structural “modification” and 

optical delocalization, both presented in the previous section. In such a scenario, the 

observed losses may result from the increase of current leaks in the conduction and 

valence bands of irradiated QDs, as well as in the upper part of the Si substrate where 

implanted protons are located. Nevertheless, a more detailed clarification is needed to 
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explain the difference in forward and reverse currents, as well as the significant 

improvement of the photocurrent generation reported for MoO3/QDs/Si systems on 

Figures 3.15a and 3.15b. 

 

Figure 3.15 I-V characteristics of MoO3/QDs/Si and MoO3/Si under dark and illumination, for QDs 

implanted at 1.5 kV (a) and 10.0 kV (b), as well as Si substrates implanted at 1.5 kV 

(c) and 10.0 kV (d). 
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3.5.2 Bandgap alignment in MoO3/QDs/Si systems 

 

 

 

Figure 3.16 (a) Schematic bandgap alignment along the Fermi level in MoO3/QD/Si systems 

containing g-CS QDs, (b) donor/acceptor redistribution at CdS/Si-H and Si-H/Si 

interfaces leading to local electric fields E1 and E2. (c) Equivalent potential 

downshift,  given upon E = E1-E2 and the biased voltage, VBIAS, with the enhanced 

photovoltaic process due to the delocalization of conduction electrons in the g-CS 

system. 

 

In Figure 3.16a, we propose a complete description of the bandgap alignment occurring 

in MoO3/QDs/Si systems, based on previous investigations conducted on g-CS QDs,[72] 

as well as UPS measurements carried out in silicon substrates before and after exposure 

to different H+ beams (shown in  Figure 3.17). On the left of Figure 3.16a, the type-II 
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heterojunction between MoO3 and the CdS shell of the QDs is comparable to the bandgap 

interfaces of TiO2/CdS[72] and bulk MoO3/CdS layers found in the literature,[141-142] for 

given bandgap energies of 3.1 eV and 2.7 eV, in MoO3 and CdS, respectively. The 

bandgap of the CdSe core is 1.8 eV, in agreement with the expected PL spectra 

presented in Figures 3.9a and 3.9b.[72, 143] A type-I junction is formed between the bottom 

side of the CdS shell and the top surface of the implanted Si layer, which has an indirect 

bandgap of 1.1 eV.[144] As the generation of bi-vacancies in implanted Si is known to 

increase the concentration of donor states inside the medium,[141] the increase of the 

valence band edge and the slight decrease of the sample work functions reported in 

Figure 3.16 indicate that the band structure of the Si substrate exposed to proton 

bombardment is upshifted by 0.2 to 0.3 eV with respect to one of non-implanted Si. The 

junction between the implanted Si layer (labeled ‘SiH+’ on the figure) and non-implanted 

Si region located deeper than several hundreds of nm is assimilated to a type II energy 

barrier, as illustrated in the right part of Figure 3.16(a) and zoomed in Figure 3.16(b). 

According to SRIM calculations,[9] the thickness of the SiH+ layer is about 80 nm and 260 

nm for 1.5 keV and 10.0 keV ion beams, respectively. For the whole system, the bandgap 

alignment is set with respect to the Fermi level shown by the horizontal dashed line on 

Figures 3.16(a)-(c). 
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Figure 3.17 (a) UPS analysis of the reference Si substrate and Si implanted with 10 keV protons 

at ion doses of 2x1015 H+/cm2 and 1x1016 H+/cm2. Secondary electron cut-off (a) and 

valence band edge (b) regions. 

 

3.5.3 Photocarrier transfer between different layers 

The presence of the CdS/SiH+/Si interface can explain the evolution of I-V curves in 

reverse and forward polarizations. The lower value of the conduction band minimum in 

the SiH+ sublayer and the higher value of its valence band maximum create energy 

barriers for electrons passing through the implanted Si layer towards the CdS shell or the 

Si substrate. These barriers generate two local electric fields of opposite directions 

(labeled E1 and E2 in Figure 3.16b) resulting from the equilibrium of the donor/acceptor 

distributions across the SiH+/Si and SiH+/CdS junctions. The SiH+/CdS interface has an 

energy barrier of about 0.5-0.6 eV, which is twice the one of Si-H/Si (~ 0.3 eV). In the first 

approximation, the total contribution of charge carrier redistribution can be averaged 
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inside the SiH+ ‘buffer’ layer as a positive electric field, E, oriented normal to the Si 

substrate (Figure 3.16b). In the right part of Figure 3.16c, a schematic representation of 

the CdS/SiH+/Si heterojunctions is presented. 

For reverse BIAS, the average energy barrier potential between the CdS core and the Si 

substrate:  = q(E – V) increases, so that the charge carrier transfers between QDs and 

Si decreases and the current passing through the MoO3/QDs/Si system is reduced. These 

effects are evidenced in the left parts of Figures 3.15a and 3.15b, where reverse biased 

current densities are lower than 1.0 μA/cm2. Conversely, the forward polarization favors 

the current flow through the device by reducing the energy barrier . This feature leads 

to higher forward bias conductivity, as seen in Figures 3.15a and 3.15b. The applied 

voltage for which  =  eV (labeled V0(H+) on Figures 3.15a and 3.16b) refers to 

acceleration tension thresholds varying between +0.1 V and +0.2 V, above which forward 

biased current densities higher than 10 A/cm2 are recorded. Although this quantity was 

not found to vary continuously with the irradiation dose, its value should depend on the 

concentration of structural defects induced by proton bombardment.  

The strong discrepancy between forward and reverse polarizations is not observed in 

MoO3/Si systems without g-CS QDs. For this set of samples (Figures 3.15c and 3.15d), 

the measurement of greater reverse biased currents reveals the formation of a type-II 

junction between MoO3 and SiH+, as already stated for bulk MoO3/Si heterojunctions.[144] 

After implantation, the presence of structural defects inside the Si substrate is found to 

have a limited impact on the I-V characteristics, because the conduction band minimum 

and the valence band maximum of the SiH+ sublayer remain always greater or equal to 

the ones of MoO3 (Figure 3.16a). 
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3.5.4 Enhanced photocurrent in MoO3/QDs/Si systems 

Under one sun illumination, the photocurrent generation process occurring in 

MoO3/QDs/Si systems is described in Figure 3.16c. As calculated by Selopal et al. in 

CdSe/CdS,[72] the excitons created inside the CdSe/CdS QDs are made of electrons 

whose spatial wavelength function is delocalized over the core-shell CdSe/CdS 

conduction band, and holes that are located within the valence band of the CdSe core. It 

also has been demonstrated that the increase of the CdS shell thickness reduces the 

electron-hole spatial overlapping and enhances the recombination time of these excitons. 

In g-CS CdSe/CdS, the electron in the conduction band of the QDs can transfer to the 

conduction band of their neighboring semiconductors more efficiently, due to the 

dissociation of the excited electron-hole pairs.[145] In proton irradiated g-CS systems, 

where the PL emission and optical properties of QDs indicate the occurrence of stronger 

delocalization effects, we infer that the presence of an increasing number of non-radiative 

structural defects favors electron exchanges between the superimposed and overlapped 

wavefunctions of the CdSe/CdS conduction bands. This enhanced electron delocalization 

over the core-shell system promotes the electron-hole pair separation induced by charge 

carrier transfers inside and at the QD interfaces. Such a feature would explain the 

generation of stronger forward light currents reported in Figures 3.15a and 3.15b, as well 

as the continuous increase of the current density upon the dose of implanted protons. 

From the variation in the forward current measured with an applied voltage of +1 V under 

solar illumination in irradiated systems, we found a significant increase in photocurrent 

density relative to the current density measured in non-implanted MoO3/QDs/Si. This 

enhancement is higher than 100 % for QDs exposed to 1.5 keV protons that generate 
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stronger structural and optical changes in the materials, and around 50 % for 10 keV 

proton bombardments. Nevertheless, the QDs spread on the Si wafer before implantation 

and the deposition of MoO3 do not form a homogenous layer of uniform thickness. The 

measurements conducted in MoO3/QDs/Si samples and presented in Figures 3.15a and 

3.15b also account for the contribution of MoO3 that was directly deposited on the Si wafer 

or the SiH+ sublayer, due to the spacing existing between each QD. This makes thus 

impossible a precise quantification of both the photocurrent generation in QDs and its 

improvement caused by their proton irradiations. In any case, the fact that the light current 

increases in MoO3/QDs/Si despite the presence of direct contact between MoO3 and the 

SiH+/Si layers that should contribute to its attenuation (as observed in samples containing 

no QD, Figures 3.15c and 3.15d), highlights the occurrence of enhanced photocurrent 

generation in irradiated g-CS QDs. These results also indicate that proton-based 

treatments can be implemented to modify both the interface and the structure of 

semiconductors. The proton treatments can be achieved by plasma immersion ion 

implantation which is a lower-cost implantation technique than traditional beam line 

implantation due to its simpler design, lower operating costs, and ability to run high doses 

(1014 – 1018 ions/cm2) at low ion energies (20 eV – 10 keV).[146] Our study not only 

provides a better understanding of the proton irradiation effects on nanoscale devices, 

but it also promotes new technological routes based on wavefunction engineering to 

develop photovoltaic components with better light-to-current conversion efficiency, in 

particular, and tune the physical properties of QDs, in general. 
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3.6 Summary 

In summary, we report the damaging effects of proton irradiations on the structural and 

optical properties of g-CS QDs. The SRIM Monte Carlo simulation demonstrated that the 

vacancies created in the shell by 1.5 keV proton irradiations are 30% higher than that of 

10 keV proton irradiations. TEM investigations revealed the formation of nanocavities in 

QDs by proton irradiation, which are both found to increase with the dose of implanted 

protons. These TEM micrographs are the first evidence to confirm that proton irradiation 

can lead to the formation of nanocavities in QDs. PL and PL decay measurements 

demonstrated that both PL intensity and PL lifetime of the as-prepared QDs decrease 

linearly with the concentration of structural defects generated by impinging protons 

through the CdS shell. When more vacancies are created in the shell by the proton beam, 

the PL intensity and lifetime decrease faster. Such results give an original and detailed 

description of the proton irradiation effects on g-CS QDs as a function of the irradiation 

parameters. Using I-V measurements conducted in dark and light environments the 

exposure of g-CS QDs to proton irradiations is found to promote the photocurrent 

generation. This feature is associated with the delocalization of photoelectrons in the CdS 

shell, whose improvement with the formation of non-radiative structural defects inside the 

implanted QDs favors the electron-hole pair separation in g-CS QDs. In addition to 

providing physical insight regarding charge carrier exchanges, bandgap alignment and 

exciton dissociation in systems containing g-CS QDs, such a wave function engineering 

based on ion-implantation treatments generates new potential applications in energy 

conversion and optical tuning, as well as in the development of new functional 

nanomaterials. 
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4 EPITAXIAL GROWTH of HETEROSTRUCTURED QUANTUM DOTS 

AND DEFECTS REPAIR BY e-BEAM 

4.1 Motivation 

Heterostructured quantum dots (hetero-QDs) with outstanding properties can be used in 

various optoelectronic devices. Depending on the chemical compounds, size of core and 

shell, hetero-QDs can exhibit Type I, Type II, or quasi-Type II junction,[147-150] In order to 

promote the growth of shell and avoid interface defects, the core and shell components 

are generally chosen with the same crystal structure and small lattice mismatch.[149] 

Besides the defects located at the interface, screw dislocation, edge dislocation and 

stacking faults are frequently observed, especially in zinc blend (ZB) QDs.[151] These 

structural defects formed during the synthesis process can facilitate charge trapping. It is 

shown that some defects can be efficiently restored through heat treatment. However, 

many types of QDs, such as CdSe/CdS[152] and MnS/ZnS[153], tend to degrade at 

temperatures about several hundred degrees. Therefore, it is necessary to develop a new 

method to eliminate these structural defects. 

In this chapter, the particle size, the three-dimensional (3D) shapes of CuInSexS2-

x/CdSeS/CdS hetero-QDs synthesized through a facile two-step method were studied by 

TEM. A detailed analysis of the epitaxial relationship between CuInSexS2-x/CdSeS core 

and CdS shell was conducted using extensive HRTEM observations. In situ HRTEM 

observations show that the screw dislocation inside the hetero-QDs can be efficiently 

repaired by e-beam irradiation, whereas the stacking fault remains unchanged, even 

under e-beam exposure up to 20 min. These results may help to design hetero-QDs with 

high-quality interfaces and identify strategies for synthesizing defect-free hetero-QDs. 
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Some of the work described in this chapter has been previously published in Nanoscale, 

11 (41), 19529-19535, 2019. 

4.2 Morphology of CuInSexS2-x/CdSeS/CdS hetero-quantum dots 

4.2.1 2D outlines of hetero-QDs in TEM 

 

Figure 4.1 BF image (a), XRD pattern (b), UV-VIS and PL spectrum (d) of CISeS/CdSeS/CdS 

hetero-QDs, (c) corresponds to the rectangular region in (a), inset of (b) is the SAED 

pattern. 

 

Figure 4.1a shows typical CISeS/CdSeS/CdS hetero-QDs TEM micrographs with × 

50,000 magnification. The formed core/shell QDs display two-dimensional (2D) outlines, 

resulting from a combination of triangles and squares. The number of QDs with triangular 

2D outlines is found to be significantly greater than the number of square QDs. 

Considering the different 2D outlines observed in TEM images, we infer that the 

morphology of the QDs can be consistent with regular tetrahedrons. The verification for 
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both the tetrahedral shapes and the crystal facet determination of the QDs are discussed 

in more detail in the following section.  

According to statistical analysis of around 200 individual QDs, the average edge length 

(𝑎) of QDs is 14 nm with a mean squared error of 2 nm. The volume (𝑉) of the regular 

tetrahedron can be calculated as following:  

𝑉 =
√2

12
𝑎3          Eq. (4.1) 

The volume of as-synthesized g-QDs calculated by Eq. (4.1) is 320 ± 50 nm3. This latter 

quantity is equivalent to spherical QDs having an average diameter of 8.5 nm. Figure 4.1b 

refers to the x-ray diffraction (XRD) and SAED patterns taken from the QDs shown in 

Figure 4.1a, which can be indexed using the lattice parameters (a = 5.82) of CdS (PDF 

No. 00-001-0647). The as-synthesized hetero-QDs exhibit strong absorption in the UV-

VIS region (below 500 nm) and PL emission at 830 nm,[137] as evidenced in Figure 4.1d. 

The PL spectra of hetero-QDs recorded at different growth stages are presented in Figure 

4.2, showing significant energy shifts of their PL emission peak related to their change in 

size and chemical composition. In the beginning, the CISeS QDs exhibits a typical 

emission peak at 957 nm. After adding 2.5 ml of Cd and S precursors, a significant blue 

shift (from 957nm to 830 nm) is measured. Such a blue shift is attributed to the decreasing 

size of CISeS due to the core-etching effect at the early growth stages.[137] Then a slight 

shift of the PL peak is shown in Figure 4.2, which is caused by electron delocalization 

effects induced by the growth of the CdSeS and CdS shells. 
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Figure 4.2 PL spectra of heterostructured CISeS/CdSeS/CdS g-QDs at different growth 

stages. 

 

4.2.2 Hetero-QDs observed along different zone axes 

Figure 4.3a shows a hetero-QD having an equilateral triangle shape and atomic cross-

fringes with a measured d-spacing of 2.06 Å, which is associated with the {220} planes 

of ZB CdS. This suggests that this particle is viewed along the [111] zone axis. When 

observed along the [112] and [110] zone axes (Figure 4.3b and 4.3c), the QD appears as 

an isosceles triangle whose apex angles of 63o and 71o are consistent with theoretical 

values of 62.96o and 70.5o.[154] The d-spacing of the crystal plane presented in Figure 

4.3b is measured to be ~3.36 Å and ~2.06 Å with an angle of ~90°, corresponding to the 

(111) and (220) plane families of ZB crystal structure of CdS, respectively. Figure 4.3c 

shows the particle viewed along the [110] zone axis and displaying the {111} planes. The 

cross-fringes in this projection exhibit an angle of 71° (Figure 4.3c), which is in agreement 

with the theoretically calculated value of 70.5°.[154] A low proportion (∼10%) of QDs is 

observed with square projections (Figure 4.3d). When viewed along the [001] zone axis, 

these particles have rectangular cross-fringes from their {200}  plane families with 
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measured d-spacings of 2.9 Å. In addition, both the 2D outline of QDs shown in the 

HRTEM image and the corresponding FFT pattern perfectly match the atomic model in 

the corner of each figure. The included angles between different zone axis indicated in 

Figure 4.3 are consistent with the rotation angles of the tetrahedron in the corner. For 

example, the included angle between [111] and [001] is 54.73°, which is equal to the 

rotation angles between the tetrahedron lying on their base (Figure 4.3 a) and the 

tetrahedron lying on their edge (Figure 4.3 d). In the TEM observations, the 2D projections 

of tetrahedral QDs are equilateral triangles for QDs lying on their base and rectangles for 

the QDs lying on their edge, respectively. These results demonstrate and validate 

experimentally the 3D shape of CISeS/CdSeS/CdS unequivocally, as well as their crystal 

facets and their atomic orientations. 

 

Figure 4.3 HRTEM images of CISeS/CdSeS/CdS hetero-QDs. Each of the four panels (a-d) is 

composed of one representative HRTEM image for an isolated QD with a given 

projection, the corresponding FFT pattern of the HRTEM image (inset), the sketches 

and the atomic model. The detailed rotation modes between different zone axes are 

indicated by the blue arrows. (a)-(d) show the QDs viewed along <111>, <112>, <110> 

and <001> zone axes, respectively. 
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4.3 Growth mechanism of hetero-quantum dots 

4.3.1 Growth of hetero-QDs 

 

Figure 4.4 (a) HRTEM image of CISeS core; (b-d) HRTEM images of the hetero-QDs formed at 

different growth stages. 

 

To investigate the growth mechanism of hetero-QDs, intermediate products formed at 

different growth stages were extracted and observed by HRTEM. Figure 4.4a shows 

atomic cross-fringes with a measured d-spacing of 3.25 Å, related to the {112} planes of 

CISeS core (PDF No. 00-036-1311), which is consistent with the SAED pattern presented 

in Figure 4.5a. After injection of 2.5 mL Cd/S precursors, a thin layer of CdSeS was grown 

on the surface of CISeS core by the cation exchange process. In the meantime, the size 

of QDs is found to slightly decrease due to the cation exchange at the early stages of 

growth, which is also evidenced by the significant blue shift of their PL emission peak 

presented in Figure 4.3. The atomic cross-fringes in Figure 4.4b and the SAED pattern of 

Figure 4.5b still consist of CISeS structures, having a d-spacing of 3.3 Å that is slightly 

greater than the one measured in Figure 4.4a (3.25 Å). Such an expansion results from 
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the growth of CdSeS, whose structural lattice has a larger d-spacing than that of 

CISeS.[137] 

After injection of 2.5 mL Cd/S precursors, the EDS spectra shown in Figure 4.6 reveal the 

presence of an additional peak related to Cd, which may result from the cation exchange 

between Cd and Cu/In. At the early growth stage, only several atomic layers of CdSeS 

form at the surface of the CISeS core, therefore the crystal structure of QDs still remains 

unchanged. With the volume of the injected Cd/S precursor increases, the deposition of 

CdS onto the surface of CISeS/CdSeS core increases the size of the synthesized 

crystallite, as shown in Figure 4.4c. The average size of hetero-QDs increases from 6.4 

± 0.5 nm to 7.4 ± 0.5 nm. In the meantime, the d-spacing also further expands to 3.33 Å. 

When the volume of injected Cd/S precursor reaches 20 mL, the d-spacing is 3.36 Å 

(Figure 4.4d), which is equal to the d-spacing in CdS (PDF No. 00-001-0647).  

 

Figure 4.5 SAED of heterostructured CISeS/CdSeS/CdS g-QDs at different growth stages. (a) 

CuInSeS QDs, (b) (c) and (d) is the products after injection Cd/S precursor of 2.5 mL, 

4 mL, and 20 mL, respectively. 

 

The intensity of Cd peak also increases with the injection volume of Cd/S precursors. 

(Figure 4.6) The concentration of Cu, In, Se, S, and Cd found in hetero-QDs TEM samples 

was measured by EDS. The data reported in Table 4.1 show that the density of both Cd 
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and S increases continuously with the injection of the Cd/S precursor. These features are 

consistent with the growth process proposed herein, stating that the thickness of both the 

inner CdSeS and outer CdS shells increase with the volume of injected precursor. 

 

Figure 4.6 EDS spectra of heterostructured CISeS/CdSeS/CdS g-QDs at different growth 

stages. 

 

Table 4.1 Atom concentration obtained from EDS analysis. 

  
Cu 

(Atomic%) 
In 

(Atomic%) 
Se 

(Atomic%) 
S  

(Atomic%) 
Cd 

(Atomic%) 

CuInSeS 24±3 22±3 24±3 30±4  0 

2.5 mL Cd/S 15±2 21±3 11±1 33±5 20±3 

4.0 mL Cd/S 10±1 13±2   9±1 40±6 29±4 

20.0 mL Cd/S   5±1   3±1   8±1 41±6 44±6 
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4.3.2 Epitaxial relationship between core and shell 

 

Figure 4.7 (a) is the unit cell of CISeS, CdSeS, and double unit cell of CdS; (b) the interface of 

the CISeS, CdSeS, and CdS viewed along <110> zone axis. 

 

Different from many other types of hetero-QDs (CdSe/CdS,[150] InP/ZnS[155]) which have 

the same crystal structure, the as-synthesized CISeS/CdSeS/CdS hetero-QDs have a 

core of tetragonal lattice structure surrounded by a shell of the cubic lattice structure. The 

HRTEM analysis from Figure 4.4(a-c) indicates that the epitaxial relationship between 

core and shell is [110]core//[110]shell, {112}core//{111}shell. Usually, large amounts of 

misfit dislocations will appear at the interface of different crystals, due to the lattice 

mismatch.[156] However, such misfit dislocations are not observed in the as-synthesized 

CISeS/CdSeS/CdS hetero-QDs. We infer that this feature can result from the lattice 

parameters and the atomic arrangement of the CISeS and CdS crystals. As CISeS has a 

tetragonal structure with crystal cell parameters of a=b=5.666, c=11.317, α=β=γ=90°, and 

CdS has a cubic structure with crystal cell parameters of a=b=c=5.820, α=β=γ=90°, the 

double unit cell of CdS is a=b=5.820, c=11.64, which is quite close to the unit cell of 

CISeS. (Figure 4.7a) The lattice mismatch between CdS and CISeS is only 2.7%. To 

enable the epitaxial growth of one crystal ‘A’ to one crystal ‘B’, except for small lattice 

mismatch, the atomic arrangements also need to be considered. As shown in Figure 4.4a 
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for the CdSeS unit cell, Cd atoms occupy the same position of Cu and In ions in the CISeS 

unit cell. After the injection of Cd/S precursor, the Cu and In ions in the surface of CISeS 

core are replaced by Cd through the cation exchange process without any crystal 

structure deformation (Figure 4.7b). With the increasing volume of Cd/S precursor, the 

new layer of CdS can epitaxially grow on the surface of the core. According to the HRTEM 

images of the hetero-QDs at different growth stages (Figure 4.4a-4.4d) and shape 

analysis (Figure 4.3), the preferential growth direction is [111]. This also agrees with the 

general sequence of surface energy in ZB structure: γ{111} < γ{100} < γ {110}.[157] As the 

double CdS unit cell is similar to the CISeS unit cell, (Figure 4.4a) the CdS shell can 

epitaxially grow on the core layer by layer. As the lattice mismatch between CdS and 

CISeS is only 2.7%, there is one misfit dislocation every 37 planes. The diameter of the 

core is ~6.4 nm, which contains about twenty {111} planes. Obviously, the size of QDs is 

not large enough to form one misfit dislocation at the core-shell interface. The atomic 

model along [110] zone axis in Figure 4.7 (b) is consistent with our HRTEM results and 

the aforementioned analysis, showing a quasi-perfect atomic ordering at the interfaces 

between CISeS, CdSeS, and CdS without any crystal structure deformation. The SAED 

patterns (Figure 4.5) of hetero-QDs at different growth stages are also consistent with our 

HRTEM results. No additional diffraction ring is found during the process, which means 

that the atoms contained in the core and the shell remain perfectly aligned, as expected 

for epitaxial growth. 
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4.4 Defects in CISeS/CdSeS/CdS hetero-QDs 

4.4.1 Stacking faults and twin boundaries 

 

Figure 4.8 HRTEM images of CISeS/CdSeS/CdS hetero-QDs. (a) perfect hetero-QDs, (b) hetero-

QDs with stacking faults, (c) hetero-QDs with twin boundaries, and (d) FFT filtered 

image of (c). 

 

Extensive HRTEM micrographs (Figure 4.4 a-d and Figure 4.8 a) show that no misfit 

dislocation forms at the interface of the as-synthesized hetero-QDs. However, other types 

of structural defects, such as SF and twin boundaries, appear in these hetero-QDs. This 

kind of defect is endemic in NPs,[52-53, 151, 158] especially for multilayered materials of 

different chemical compositions. In the studies of Pt NPs,[151] edge and screw dislocations 

were observed at the atomic scale using electron tomography. In other previous studies 

conducted on Si NPs,[52] intrinsic and extrinsic SF was also analyzed by HRTEM. 

According to the analysis of Figure 4.7, the CISeS/CdSeS/CdS hetero-QDs can be seen 
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as quasi-ZB structures. Figure 4.8 (b) shows one QD with SF, which can be formed by 

the removal of the lattice plane B. From the enlarged figure shown in the lower-left corner 

of Figure 4.8 (b), we also notice the occurrence of a perfect crystal lattice plane sequence 

transfer from “…ABCABCABC…” to “…ABCACABC…”. Due to the missing lattice plane 

B, this type of SF also can be identified as a local hexagonal-closed-packed (HCP) 

structure.[52] The hetero-QDs shown in Figure 4.7 (c) have a TB, which can be clearly 

seen in the FFT filtered image (Figure 4.8 d). The formation of such TB can be explained 

by the coalescence of two small NPs during the formation of the surrounding shell. Similar 

coalescence behaviors have been widely observed in Si NPs embedded in fused silica 

and prepared by ion implantation.[53] 

4.4.2 Screw dislocations repaired by e-beam irradiations 

Besides SF and TB, the screw dislocation is also observed in the hetero-QD. Figure 4.9a 

shows a typical screw dislocation and SF located in the middle and top of the hetero-QD, 

respectively. These structures can lead to the formation of surface-defects/traps that 

affect the photoelectric and luminescence properties of QDs.[152, 159] Many efforts have 

focused on preventing the formation of such defects in QDs.[160] The micrographs 

recorded for samples exposed to a 200 kV e-beam for durations reported on their top 

right are presented in Figure 4.9. After 15 min of e-beam irradiation, the screw dislocation 

observed in the middle of the hetero-QDs was almost completely repaired, whereas the 

SF located at the top remained unchanged, even after 20 min of e-beam exposure. 

According to atomistic simulations, more energy is required to repair planar defects (SF) 

than linear defects (screw dislocation).[161] 
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Figure 4.9 Evolution of defects under e-beam exposure observed by in situ HRTEM. (a) HRTEM 

image of hetero-QDs at the beginning; (b), (c), (d), and (e) are hetero-QDs under e-

beam exposure of 5 min, 10 min, 15 min, and 20 min, respectively; (d) corresponds 

to the rectangular region in (a). The radius of e-beam during observation is ~30 nm. 

 

4.5 The temperature under e-beam irradiation 

As inelastic scattering involves ‘successive interactions’ between the incoming electrons 

and the sample electrons during TEM observations, the temperature of the materials 

increases locally.[162] Since atoms can thermally diffuse, this local heating becomes a 

driving force that can displace the screw dislocation towards the surface of the QD.[163] 

To estimate the temperature during our in situ observations, we can use the melting point 

of carbon film as a reference[164]. A similar method has been applied to detect the local 

temperature during the Joule heating of a carbon nanotube using W, Fe, and Al2O3 

particles.[164-165] Carbon nanotubes were found to withstand temperatures increasing up 
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to the melting point of tungsten NP, around 3400 K.[164] In our experiments, we first 

reduced the e-beam diameter to reach the melting point of carbon film, then we increased 

the e-beam size until it reaches the value that was set for the in situ observations of Figure 

4.9. The local temperature was then determined from the ratio between the two different 

beam current densities, for a total e-beam current of 8.0 nA, which was measured using 

a Faraday cup. As shown in Figure 4.10b, the QD started to evaporate immediately under 

an e-beam focus of ~7 nm radius (current density of ~ 500 A/cm2). The whole QD is found 

to entirely evaporate after 20s e-beam exposure. The corner of QD also evaporated 

without direct e-beam exposure, which suggests that the local temperature was much 

higher than the melting point of CdS. After 30s e-beam exposure, the carbon film started 

to evaporate at a slower rate than QDs, giving rise to the formation of a quasi-circular 

hole after 60 s. As room temperature is 298 K and the melting point of carbon film is 3400 

K,[164] for this highly focused e-beam conditions and high current density, this would 

correspond to a local temperature increase of ~3100 K. For in situ observations shown in 

Figure 4.9, the e-beam radius is 30 nm (current density of 30 A/cm2), which is about one 

seventeenth of the previous observation. Hence, it is estimated that the local temperature 

increases by 180 K, from 298 K to 478 K. Such an increase of the local temperature is 

close to the one reported for nanocrystalline α-titanium,[166-167] which showed the 

decrease of dislocation density. During the low-temperature (523 K) heat treatment in α-

titanium, the activated dislocations can be repaired through the annihilation of dislocations 

with opposite signs or their removal at the grain boundaries. The hardness and corrosion 

resistance of nanocrystalline α-titanium is enhanced after low-temperature annealing. Our 

results demonstrate that post-treatment techniques based on e-beam exposure can 
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remove some structural defects in hetero-QDs. As previously mentioned, (Figure 4.7a), 

the unit cell of tetragonal CuInSeS can be associated with two quasi-ZB unit cells. The 

structure of CISeS/CdSeS/CdS g-QDs is also found to be similar to other ZB core-shell 

QDs. Although the kinetics of the restoring process may depend on the material 

composition, we infer that the e-beam treatments we implemented on CISeS/CdSeS/CdS 

would also be able to repair defects in systems of comparable atom density and lattice 

structure, such as ZB CdSe/CdS[150] and CdSe/ZnS[168]. These electron treatments could 

be performed using a large variety of electron guns[169] or plasma-immersion ion 

implantation[170] systems. The e-beam post-treatment techniques also can be applied for 

in situ remediations of nanoscale devices. 

 

Figure 4.10 Evaporation of hetero-QDs and carbon film under e-beam exposure. (a) hetero-QDs 

before strong e-beam irradiation, (b)-(e) hetero-QDs after 5s(b), 20s(c), 30s(d) and 

60s(e) e-beam irradiation. The radius of e-beam for irradiation is ~7 nm. 

 

4.6 Summary 

In summary, CISeS/CdSeS/CdS hetero-QDs were synthesized through a facile two-step 

method. HRTEM observation from different zone axes shows that the as-synthesized 

hetero-QDs have a regular tetrahedron shape with {111}  crystal facets. Extensive 

HRTEM analysis of QDs at different growth stages revealed that the cubic CdS growth 

on tetragonal CISeS/CdSeS layer by layer and the epitaxial relationship between core 
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and shell is determined to be [110]core//[110]shell, {112}core//{111}shell. In addition, we 

also proved that the screw dislocation in the hetero-QDs can be repaired using e-beam 

exposure post-growth treatments. The investigation of the growth mechanism and 

epitaxial relationship can be used to achieve hetero-QDs with high-quality interfaces, 

especially for hetero-QDs with different crystal structures in the core and shell. The low-

temperature e-beam post-growth treatment whose efficiency for repairing SF has been 

demonstrated in this work defines new strategies and new routes for synthesizing defect-

free hetero-QDs. 

 



 

 

5 ENHANCED RADIATION RESISTANCE OF PHOTOLUMINESCENCE 

EMISSION INDUCED BY NANOCLUSTERING 

5.1 Motivation 

The vulnerability of Erbium and Ytterbium doped optical devices under radiation-prone 

environments is an ongoing research topic for space technologies. Such devices are 

essential to many optical sources, gyroscopes, all fibered communication links, and laser 

sources used in satellite or space station.[171-173] However, cosmic radiations found in the 

space environment are known to damage (Er, Yb)-doped fibers[174], leading to irreversible 

optical losses. Such a degradation of the Er-doped fiber amplifiers (EDFAs) properties is 

mainly resulting from the radiation-induced non-radiative trapping defects and color 

centers. It is shown that H2 loading of hermetically coated EDFAs can improve their 

lifetime in a radiation-prone environment.[175] However, the formation of hydroxyl groups 

(OH) and hydrides (SiH) generates strong absorption peaks in the near-infrared (NIR) 

spectral range, responsible for significant optical losses. Other approaches based on the 

development of fibered amplifiers with shorter lengths and Ce-doping were also 

implemented, yet these systems do not meet the requirements for satellites because they 

are based on the use of intense optical pumping sources which is too energy-intensive 

for space applications.[176] 

In this chapter, the influence of Er and Si nanoclustering on NIR Er emission is 

investigated in fused silica samples exposed to proton beams, which is used to reproduce 

the space radiation conditions at LEO. Bulk silica glasses are used as model systems 

that mimic optical fibers. The growth of Er/Si nanoclusters, synthesized in co-implanted 

fused silica through thermal annealing between 1000°C and 1200°C, was analyzed by in-
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depth TEM and EDS analysis. PL measurements of Er3+ optical emission indicate that its 

4I13/2→4I15/2 transition around 1.54 μm can still be used for optical communication after 

proton irradiation doses equivalent to over 50 years of exposure at LEO. The enhanced 

radiation resistance of PL emission can be explained by the increase of photocarriers 

transfer occurring between Si NCs and NIR Er emitting levels, which partially 

compensates for the optical losses induced by structural damage. This work 

demonstrates an alternative approach for the development of advanced Er light sources 

with superior radiation resistance and longer operating times in space environments. 

Some of the work described in this chapter has been previously published in Material & 

Design, 89, 715-720, 2017. 

5.2 Distribution of Si and Er in SiO2 layer 

Table 5.1 summarizes the data obtained from TRIM-SRIM calculations for Si+ and Er+ 

ions implanted with acceleration voltages between 50 and 200 kV, into a SiO2 substrate 

of 2.30 g/cm3 mass density. The projected range (𝑅𝑝) and straggle (∆𝑅𝑝) of impinging are 

given in the third and the fourth columns, respectively. These values are found to increase 

with the implantation energy. For silicon ions accelerated at 200 kV, the projected range 

and straggle are almost four times than that of 50 keV Si+. Under the same accelerating 

voltage, Er ions have smaller projected ranges and straggles compared to Si, due to the 

their larger atomic mass. It is similar to the discussions about different types of charged 

particles (in section 1.1), which show the light ions trend to have better penetrability. 

 

 



 

93 

Table 5.1 Projected range and straggle of Si and Er ions into SiO2 substrate 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1 The implantation depth-profiles of 50 keV Si and 150 keV Er ions in SiO2 substrate 

calculated by SRIM. 

 

Ion Energy Level 

keV 

projected range 

𝑹𝒑(nm) 

Straggle 

∆𝑹𝒑 (nm) 

Si 

50 69.3 24.5 

100 138.3 42.4 

150 208.9 57.8 

200 281.3 71.6 

Er 

50 28.2 6.0 

100 44.4 8.8 

150 59.2 11.1 

200 73.3 13.3 
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In our experiments, 50 keV Si ions were implanted into a SiO2 layer, followed by the 

implantation of 150 keV Er ions. According to table 5.1, the projected ranges of Si and Er 

are 69 nm and 59 nm, which are quite close values. The detailed implantation depth-

profiles calculated by SRIM are shown in Figure 5.1, showing an effective overlap of the 

depth-profiles calculated for the implanted Si and Er. As a consequence, it is expected 

that for thermal annealing conducted after implantation, some NPs can mix implanted Si 

and Er during their formation, within a sample region located between 20 and 120 nm 

from the surface. Such a feature is critically important in our following experiments 

because it will promote the photocarriers transfer between Si and Er NPs. 

5.3 Morphological and microstructural investigations 

5.3.1 Morphology of the NPs after annealing 

 

Figure 5.2 BF TEM images of samples annealed at 1000°C (a), 1100°C (b) and 1200°C (c); with 

their corresponding HAADF TEM images (d), (e) and (f). 
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Typical BF TEM images are presented in Figures 5.2(a)-(c), and HAADF images in 

Figures 5.2(d)-(f), for samples annealed at 1000°C, 1100°C, and 1200°C, respectively. 

For comparison purposes, all cross-sectional images were recorded at the same 

magnification. In each sample, Si and Er-based nanoclusters were observed in the upper 

region of the implanted SiO2 film up to a depth of 120 ± 10 nm,[177] which is consistent 

with the depth-profiles calculated by SRIM (Figure 5.1).  

HAADF analysis (also known as Z-contrast imaging) was carried out, to measure the 

distribution of Si and Er after annealing and show their effective overlap. The thickness 

of the cross-sectional samples (t) was measured by electron energy loss spectroscopy 

using the Log-Ratio method,[178] according to: 

t/λ = ln⁡(𝐼𝑡/𝐼0)         Eq. (5.1)  

where λ is the total mean free path for inelastic electron scattering, and 𝐼𝑡/𝐼𝑜 is the relative 

variation of the integrated spectral intensity with respect to the zero-loss peak. The 

thickness is ~ 40 nm in each sample so that the TEM image contrast of all nanoclusters 

is proportional to the concentration of Er. Only incoherently scattered electrons at high 

angles were collected so that the acquired images can be interpreted as a result of atomic 

number differences inside the sample.[129] Hence, Er NPs will be brighter than Si NPs in 

the HAADF image, due to their larger atomic number. In Figures. 5.2(d)-(f), these bright 

NPs can be associated with clusters containing an elevated concentration of Er. The 

brightness of Si NPs is quite close to that of the surrounding SiO2, since the contrast both 

mainly arise from silicon. HAADF images show the as-synthesized Er and Si NPs are well 

mixed, which will benefit the carriers' transfer between them. 
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Figure 5.3 Nanoparticle size-distribution of samples annealed at 1000°C (a), 1100°C (b), and 

1200°C (c). 

 

In addition, HAADF images indicate that Er atoms form larger aggregates about 33 nm in 

diameter at higher annealing temperatures. At 1000 °C, the depth distribution of small 

and isolated clusters suggests that only a small fraction of Er contributes to the formation 

of NPs. The diffusion coefficients of Er and Si both increase linearly with the annealing 

temperature, which is 5×10-16 cm2/s[179] and 10-17 cm2/s[180] at 1100 °C, respectively. 

Therefore, the Er participates in the growth of NPs more efficiently and the size of NPs 

increases in the sample annealed at 1100 °C due to the higher diffusion rate. In the 

sample annealed at 1200 °C, the observed NPs were found to contain a higher 

concentration of Er and no other small Er NPs can be observed in the surrounding SiO2. 

The size of NPs further increases not only through the Ostwald ripening mechanism but 

also thanks to the coalescence of small NPs, [53, 60] described in section 1.3.3. The 

average dimensions of these NPs were determined from an in-depth analysis of TEM 

images, accounting for more than 100 observed nanoclusters. As shown in Figure 5.3, 

the diameter of the formed nanoclusters increases continuously with annealing 

temperature, from 9.9 nm at 1000°C, to 25.0 at 1100°C, and up to 33.0 nm at 1200°C. 
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5.3.2 Microstructure and composition of the NPs after annealing 

 

Figure 5.4 HRTEM images of samples annealed at 1000°C (a), 1100°C (b) and 1200°C (c), 

obtained at magnifications of ×600 000, ×600 000 and ×400 000, respectively. 

 

The microstructure of the formed NPs was investigated by HRTEM. Two kinds of NPs 

were observed in the samples annealed at 1000 °C (Figure 5.4a), 1100 °C (Figure 5.4b), 

and 1200 °C (Figure 5.4c), namely: amorphous NPs and atom-ordered nanocrystallites, 

identified by black and white circles, respectively. The inter-planar spacing (marked by a 

pair of parallel white lines) was measured to be 0.313 nm, which corresponds to the {111} 

d-spacing of bulk Si.  

Consequently, the white encircled NPs are identified as pure Si NCs. As for the dark 

amorphous NPs, they were recognized as nanoclusters containing Erbium, which has a 

higher atomic number than Si. Since the standard molar enthalpy of Er2O3 formation (~ -

1900 kJ/mol) is considerably lower than that of SiO2 (~ -900 kJ/mol) and that of Erbium 

silicides (~ -60 kJ/mol) [181], the formation of Er2O3 is more favorable in the co-implanted 

Si/Er SiO2 system. According to the Er-Si phase diagram,[182] Er silicide precipitates can 

form at ~ 1210 oC. Hence, the formation of Er-O chemical bonds is strongly promoted in 

samples annealed at 1000 oC and 1100 oC, and the dark Erbium amorphous nanoclusters 
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observed in Figure 5.4 are most likely oxidized. Such oxidation can occur to the detriment 

of the Si-bond restoration inside the SiO2 layer, where a number of broken chemical 

bonds have been generated during the successive implantation of Si and Er ions.[177] 

 

Figure 5.5 (a) and (c) HRTEM images of samples annealed at 1200 oC; (b) and (d) zoomed 

images at a magnification of x 500 000, corresponding to rectangular regions of 

images (a) and (c), respectively. 

 

In Figures. 5.5 (a)-(b), HRTEM images reveal the presence of SFs and TB inside large 

Si-ncs synthesized at 1200°C. This structural defect may result from the coalescence of 

small Si-ncs into larger ones [53, 183]. In addition, a new chemical phase (only observed at 

1200 oC) was found for the NP shown in Figures. 5.5(c)-(d). The inter-planar distance of 

its atomic structure is 0.325 nm, which corresponds to the {11̅00} inter-planar distance of 

hexagonal ErSi2.[184] Statistical analysis shows that there are approximately five times 
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more Er2O3 NPs than ErSi2 NPs. This demonstrates, in addition to the nucleation of pure 

Si NCs, the possible formation of erbium silicide NCs above 1100 oC.  

5.3.3 Chemical composition analysis by EDS line scans 

 

Figure 5.6 EDS line-scan of bright (a) and dark (b) NPs synthesized at 1200oC, showing the 

neighboring formation of Er-rich Si-nc (a) and pure Si-nc (b). 

 

EDS line scans were carried out through two different NPs synthesized at 1200 oC. All 

the NPs are embedded in the SiO2 matrix, there will be strong Si and O background single 

in the EDS line scan. According to the TEM analyses in section 3.3.2, the chemical 

composition will be various for the NPs with different brightness. Er signal should be 

detected in the bright NPs and the concentration of O should be low in the region with 

NPs. An example of an EDS line scan (Figure 5.6a) shows that while the concentration 

of Si remains unchanged inside this bright NP, the concentrations of Er and O increase 

and decrease, respectively. Such features are consistent with the EDS signature of an 
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Er-rich Si-nc, where the detected oxygen atoms mainly originate from the fused silica 

surroundings. On the other hand, the EDS measurements showed in Figure 5.6(b) are 

compatible with a line scan of one Si-nc embedded within SiO2, free of Er, where the 

intensity peak signals of Si and O increase and decrease, correspondingly. Such EDS 

elemental line-scan profiles agree with our expectation based on the TEM analyses, 

which show the NPs with different contrast have various chemical compositions. 

5.4 SRIM simulations for proton irradiation 

As mentioned in section 1.1.2, the natural background radiation in space is mainly 

composed (~90%) of electrons, protons, and ions originating from SCR, GCR, and the 

Van Allen belts. Typical radiation doses associated with the proton flux at GEO or LEO 

within space modules are between 80 and 120 mGy (0.8–1.2 mrad) per year.[13] To 

simulate space conditions in our implantation chamber, the irradiation dose, D (in mGy) 

is calculated by the following equation: 

𝐷 = 1.602 × 10−10Φ
𝑑𝐸

𝑑𝑥
,        Eq. (5.2)[185] 

where, Φ (in H+/cm2) is proton fluence and 
𝑑𝐸

𝑑𝑥
 is the mass stopping power. For 10 keV 

proton implanted into a fuse silica target with a density of 2.30 g/cm3, the mass stopping 

power is ~ 0.28. The electronic stopping power and nuclear stopping power of protons 

with different energy are shown in Table 5.2. It also indicates that the electronic stopping 

power increased firstly and then decreased with the energy, which has a maximum value 

at around 100 keV. The impinging protons penetrate the implanted materials and lose 

their energy through elastic collisions with the target atom nuclei and interactions with the 

electron gas. Therefore, the crystal order can be disrupted by energetic ions, leading to 
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the formation of both cation and anion Frenkel pairs which can accumulate inside the 

crystal lattice as radiation-induced point defects.[108] After longer exposures, radiation-

induced amorphization may occur.[186] 

Table 5.2 Electronic stopping power, nuclear stopping power, projected range, and 

straggle of proton implanted in SiO2. 

 

Figure 5.7 shows the depth profile of H+ implanted at 10 keV calculated by SRIM 

simulations. Compared with the depth profile in Figure 5.1, the projected ranges of Si and 

Er in our experiments are both much smaller than the one calculated for 10 keV H+ 

(around 150 nm). BF and HADDF images in Figure 5.2 also prove that Si and Er-based 

nanoclusters are distributed in the upper region of the implanted SiO2 film up to a depth 

around 120 nm. Therefore, during the proton irradiation process, most of the proton will 

pass through the NPs layer whose center is located at about 70 nm to the surface. 

Typically, the energy of high-speed ions from space radiation can reach several hundreds 

Energy Level 

keV 

dE/dx Elec. 

MeV/(mg/cm2) 

dE/dx Nucl. 

MeV/(mg/cm2) 

projected range 

𝑹𝒑(nm) 

Straggle 

∆𝑹𝒑 (nm) 

5 0.203 7.21×10-3 82.8 41.6 

10 0.279 4.85×10-3 151.5 55.9 

50 0.532 1.60×10-3 519.9 86.5 

100 0.548 0.94×10-3 903.0 101.2 

150 0.502 0.68×10-3 1 310 113.4 

200 0.451 0.54×10-3 1 760 126.9 

500 0.283 0.25×10-3 5 510 267.8 

1 000 0.190 0.14×10-3 15 100 695.7 

5 000 0.064 3.44×10-5 199 410 8 600 

10 000 0.037 1.857×10-5 662 020 30 090 
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of MeV, which can penetrate through the shell of the satellite easily. In our experiments, 

the samples are exposed to the proton beam without any protection. The relationships 

between stopping power and ion energy have been shown in Table 5.2. Therefore, we 

can generate similar damage inside the target materials using low-energy protons by 

adjusting the implantation doses accordingly. 

 

Figure 5.7 Implantation depth profile of 10 keV H+ is calculated by SRIM-TRIM simulations. The 

target material is SiO2 with a density of 2.30 g/cm3. 

 

In order to study the damaging rate generated by impinging protons, we built a simple 

mixed layer (Si, Er, and O) of 200 nm thickness. The rate of damage generated by 

impinging protons depends on their energy, tilt angle, as well as density, and the nature 

of the target. The vacancy distribution generated by H+ irradiation were calculated in the 

layer containing a mixture of implanted Si and Er and shown in Figure 5.8. The solid lines 

in green, blue, and red refer to the vacancies of Si, Er, and O, respectively. Figure 5.8 (a) 

shows the results obtained for a target material containing the same contents of Si, O, 

and Er are the same. It shows that 10 keV H+ irradiation can generate more Si vacancies 

than Er and O in the mixed layer. The number of Er and O vacancies is very close. In our 
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sample, the ion dose of Si and Er is 2.0 × 1017 ions/cm2 and 5.0 × 1015 ions/cm2, 

respectively. If multiply the ion density shown in the implantation depth-profiles (Figure 

5.1), we will get the atomic density of 2.6 × 1022 Si/cm3 and 1.3 × 1021 Si/cm3. In SiO2 

substrate (density of 2.30 g/cm3), the atomic density of Si and O is about 2.3 × 1022 Si/cm3 

and 4.6 × 1022 O/cm3, respectively. Therefore, in the sample we have studied, the atomic 

ratio between Er, Si, and O is around 1:20:20. The corresponding vacancy distribution in 

such mixed layer under H+ irradiation is shown in Figure 5.8(b). Here, the number of Er 

vacancies is very low due to its low concentration and small nuclear stopping power. 

These SRIM calculations indicate that the impacts of proton irradiations on different types 

of NPs may strongly vary. More damage will be created inside Si NPs than that of Er NPs. 

Therefore, the effect of H+ implantation on their properties (for example, their PL 

emission) should have different impacts and dynamics upon the implantation dose. 

 

Figure 5.8 Vacancy distribution inside Si, Er and O mixed layer exposed to 10 keV H+ 

irradiations, which is calculated by SRIM simulations inside a target where the 

concentration of Si, O, and Er is the same (a), and the atomic ratio between Er, Si 

and O is 1:20:20 (b). 
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5.5 Photoluminescence measurements 

5.5.1 PL intensity after annealing 

The PL spectra of Er and Si/Er implanted samples annealed at 1000, 1100, and 1200 oC 

are shown in Figure 5.9. No signal was detected in materials implanted exclusively with 

Er and annealed at 1100 oC and 1200 oC (not shown). The NIR (Figure 5.8a) and VIS 

(Figure 5.9b) emissions are associated with the Er3+-4f: 4I13/2→4I15/2 optical transition and 

the Si-nc PL, respectively.[177]  

 

Figure 5.9 PL spectra of the NIR Er emission (a) and the VIS Si emission (b). 

 

In agreement with other studies on Si/Er hybrid systems [187-189], the presence of Si-ncs 

was found to improve the Er PL-emission by around 1.54 μm. By comparing the NIR 

(Figure 5.9a) and VIS (Figure 5.9b) signals, a maximum Er PL emission may be observed 

when the Si-nc PL-emission is the highest. This feature results from the occurrence of an 

effective transfer mechanism between the photocarriers generated by laser excitation in 

Si-ncs towards the NIR emitting levels of Er[190]. The schematic diagram related to the 

transfer mechanisms of the photocarriers between Si and Er NPs is shown in Figure 5.10. 
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Under 405 nm laser, electrons can be excited from the valence band to the conduction 

band. When the excited electrons return to the ground state, this process will be 

accompanied by Si and Er3+-4f: 4I13/2→4I15/2 photon emission. For Er3+ NIR PL emission, 

besides electrons excited to the conduction band, the photocarriers transfer from Si to Er 

also contribute to the final PL emission. 

 

Figure 5.10 Schematic diagram for photodynamics between Si and Er NP. 

 

Figure 5.9 also demonstrates that the intensity of all recorded PL signals decreases as 

the annealing temperature increases. The drastic reduction of the PL peaks reported in 

the sample annealed at 1200 oC (Figure 5.9a) has two origins: the formation of non-

luminescent ErSi2 (whose synthesis was evidenced in Figures. 5.5c-d) and the formation 

of large silicon nanoaggregates (in Figures. 5.5a-b). The latter observation is also 

consistent with the redshift of the PL peaks observed in Figure 5.9b, which indicates the 

nucleation of large Si-ncs at higher synthesis temperatures. These clusters are made of 

several nanocrystallites with different atom orientations. The presence of multiple 

structural defects within the clusters induces strong optical absorption and/or non-

radiative transitions. 
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5.5.2 Degradation of PL intensity after proton irradiation 

 

Figure 5.11 Evolution of the NIR PL spectral emission of Er/Si hybrid systems synthesized at 

1100oC under proton irradiation (a), with the dose-dependence of their 

corresponding integrated signal (red solid circles) and the decay of PL power 

expected in single systems (black open squares) (b). 

 

Irradiation experiments were conducted on Si/Er co-implanted samples annealed at 1100 

oC. The corresponding NIR PL spectra upon proton fluence are shown in Figure 5.11(a). 

A proton bombardment at a fluence of 1×1012 H+/cm2 was also conducted on the sample 

annealed at 1000 oC, which contains only Er-nps. After irradiation, the weak PL-signal 

reported for this sample at the bottom of Figure 5.9a becomes undetectable (not shown). 

For samples prepared at 1100 oC, a continuous decrease of the 1.54 μm peak is reported 

as a function of the irradiation dose. According to Eq. (5.2) and the annual radiation dose 

measured inside space modules (see section 5.4 and ref. 13), proton fluences of 5×1011, 

1×1012, 5×1012, 1×1013, 5×1013, 6×1013, 1×1014 H+/cm2 correspond to irradiation 

conditions at GEO/LEO during ~100 days, 200 days, 3 years, 5 years, 27 years, 32 years 
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and 55 years, respectively[13, 191]. In Figure 5.11(b), the normalized spectral intensity of 

each measured PL peak, integrated between 1480 and 1600 nm after subtracting the 

optical background contribution (red solid dots), is reported as a function of proton 

irradiation. Since the average penetration depth of 10 keV protons into SiO2 is around 

150 nm [9], most of the impinging protons have entirely crossed the layer where Si-nc and 

Er-np have grown (the thickness measured for the implanted sublayer is around 100 nm 

in Figure 5.2). 

Hence, the reported decrease in PL emission can be directly related to the damage 

generated by impinging protons, responsible for the formation of color centers that 

generate optical absorptions [192-193]. Typically, for Er light emission, the effect of ion 

bombardment or radiation exposure on PL signals should result in a single exponential 

decay function decreasing down to zero [194]. As evidenced in Figure 5.11b, the variation 

in the measured PL intensities (red solid dots) does not follow this relationship. Instead, 

a fast reduction of the PL emission for low irradiation doses (D < 100 mGy) up to half the 

value of the non-irradiated erbium emission is observed, followed by a weak quasi-linear 

and continuous decrease. 

The expected changes in PL intensity can be estimated on the basis of the data collected 

for the VIS PL signals of Si-ncs exposed to an 18 kV proton beam [194]. This extrapolation 

was performed with a mass stopping power dE/dx = 0.37 MeV/(mg/cm2), calculated for 

protons accelerated at 18 kV (instead of 0.28 MeV/(mg/cm2) for 10 keV protons in this 

work) [194], using TRIM simulations [9]. The resulting curve (marked by black squares) 

indicates that ~ 90 % of the PL signal should be lost after 2.5 Gy, while more than ~ 30% 



 

108 

of the nominal Er emission is still detected (red circles). This shows that the PL-emission 

of erbium survives to radiation effects for longer times in Er-np/Si-nc systems.  

5.5.3 Absorbance spectra before and after proton irradiation 

Figure 5.12 shows that the changes in optical absorption due to the presence of Si-ncs 

are more important than those induced by proton bombardment effects. An increase by 

one order of magnitude is reported for the absorbance measured around 405 nm in Si-

nc-based samples, with respect to the absorbance measured in pure fused silica. This 

suggests that the presence of Si-ncs can significantly improve the efficiency of the laser 

optical pumping. In fused silica samples free of Si-nc, while the increase in optical 

absorption at the laser excitation wavelength is marginal after irradiation (less than 10 %, 

inset of Figure 5.12), such an increase is greater than 50 % in the NIR spectra range (2nd 

inset on Figure 5.12). Such a feature means that even if the laser pumping efficiency 

increases after proton irradiation due to the possible creation of non-bridging oxygen hole 

centers (NBOHC) or other oxygen defects by impinging protons [195], this improvement in 

photocarrier generation is lower than the increase of optical losses in the NIR spectral 

range. Hence, in the absence of Si-ncs, the Er PL-signal around 1.54 μm should decrease 

upon proton irradiation, as observed for Er-nps synthesized at 1000 oC in pure fused silica 

(Figure 5.9a). In samples where Si-nc have been produced, the greater impact of proton 

damaging effects on optical absorbance variations reported in Figure 5.12 (green and 

blue lines) may result from a local increase of the stopping power in the Si-nc sublayer of 

greater mass density. For these materials, although the optical losses due to proton 

bombardment increase around 1.54 μm, the optical absorbance is still lower in the NIR 

range than in the UV-VIS range. 
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Figure 5.12 Absorbance spectra measured before and after proton irradiation in pristine fused 

silica and fused silica where Si-ncs have been produced by 50 keV Si+ implanted at 

a fluence of 2.1017 Si+/cm2. The insets show the variations of absorbance around the 

laser wavelength excitation (405 nm) and around 1.54 μm (between 1510 and 1580 

nm). 

 

5.6 Phenomenological analysis about the enhanced PL emission 

5.6.1 Degradation of PL under proton irradiation 

Assuming that the number of emitting centers decreases according to a geometric 

sequence under constant particle flux bombardment, the PL-signal decay should follow a 

simple exponential decay function upon irradiation. Such a trend is also observed for the 

degradation of optical properties in many systems exposed to damaging radiations[196-

198]. In the studies of GaN LED,[198] the normalized light output decreases as the fluence 

increases due to the irradiation introduces defects that may act as nonradiative 

recombination centers. The model described and discussed below brings a new 

mathematical understanding to the data trend observed in Figure 5.11b, to show that the 
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PL intensity measured in Er-np/Si-nc systems does not follow the trend expected for the 

progressive destruction of emitting centers upon irradiation [194]. 

The intensity of the Er3+ NIR PL emission in SiO2, 𝐼, can be expressed as:  

𝐼 = ⁡ 𝜏𝑃𝐿𝑁𝑝ℎ
𝐸𝑟(1 − 𝛼),          Eq. (5.3) 

where PL refers to the erbium PL emission rate around 1.54 m,⁡𝑁𝑝ℎ
𝐸𝑟, to the number of 

Er3+:4f photocarriers, and  to the fraction of PL-power absorbed by the damaged SiO2 

upper layer, which is crossed by every collected NIR photon. After exposure to a proton 

irradiation dose, D, this optical absorption should be proportional to the density of color 

centers, assuming that the effect of OH on the upper SiO2 matrix transparency can be 

neglected for low proton fluences. The concentration of optical absorption centers is 

correlated with the concentration of recoiled target atoms, resulting from proton-matter 

interaction, as follows [199]: 

𝛼 = 𝑎⁡
𝑛𝑟𝑒𝑐.

𝑛
𝐷,          Eq. (5.4) 

where 𝑎 is a dimensionless fitting parameter, related to the formation rate of color centers 

per recoiled atom and unit irradiation dose, nrec is the density of the target atoms displaced 

by impinging protons, and n is the target atom density.  

Using the SRIM-TRIM simulation[9], at depths between 20 and 80 nm, where most of Si 

and Er nanoclusters are formed (Figure 5.2b), each incident proton moves on average 

1.65 x 105 atoms along its path within the SiO2 target. Since the volume of Erbium 

nanoclusters represents less than a few percent of the target volume, the damage 

generated inside Er-nps is negligible with respect to the damage generated by impinging 

protons into the host matrix. Thus, it can be postulated that the number of photocarriers 
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generated inside emitting centers (relating to NPh) and PL remains constant during and 

after proton bombardment so that the Er PL signal given in Eq. (5.3) should follow a single 

exponential decay function: 𝐼(𝐷) ∝ exp(−𝐷 Δ1⁄ ).  

The plot (marked by dashed black lines) in Figure 5.11(b), showing the relative PL 

variations calculated for a ~ 1/3, supports the above-mentioned mathematical trend as an 

accurate reproduction of the decrease in PL intensity upon proton beam exposure for 

irradiated Si-ncs [194]. The value of 1/3 is consistent with the fact that 3 target atoms must 

be displaced to move each SiO2 molecule, which is a prerequisite to induce a color center. 

From this coefficient, the calculated decay constant,  related to the evolution of the PL 

signal transmitted through the damaged SiO2 layer is ~ 1.10 ± 0.05 Gy. Hence, in the 

absence of any charge or photocarrier transfer mechanism between emitting centers and 

their surroundings, this value should roughly correspond to the one of pure Er-nps 

embedded in SiO2, whose weak PL signals (Figure 5.9a) become undetectable after 

proton irradiation experiments. 

5.6.2 Photocarriers transfer between Si and Er NPs 

In Er-np/Si-nc systems, where the amount of Er3+:4f photocarriers can be improved by 

the occurrence of a transfer mechanism between Si-nc and Er-np [190], the number of 

Er3+:4f photocarriers after irradiation, 𝑁𝑝ℎ(𝐷) , can be expressed as a sum of two 

contributions:  

𝑁𝑝ℎ(𝐷) = 𝑁𝑝ℎ
𝐸𝑟 + 𝑁𝑝ℎ

𝑡𝑟𝑎𝑛𝑠(𝐷)        Eq. (5.5) 

where⁡𝑁𝑝ℎ
𝐸𝑟  is constant over irradiation and related to photocarriers created by optical 

absorption inside Er-nps, and 𝑁𝑝ℎ
𝑡𝑟𝑎𝑛𝑠(𝐷)⁡is the number of photocarriers generated in Si-
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ncs that are transferred to the NIR emitting levels of Er. Lastly, substituting⁡𝑁𝑝ℎ
𝐸𝑟 by 𝑁𝑝ℎ(𝐷) 

in Eq. (5.3), the relative variation of the PL signal upon proton beam exposure can be 

expressed as: 

𝐼(𝐷)⁡

𝐼0
∝ [1 + 𝛽(𝐷)]𝑒−𝐷/Δ1,         Eq. (5.6) 

where I0 is the PL intensity before irradiation and 𝛽 refer to the effective average transfer 

rate of photocarriers between Si-ncs and Er-nps. By taking: ⁡𝛽 ∝ exp⁡(𝐷 Δ1
′⁄ ), with 1

’ ~ 

1.0 Gy, the resulting curve reported in Figure 5.11(b) (marked in red and superimposed 

to red solid circles) offers a satisfactory description of the PL-signal evolution observed in 

irradiated Si-nc/Er-np systems. For these samples, the data obey a two exponential decay 

fit that can describe the evolution of the PL measurements upon irradiation only under 

condition 1’ < 1. This suggests that the slower decrease of the Er signal in Er/Si hybrid 

systems could be explained by a greater amount of transferred photocarriers from Si-ncs 

toward Er following each proton irradiation. Such a condition is consistent with the 

promotion of charge transfer mechanisms in damaged SiO2 [53, 194], where recoiled atoms 

create new electron states responsible for strong conductivity variations. Hence, due to 

the presence of Si-ncs, the proton-induced optical losses are compensated by a more 

efficient optical pumping of the NIR Er emitting centers that makes them more resistant 

to radiation damage effects.  

5.7 Summary 

In conclusion, Er/Si nanoclusters synthesized in co-implanted fused silica after thermal 

annealing between 1000 °C and 1200 oC, have been studied by TEM and EDS analysis. 

HRTEM images showed that the diameter of the formed nanoclusters increases with 
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temperature. At 1000 oC and 1100 oC, Si and Er were found to nucleate separately, 

leading to stronger photoemission signals in both VIS and NIR spectral ranges. At 1200 

oC we observed nanoscale aggregates that are less optically active, due to the formation 

of ErSi2 nanoclusters in localized sample regions. PL measurements of the samples 

exposed to proton irradiation doses equivalent to those received for more than 50 years 

at LEO demonstrate that the intensity of the NIR Er emission around 1.54 µm decreases 

by only ~ 75 % with respect to its nominal emission. This observation is consistent with 

the fact that in hybrid Er-np/Si-nc systems, the decrease of the Er3+: 4f PL signal under 

proton beam do not obey a single exponential decay function upon irradiation dose, as 

observed for the Si-nc PL emission. 

Using a phenomenological model supported by SRIM-TRIM calculations, we showed that 

the longer longevity of the NIR Er emission in Si-nc/Er-np samples could result from a 

continuous increase of the photocarrier transfer between Si-nc and Er-np. This 

mechanism compensates for the optical losses generated in the fused silica matrix and 

is related to structural damaging effects induced by impinging protons. Overall, the results 

presented herein suggest new approaches for designing advanced Er-based components 

with superior performance. The integration of Si-nc inside the silica glass used for the 

manufacturing of innovative Er-doped NIR light sources is suitable for outer space 

implementation, notably because both the more intense emission and the improved 

longevity to cosmic radiation of these systems can double or even triple their operating 

time. 





 

 

6 CONCLUSIONS AND PERSPECTIVES 

6.1 Conclusions 

In this thesis, proton irradiation experiments were conducted on different types of NPs to 

simulate radiation conditions found in space and investigate their effect on the NPs’ 

functionality. After irradiation, the damage observed in the microstructure of individual 

NPs has been studied by extensive TEM analyses. Ion stopping powers, straggle, 

projected range, damaging rates, recoil distribution, and depth profiles of the implanted 

ions were calculated by SRIM-TRIM simulations. Effects of radiation-induced damage on 

the physical properties, such as PL emission, PL lifetime, absorption, and charge carrier 

exchanges were further characterized. In addition, e-beam irradiations on hetero-QDs 

were performed during several TEM observations. The evolution of structural defects, 

such as SF and screw dislocation were determined in situ. 

In chapter 3, structural investigations at the atomic scale are carried out by HRTEM, 

followed by PL measurements and I-V characterizations, in order to study their evolution 

upon the irradiation doses. The radiation-induced effects inside g-CS QDs were 

calculated using SRIM-TRIM simulations, showing that 1.5 and 10 keV proton irradiations 

create almost the same rate of vacancies inside the CdSe core, while 1.5 keV proton 

irradiation creates 30% higher vacancies in the CdS shell than that of 10 keV protons. 

Nanocavities with diameters of about 1.0 nm are reported for g-CS QDs exposed to high 

proton fluences (1017 H+/cm2). These TEM micrographs are the first evidence proving that 

nanocavities in g-CS QDs can be created by proton irradiation. The density of 

nanocavities is found to be consistent with the calculated rate of vacancies generated 

during such experiments. Both the PL intensity and lifetime of g-CS QDs decrease linearly 



 

116 

with the concentration of the ion-induced vacancies. The I-V curves of g-CS QDs 

deposited onto Si wafers, prior to their exposure to 1.5 and 10 keV proton beams, show 

that the semiconductor bandgap and the charge carrier exchange inside and outside g-

CS QDs differ from the I-V response of the substrate. In this work, it is shown that proton 

irradiation can be implemented to enhance photocurrent generation in g-CS QDs. Such 

phenomenon is attributed to the generation of additional non-radiative decay channels, 

as well as efficient photoelectron delocalization. These results will benefit the application 

of g-CS QDs in optical running and energy conversion. 

In chapter 4, three-dimensional (3D) shape and inner structure of CISeS/CdSeS/CdS 

QDs were studied by in-depth HRTEM characterization. The as-synthesized hetero-QDs 

have a regular tetrahedron shape with {111} crystal facets which were proved by HRTEM 

observation from different zone axes. An epitaxial growth mechanism for the hetero-QDs 

is proposed, based on monitoring particle morphology and size at different stages of their 

growth process. Cubic CdS growth on tetragonal CISeS/CdSeS layer by layer and the 

epitaxial relationship between CISeS/CdSeS core and CdS shell is determined to be 

[110]core//[110]shell , (112)core//(111)shell . In addition, in situ TEM observations 

demonstrated that structural defects as screw dislocation in hetero-QDs can be repaired 

by e-beam irradiation. However, there was no significant change in SF in the hetero-QDs, 

even after 20 min of e-beam exposure. It is because the energy required to repair planar 

defects of SF is much higher than linear defects of a screw dislocation. Our investigation 

of the growth mechanism can be used to guide the design for hetero-QDs with high-

quality interfaces, especially for hetero-QDs with different crystal structures in core and 
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shell. The low-temperature e-beam post-growth treatments provide a new strategy to 

synthesize defect-free hetero-QDs. 

In chapter 5, bulk silica glass substrates were used as a model system to mimics optical 

fibers. Er/Si nanoclusters were synthesized in co-implanted fused silica after thermal 

annealing between 1000 oC and 1200 oC. The diameter of the formed NPs increases with 

temperature. For samples annealed at 1000 oC and 1100 oC, the implanted Si and Er are 

found to nucleate separately. The influence of Er and Si nanoclustering on NIR Er 

emission is investigated in fused silica samples exposed to low-energy proton beams 

which are used to reproduce the space radiation conditions at LEO. A strong NIR and VIS 

emissions associated with the Er3+-4f: 4I13/2→4I15/2 optical transition and the Si PL can be 

measured. For the sample annealed at 1200 oC, the NIR and VIS emissions are very 

weak, due to the formation of ErSi2. PL measurements of samples exposed to proton 

irradiation demonstrated that the optical emission of hybrid systems containing Er NPs 

and Si NCs is more intense and survives longer to proton radiation than the one of 

unmixed nanoclusterized systems. Such enhanced radiation-resistance of their PL 

emission results from the increase of photocarrier transfer between Si NCs and Er NPs. 

This suggests that the integration of Si NCs into NIR Er-based systems can improve their 

longevity in space, especially for devices used in the satellites that orbit around the Earth 

within the Van Allen radiation belts. Overall, the results provide new approaches and very 

promising routes for designing advanced photonic, energy conversion, and other 

optoelectronic components with superior performance. 
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6.2 Perspectives 

The effects of ion irradiation on freestanding NPs or the NPs embedded in matrix are 

drastically different from that of bulk or thin-film materials, which is highly dependent on 

the NPs morphology and surface conditions. Additional work is needed to elucidate the 

underlying physics leading to numerous changes in the microstructure and properties of 

NPs. This would be hazardous to employ NPs in radiation environments, such as the 

devices used in satellites or nuclear power plants, without a deep understanding of the 

radiation-induced degradation. Especially, when the area of radiation-induced damage 

approaches the diameter of NPs. 

Besides the aforementioned impacts, the microstructure, as well as some physical 

properties of NPs, can also be manipulated by ion beam exposure using appropriate 

energies and fluencies. As the results shown in chapter 3 and chapter 4, the photocurrent 

can be improved after low dose proton irradiation and some defects can be repaired by 

e-beam exposure. Therefore, it is promising to conduct research on the effects of ion 

irradiation on other physical properties such as mechanics, magnetism, and heat. In 

addition, if some properties can be varied regularly with the increasing of fluence, it has 

the potential to be designed as a radiation sensor which can monitor the radiation fluence. 

Further study perspectives are pointing out as following: 

(1) Perform ionizing irradiation experiments with heavier ions (such as He+, N+, Cu+, Au
+
) 

at higher acceleration voltages. Although the SRIM calculations can estimate the damage 

generated by different impinging ions, more experimental data are needed to elucidate 

the underlying physics. 
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(2) Develop a new method based on numerical calculations and simulations for describing 

the damage induced by radiations on the nanomaterials structure and physical properties. 

In this thesis, SRIM-TRIM simulations have been used to quantify the projected range of 

the ions that have penetrated into the target and the damaging rates they have generated, 

including the recoil distribution of target atoms and the depth-profiles of implanted ions 

inside NPs. One possible improvement of the methodology we have developed in this 

work would be to account for the shape and the crystal orientation of the target materials, 

which is not considered by the SRIM-TRIM code, a feature that could be quite important 

for ordered and/or assembled nanomaterials. 

(3) Study the microstructural evolution of NPs under ion irradiation by in situ TEM. In situ 

TEM allows researchers to study samples in real-time, under real-world conditions. In this 

thesis, only CISeS/CdSeS/CdS hetero-QDs were studied by in situ TEM, which proves 

that some defects can be repaired by e-beam post-growth treatments. In situ TEM study 

on NPs irradiated with other energetic ions will benefit the understanding of the evolution 

of radiation-induced damage on NPs. 

(4) Study the effects of ion irradiation on other physical properties. In this thesis, we mainly 

focused on optical and electrical properties. Other properties, such as mechanical, 

thermal, or magnetic properties, should be impacted by the radiation-matter interactions 

presented in our studies. Their deep investigation would be relevant for achieving devices 

operating in numerous radiative environments. 

(5) Design a radiation sensor based on the radiation-induced degradation of the PL 

emission. According to our proton irradiation experiments described in chapters 3 and 5, 

the PL emission of NPs decreases with the irradiation dose. Therefore, a radiation sensor 
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can be designed though monitoring both the intensity and the wavelength of the PL 

signals. 
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8 ANNEXE I 

8.1 The Stopping and Range of Ions in Matter Software 

 

Figure S1 SRIM setup window of proton implantation. 

SRIM has an easy-to-use user interface and built-in parameters for different ions and 

materials. Figure S1 shows a typical user inputs for the calculation of 10 keV H+ implanting 

into SiO2 subtract. Parameters, such as name of element, atomic number, mass, energy 

and angle of incidence can be set in the ION DATA region. Target layer information 

including name, width, density and the element inside can be entered from TARGET 

DATA region. “Ion Distribution and Quick Calculation of Damage” and “Detailed 

Calculation with Full Damage Cascades” can be selected through scrolling down the 

DAMAGE. After setting all the parameters, pressing “Save Input and Run TRIM” can start 

calculations. 
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Figure S2 SRIM calculation window of 10 keV H+ implanting into SiO2 subtract. 

Figure S2 show the SRIM calculation window of 10 keV H+ implanting into SiO2 subtract 

with thickness of 3000 Å. Every time the proton hits a silicon or oxygen atom and transfer 

a significant portion of its energy. A table named DISTRIBUTIONS on the bottom left 

corner has various buttons, such as “Ion Distribution”, “Ion/Recoil Distribution”, “Damage 

Events”, etc. For example, if click “Ion Distribution” button, a plot will appear with title of 

ION RANGES. The unit of longitudinal coordinate-axis Y is “(atoms/cm3)/(atoms/cm2)”. If 

multiply by the implantation dose (ions/cm2), ion concentration with unit of atoms/cm3 can 

be acquired. Similarly, the plots of “COLLISION EVENTS”, “ENERGY OF RECOILS” and 

“ATOM DISTRIBUTIONS” will appear by clicking the corresponding buttons.  



 

141 

8.2 DigitalMicrographTM Scripting 

 

Figure S3 DigitalMicrograph window for d-spacing measurements, interfacial angle measurements 

and fast Fourier transform. 

DigitalMicrograph designed by Gatan company is a powerful image processing software 

used by the majority of TEM users in the world. Using standard tools can easily measure 

d-spacing and interfacial angle of two adjacent crystal faces, which are crucial for the 

determination of crystal face. The measured length and rotation angle are presented in 

the Control bar. The tools in ROI bar can be applied to select interesting region for fast 

Fourier transform. The Batch Convert in the File menu can be used to convert dm3 image 

to JPEG or TIFF format, which can be read by most of image processing software, such 

as Photoshop or Power Point. 
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9 ANNEXE II 

SOMMAIRE RÉCAPITULATIF 

 

L'effet des rayonnements ionisants sur la microstructure et les propriétés 

physiques des nanoparticules 

 

L’introduction 

L'irradiation des solides par des particules haute énergie, telles que des électrons ou des 

ions, entraîne normalement la formation de défauts atomiques dans la cible et altère les 

propriétés du matériau. Récemment, la nécessité de comprendre la dégradation des 

matériaux induite par l'irradiation pour les applications spatiales nous a incités à étudier 

les effets de l'irradiation sur les solides. Les matériaux utilisés dans l'espace doivent 

résister à des environnements qui combinent rayonnements ionisants, températures 

extrêmes, micrométéorites, etc. Plusieurs missions impliquent des menaces 

supplémentaires. Par exemple, les orbites terrestres basses et les orbites 

géostationnaires (OTB/GEO) entraînent des dégradations importantes induites par 

l’ozone, tandis que les missions dans l'espace lointain impliquent des niveaux élevés de 

rayonnements ionisants. Les principales conditions requises pour les matériaux spatiaux 

sont les suivantes : légèreté (pour réduire les coûts de lancement), conservation de 

l'énergie, longue durée de vie opérationnelle et meilleure résistance aux rayonnements 

ionisants, tels que les électrons, les protons et autres ions lourds. Les nanomatériaux 

sont extrêmement intéressants, car ils laissent entrevoir une réduction du volume, du 

poids et de la consommation d'énergie, avec des performances accrues et une meilleure 
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résistance au rayonnement cosmique. Toutefois, leurs propriétés physiques dans 

l'environnement spatial restent à étudier. 

Les rayons cosmiques que l’on retrouve dans l'espace sont composés d'environ 91% de 

protons, 8% d'hélium et 1% d'ions lourds ayant une énergie comprise entre quelques 

100 MeV et 100 GeV. Les doses de rayonnement typiques associées au flux de protons 

sur les orbites OTB ou GEO au sein des modules spatiaux se situent entre 80 et 120 

mGy (0,8 à 1,2 mrad) par an, ce qui entraîne une dégradation irréversible des dispositifs 

à semi-conducteurs. Pour planifier une mission spatiale, il est important d'évaluer la 

modification des performances de tout équipement embarqué (comme un laser, un 

détecteur, une cellule solaire, un amplificateur à fibre, etc.) sous irradiation. Par 

conséquent, avant d’utiliser des matériaux dans un environnement exposé aux 

rayonnements, il est nécessaire de tester leur stabilité. À cette fin, différentes expériences 

d'irradiation ionique doivent être réalisées sur ces matériaux afin d'étudier comment leur 

structure et leurs performances sont modifiées. 

L'interaction de l'irradiation de particules chargées (alpha, bêta et protons) avec la 

matière est différente de celle des radiations neutres (rayons X, gamma et neutrons). Les 

particules chargées, qui ionisent les atomes par interaction avec les électrons de leurs 

atomes, sont dites directement ionisantes, tandis que les rayons gamma ou les neutrons, 

qui produisent une particule chargée pouvant ensuite ioniser d'autres atomes d’un 

matériau, sont classés comme indirectement ionisants. Plusieurs types de rayonnements 

ionisants et leur interaction avec la matière sont illustrés à la figure R1. 
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Figure R1 Types de rayonnements ionisants et leur interaction avec la matière ; les trajectoires 

des particules telles que celles des alphas, des bêtas (électrons) et des neutrons 

sont représentées par des lignes droites tandis que les lignes ondulées représentent 

les rayons gamma. Les cercles vides montrent les endroits où l'ionisation se 

produit. 

 

Les ions hautement énergétiques qui pénètrent dans les matériaux perdent leur énergie 

par (i) des collisions élastiques avec les noyaux des atomes cibles et (ii) des interactions 

avec le gaz d'électrons. L'énergie perdue par les ions lors des collisions élastiques est 

également appelée "pouvoir d'arrêt nucléaire". Le processus de collision peut être 

considéré comme une diffusion élastique de deux corps, tel qu’illustré à la figure R2.  

 

Figure R2 Collision élastique entre deux atomes. 
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Objectifs 

Nos deux principaux objectifs sont de parvenir à une compréhension fondamentale des 

altérations radio-induites des nanoparticules (NP) et d'étudier leurs effets sur les 

propriétés des matériaux. Les modifications dans la microstructure sont liées aux 

variations de l'émission et de l’absorption optique des NP et de la résistivité des électrons 

après irradiation. Plus précisément, nos travaux visent à : 

(1) Synthétiser et caractériser des NP Er/Si stables et résistantes aux radiations à 

l'intérieur de substrats de verre de silice en fonction de différents paramètres de 

fabrication, tels que la dose d'implantation, l'énergie d'implantation et la température de 

recuit. 

(2) Mener des expériences d'irradiation à l'aide d'un faisceau d’électrons (e-beam) et d'un 

faisceau de protons sur différents types de NP. 

(3) Étudier l'effet des rayonnements ionisants sur la microstructure et les propriétés 

physiques des NP, notamment (mais pas exclusivement) : 

(a) la caractérisation approfondie des dommages structurels induits par les 

rayonnements par analyse au microscope électronique à transmission à haute résolution 

(HRMET) et avec les simulations SRIM (Stopping and Range of Ions in Matter), afin de 

relier les changements microstructurels aux changements de plusieurs propriétés des 

matériaux. 

(b) l'étude de la photoluminescence (PL) et de sa décroissance après irradiation 

ionique.  
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(c) l'utilisation de l'irradiation ionique pour montrer l'existence de transferts de 

photoporteurs dans les systèmes Er/Si et dans les points quantiques (quantum dots ou 

QD) de CdSe/CdS « géants » de type cœur-coquille (giant core-shell ou g-CS). 

(d) l'utilisation de l'irradiation par faisceau d’électrons pour étudier l'effet du 

rayonnement d’ions légers sur les QD de CuInSexS2-x/CdSeS/CdS 

(4) Élaborer de nouvelles stratégies pour améliorer les propriétés et la stabilité des 

nanomatériaux. 

 

Effet de l'irradiation de protons sur les points quantiques de type cœur-coquille 

Les QD des groupes II-VI possèdent des propriétés électriques et optiques accordables 

qui les rendent très attrayants pour les applications de haute technologie et la production 

d'énergie. Dans ce chapitre, les effets de l'irradiation de protons sur les propriétés 

structurelles et physiques des QD de CdS/CdSe « géants » de type cœur-coquille (g-CS) 

sont étudiés. Ces expériences mettent en lumière la délocalisation des photoélectrons 

dans les QD g-CS, où les courants totaux et les fortes variations de l'émission optique 

résultent de l'extension spatiale des fonctions d'onde des photoélectrons sur les bandes 

de conduction du CdSe et du CdS. Des simulations de Monte-Carlo des interactions ion-

matière montrent que les taux d'endommagement peuvent être fixés à partir de l'énergie 

des protons incidents pour favoriser la formation de défauts structurels dans le cœur ou 

dans la coquille. La formation de nanocavités est démontrée pour des doses d'irradiation 

supérieures à ~1017 H+/cm2 et une diminution continue de l'intensité de la luminescence 

est observée avec l’augmentation de la fluence de protons. Cette caractéristique 

s'accompagne d'une diminution concomitante du temps de vie, marquant l'augmentation 
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des phénomènes non radiatifs et l'apparition de transferts de photoporteurs plus 

importants entre le CdS et le CdSe. La caractérisation courant-tension montrent que 

l'implantation de protons peut être utilisée pour améliorer la génération de photocourants 

dans les QD g-CS. Cette augmentation est attribuée à la délocalisation des 

photoélectrons dans la coquille de CdS, dont l'amélioration favorise la séparation des 

paires électron-trou. 

Les images en champ clair (bright field ou BF) et au HRMET montrent des QD g-CS avec 

une distribution de taille étroite et un réseau cristallin clair. Le schéma de diffraction 

électronique en aire sélectionnée (selected area electron diffraction ou SAED) en encadré 

dans la figure R3a montre que les QD g-CS ont une structure cristalline wurtzite (WZ). 

Avant l'exposition au faisceau de protons, les différents QD présentent un contraste MET 

uniforme, à l'exception de quelques QD qui contiennent des défauts d'empilement 

(stacking faults ou SF). Après une irradiation de protons de 1×1017 H+/cm2, le contraste 

MET des différents QD (figures R3c et R3e) n'est pas aussi uniforme que celui observé 

avant l'irradiation (figures R3a et R3b). Les images BF et HRMET révèlent toutes deux 

l'apparition de petites taches blanches, indiquées par des flèches sur les figures R3c et 

R3e. Cette observation est corroborée par les modulations de l’intensité du contraste au 

HRMET le long des directions tracées sur chaque image, indiquant des changements 

significatifs après l'irradiation. 
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Figure R3 Images BF, images HRMET et profils d'intensité des QD g-CS : (a) et (b) avant 

irradiation ; (c) et (d) après irradiation de protons de 1,5 keV à 1×1017 H+/cm2 ; (e) et 

(f) après irradiation de protons de 10 keV à 1×1017 H+/cm2. 

 

Les figures R4a et R4b montrent les spectres d'absorption et de PL des QD g-CS avant 

et après irradiation avec des énergies de protons de 1,5 et 10 keV pour des doses d'ions 

variant entre 5×1013 H+/cm2 et 5×1015 H+/cm2. Avant irradiation, tous les échantillons 

présentent une forte émission de PL avec un pic de PL autour de 627 nm. Dans les figures 

R4a et R4b, alors que l'intensité de PL des QD après irradiation de protons diminue avec 

la dose d'irradiation, on ne mesure ni décalage ni changement spectral. Nos observations 
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mettent également en évidence le fait que la taille et la bande interdite des QD g-CS 

restent inchangées après l'irradiation. Cela est qualitativement cohérent avec la légère 

diminution de l'absorbance optique signalée après l'exposition au faisceau de protons. 

Dans les figures R4c et R4d, l'intensité spectrale normalisée de chaque pic de PL mesuré 

est rapportée en fonction de la fluence des protons et de la concentration correspondante 

des sites vacants induits par irradiation dans la coquille du CdS, déterminée à l'aide de 

calculs SRIM. L'intensité du signal de PL a été obtenue après soustraction de la 

contribution du bruit de fond optique et l'intégration numérique du pic de PL entre 550 et 

750 nm. Comme le montre la figure R4c, l'irradiation de protons de 1,5 keV engendre une 

réduction légèrement plus rapide de l'intensité de la PL que dans le cas de 10 keV.  

La figure R5 est la courbe I-V de l'échantillon avant et après irradiation, les tensions 

appliquées étant comprises entre 0,0 V et +1,5 V. Pour toutes les expériences menées 

dans des conditions d'obscurité, le courant direct mesuré passant à travers les systèmes 

MoO3/QD/Si ou MoO3/Si est supérieur au courant inverse. Une diminution des valeurs 

rapportées est également observée avec l'augmentation de l'exposition au faisceau de 

protons. Ces deux phénomènes semblent se produire plus rapidement et/ou être plus 

prononcées pour les implantations effectuées à 1,5 keV que pour celles effectuées à 

10,0 keV. Pour les courbes I-V obtenues sous illumination, les mesures diffèrent 

fortement en présence et en absence de QD g-CS. Deux tendances remarquables et très 

distinctes ressortent. Premièrement, on ne détecte pratiquement pas de photocourant en 

polarisation inverse dans les échantillons de MoO3/QD/Si (côté gauche des figures R5a 

et R5b), alors qu'un fort courant est observé dans les systèmes MoO3/Si (côté gauche 

des figures R5c et R5d). Deuxièmement, alors que tous les photocourants mesurés 
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diminuent avec la dose de protons dans les MoO3/Si implantés, on constate que ces 

photocourants augmentent continuellement avec les fluences de H+ dans les 

MoO3/QD/Si. 

 

Figure R4 Évolution de l'absorption et de l'émission spectrale de PL dans les QD g-CS exposés 

à une irradiation de protons de 1,5 keV (a) et de 10 keV (b), avec la dépendance du 

signal de PL, intégrée entre 550 et 700 nm, à la dose (c), et tracée en fonction de la 

variation de la concentration de sites vacants de la coquille de CdS calculée par 

SRIM (d). 
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Figure R5 Caractéristiques I-V des MoO3/QD/Si et MoO3/Si dans l'obscurité et sous 

illumination, pour les QD implantés à 1,5 keV (a) et à 10,0 keV (b) ainsi que pour les 

substrats de Si implantés à 1,5 keV (c) et à 10,0 keV (d). 
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Dans la figure R6a, nous présentons une description complète de l'alignement de la 

bande interdite qui se produit dans les systèmes MoO3/QD/Si, sur la base d’études 

précédentes menées sur des QD g-CS ainsi que des mesures de spectroscopie de 

photoélectrons UV (UPS) effectuées sur des substrats de silicium avant et après 

exposition à différents faisceaux H+. Sur la gauche de la figure R6a, l'hétérojonction de 

type II entre le MoO3 et la coquille de CdS des QD est comparable aux interfaces des 

bandes interdites des couches de TiO2/CdS et de MoO3/CdS massif présentées dans la 

littérature, pour des énergies de bande interdite de 3,1 eV dans le MoO3 et de 2,7 eV 

dans le CdS. Une bande interdite indirecte de 1,1 eV est choisie pour illustrer la jonction 

de type I entre la partie inférieure de la coquille de CdS et la face supérieure de la couche 

de Si implantée. Sachant que la génération de sites vacants dans le Si implanté 

augmente la concentration d'états donneurs à l'intérieur du matériau, l'augmentation du 

niveau de la bande de valence et la légère diminution du travail de sortie de l'échantillon 

montrées à la figure R6 indiquent que la structure de bande du substrat de Si exposé au 

bombardement de protons est décalée vers le haut de 0,2 à 0,3 eV par rapport à celle du 

Si non implanté. La jonction entre la couche de Si implantée (identifié « SiH+ » sur la 

figure) et la région de Si non implantée, située à une profondeur supérieure à plusieurs 

centaines de nm, est comparée à une barrière d’énergie de type II, tel qu’illustré dans la 

partie droite de la figure R6a, qui est agrandie dans la figure R6b. Selon les calculs SRIM, 

l'épaisseur de la couche de SiH+ est d'environ 80 nm et 260 nm respectivement pour des 

faisceaux d'ions de 1,5 keV et de 10,0 keV. Pour l'ensemble du système, l'alignement de 

la bande interdite est fixé par rapport au niveau de Fermi indiqué par la ligne horizontale 

pointillée sur les figures R6. 
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Figure R6 (a) Alignement schématique des bandes le long du niveau de Fermi dans les 

systèmes MoO3/QD/Si contenant des QD g-CS, (b) redistribution des 

donneurs/accepteurs aux interfaces CdS/Si-H et Si-H/Si engendrant les champs 

électriques locaux E1 et E2. (c) Décalage vers le bas du potentiel équivalent, 

 obtenu à partir de E = E1-E2 et de la tension de polarisation, VBIAS, par le processus 

photovoltaïque amélioré grâce à la délocalisation des électrons de conduction dans 

le système g-CS. 

 

La présence de l'interface CdS/SiH+/Si peut expliquer l'évolution des courbes I-V en 

polarisation inverse et directe. La valeur inférieure du minimum de la bande de conduction 

dans la sous-couche de SiH+ et la valeur supérieure du maximum de sa bande de valence 

créent des barrières d’énergie pour les électrons traversant la couche de Si implantée 

vers la coquille de CdS ou le substrat de Si. Ces barrières génèrent deux champs 

électriques locaux de directions opposées (appelés E1 et E2 sur la figure R6) résultant de 

l'équilibre des distributions donneur/accepteur le long des jonctions SiH+/Si et SiH+/CdS. 
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L'interface SiH+/CdS a une barrière d’énergie d'environ 0,5-0,6 eV, soit près du double de 

celle de l’interface Si-H/Si (~ 0,3 eV). En première approximation, la contribution totale 

de la redistribution des porteurs de charge à l'intérieur de la couche « tampon » de SiH+ 

peut être approximé sous la forme d'un champ électrique positif, E, orienté 

perpendiculairement au substrat de Si (figure R6b). Dans la partie droite de la figure R6c, 

une représentation schématique des hétérojonctions CdS/SiH+/Si est présentée. 

 

Croissance épitaxiale et réparation des défauts des points quantiques 

Les points quantiques hétérostructurés (hétéro-QD) présentent des propriétés optiques 

ainsi qu’une stabilité chimique et une photostabilité exceptionnelles, ce qui rend leur 

utilisation dans divers dispositifs optoélectroniques très prometteuses. Dans ce chapitre, 

les hétéro-QD CuInSexS2-x/CdSeS/CdS ont été synthétisés à l’aide d’une méthode simple 

en deux étapes. La taille des particules, leurs formes tridimensionnelles (3D) et la relation 

épitaxiale entre le cœur de CuInSexS2-x/CdSeS et la coquille de CdS ont été étudiées au 

HRMET. Nos études prouvent que les hétéro-QD tels que synthétisés ont une forme 3D 

régulière en tétraèdre avec quatre facettes cristallines {111}. La relation épitaxiale entre 

le cœur de CuInSexS2-x/CdSeS et la coquille de CdS est déterminée comme étant : 

[110]coeur//[110]coquille, {112}coeur//{111}coquille. Les observations in situ au HRMET 

montrent que les dislocations vis dans les hétéro-QD peuvent être réparées efficacement 

par irradiation par faisceau d'électrons. Ces résultats pourront aider à concevoir des 

hétéro-QD avec des interfaces de haute qualité et à identifier des stratégies pour 

synthétiser des hétéro-QD sans défaut. 



 

155 

 

Figure R7 Images HRMET d’hétéro-QD CISeS/CdSeS/CdS. Chacun des quatre sous-figures (a-

d) est composée d'une image HRMET représentative d'un QD isolé dans une 

projection donnée, des diagrammes FFT (encadré) correspondant à l'image HRMET, 

d’un croquis et du modèle atomique. Les modes de rotation détaillés entre les axes 

de différentes zones sont indiqués par les flèches bleues. (a)-(d) montrent les QD 

visualisés selon les axes des zones <111>, <112>, <110> et <001>, respectivement. 

 

La figure R7 montre un hétéro-QD ayant une forme de triangle équilatéral et des franges 

d’interférence atomiques avec une distance interréticulaire d mesurant 2,06 Å, qui est 

associée aux plans {220} du CdS à structure zinc blende (ZB). Cela suggère que cette 

particule est vue le long de l'axe de la zone [111]. Lorsqu'il est observée le long des axes 

de la zone [112] et [110], le QD apparaît comme un triangle isocèle dont les sommets 

forment des angles de 63° et 71° qui concordent avec les valeurs théoriques de 62,96° 

et 70,5°. La distance interréticulaire d du plan cristallin présenté sur la figure R7 est 
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respectivement de ~3,36 Å et ~2,06 Å avec un angle de ~90°, pour les familles de plans 

(111) et (220) du CdS à structure cristalline ZB. La figure R7 montre la particule vue le 

long de l'axe de la zone [110] et affichant les plans {111}. Les franges d’interférences de 

cette projection présentent un angle de 71°, ce qui est en accord avec la valeur théorique 

calculée de 70,5°. Une faible proportion (∼10%) de QD est observée avec des projections 

carrées. Lorsqu'on les observe le long de l'axe de la zone [001], ces particules ont des 

franges rectangulaires pour les familles de plans {200} avec un distance interréticulaire 

d mesurant 2,9 Å. En outre, le contour 2D des QD montré dans l'image HRMET et le 

diagramme de transformée de Fourier rapide (fast Fourier transform ou FFT) 

correspondant concordent parfaitement avec le modèle atomique dans le coin de chaque 

figure. Ces résultats démontrent et valident expérimentalement sans équivoque la forme 

3D des CISeS/CdSeS/CdS, ainsi que leurs facettes cristallines et leurs orientations 

atomiques. 

 

Figure R8 (a) Image HRMET du cœur de CISeS ; (b-d) images HRMET des hétéro-QD formés à 

différents stades de la croissance ; (e) modèle atomique des QD à différents stades 

de la croissance ; (f) l'interface du CISeS, du CdSeS et du CdS, vue selon l'axe de la 

zone <110> ; (g) montre la maille élémentaire du CISeS, du CdSeS et deux mailles 

élémentaires du CdS. 
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Pour étudier le mécanisme de croissance des hétéro-QD, des produits intermédiaires 

formés à différents stades de la croissance ont été extraits et observés au HRMET. La 

figure R8 montre des franges d’interférence atomiques avec une distance interréticulaire 

d de 3,25 Å, pour les plans {112}  du cœur de CISeS (PDF no 00-036-1311). Après 

l’injection de 2,5 ml de précurseurs Cd/S, une fine couche de CdSeS croît à la surface du 

cœur de CISeS par le processus d'échange de cations. On constate que la taille des QD 

diminue légèrement en raison de l'échange de cations aux premiers stades de la 

croissance. Les franges d’interférence atomiques de la figure R8b sont toujours 

constituées de structures de CISeS, avec une distance interréticulaire d de 3,3 Å 

légèrement supérieure à celle mesurée sur la figure R8a (3,25 Å). Une telle expansion 

résulte de la croissance des CdSeS, dont le réseau présente une distance interréticulaire 

d plus importante que celui des CISeS. Lorsque le volume du précurseur Cd/S injecté 

augmente, le dépôt de CdS sur la surface du cœur de CISeS/CdSeS augmente la taille 

du cristallite synthétisé, comme sur la figure R8c. La taille moyenne des hétéro-QD passe 

de 6,4 ± 0,5 nm à 7,4 ± 0,5 nm. Lorsque le volume de précurseur Cd/S injecté atteint 

20 ml, la distance interréticulaire d est de 3,36 Å, ce qui est égal à la distance 

interréticulaire d dans le CdS (PDF no 00-001-0647).  

La figure R9a montre un défaut SF et une dislocation vis typiques situés respectivement 

en haut et au milieu de l'hétéro-QD. Ce type de défaut est endémique dans la structure 

ZB, en particulier pour les matériaux multicouches de compositions chimiques différentes. 

Ces structures peuvent conduire à la formation de défauts/pièges de surface qui affectent 

les propriétés photoélectriques et de luminescence des QD. De nombreux efforts ont été 

investis pour prévenir la formation de tels défauts dans les QD. Les images 
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microscopiques enregistrées pour des échantillons exposés à un faisceau électronique 

de 200 kV pendant les durées indiquées en haut à droite sont présentées à la figure R9. 

La dislocation vis située au milieu des hétéro-QD a été réparée après environ 15 minutes 

d'irradiation, tandis que le défaut SF situé en haut demeure inchangé, même après 20 

minutes d'exposition au faisceau d'électrons. 

 

Figure R9 Évolution des défauts lors de l’exposition au faisceau d’électrons, observée au 

HRMET in situ ; (d) correspond à la région encadrée en (a). 

 

Amélioration de la résistance au rayonnement de l'émission de photoluminescence 

grâce au nanoclustering 

L'influence du nanoclustering de Er et de Si sur l'émission de Er dans le proche infrarouge 

(near-infrared ou NIR) est étudiée dans des échantillons de verre de silice exposés à des 

faisceaux de protons, utilisés pour reproduire les conditions de rayonnement spatial en 

OTB. Des verres de silice massifs sont utilisés comme systèmes modèles qui imitent les 

fibres optiques. Dans ce chapitre, la croissance de nanoclusters de Er/Si, synthétisés 
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dans du verre de silice co-implanté après recuit thermique entre 1000°C et 1200°C, a été 

analysée au MET et par EDS. Des mesures de photoluminescence de l'émission optique 

de Er3+ indiquent que sa transition 4I13/2→4I15/2 autour de 1,54 μm peut encore être utilisée 

pour la communication optique après des doses d'irradiation de protons équivalant à plus 

de 50 ans d'exposition en OTB. En utilisant un modèle phénoménologique soutenu par 

des simulations de Monte-Carlo, nos résultats montrent une augmentation du transfert 

de photoporteurs entre les NC de Si et les niveaux d'émission de Er dans le NIR, ce qui 

compense partiellement les pertes optiques induites par les dommages structurels. Ces 

expériences présentent une approche alternative pour développer des sources de 

lumière Er avancées avec une résistance aux radiations supérieure et des durées de 

fonctionnement plus longues dans l'environnement spatial. 

 

Figure R10 Images MET BF d'échantillons recuits à 1000°C (a), 1100°C (b) et 1200°C (c) ; avec 

leurs images MET HAADF correspondantes en (d), (e) et (f). 

 

Les images BF MET sont présentées aux figures R10a-c et les images HAADF, aux 

figures R10d-f, pour des échantillons recuits à 1000°C, 1100°C et 1200°C 

respectivement. À des fins de comparaison, toutes les images en coupe transversale ont 
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été enregistrées avec le même grossissement. Dans chaque échantillon, des 

nanoclusters à base de Si et de Er ont été observés dans la région supérieure du film de 

SiO2 implanté jusqu'à une profondeur de 120 ± 10 nm. Les dimensions moyennes de ces 

NP ont été déterminées à partir d'une analyse approfondie des images MET, en prenant 

en compte plus plus de 100 nanoclusters observés. Comme le montre la figure R10, le 

diamètre des nanoclusters formés augmente continuellement avec la température de 

recuit, de 9,9 nm à 1000°C à 25,0 à 1100°C, et jusqu'à 33,0 nm à 1200°C. Une telle 

évolution de la taille des nanoparticules résulte du phénomène de maturation d’Ostwald 

et d'effets de coalescence, comme décrit dans de précédents travaux. 

 

Figure R11 Évolution de l'émission spectrale de PL NIR des systèmes hybrides Er/Si 

synthétisés à 1100°C sous irradiation de protons (a), avec la dépendance du signal 

intégré à la dose (cercles rouges pleins) et la décroissance de la puissance de PL 

attendue dans les systèmes individuels (carrés noirs vides) (b). 

 

Des expériences d'irradiation ont été menées sur des échantillons co-implantés de Si/Er 

recuits à 1100°C. Les spectres de PL dans le NIR en fonction de la fluence de protons 

sont présentés sur la figure R11a. Une diminution continue du pic à 1,54 μm est observée 
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en fonction de la dose d'irradiation, jusqu'à 60,4 Gy, qui est calculée pour une fluence de 

protons de 1,0×1014 H+/cm2. Les fluences de protons de 5×1011, 1×1012, 5×1012, 1×1013, 

5×1013, 6×1013 et 1×1014 H+/cm2 correspondent aux conditions d'irradiation en GEO/OTB 

pendant ~100 jours, 200 jours, 3 ans, 5 ans, 27 ans, 32 ans et 55 ans, respectivement. 

Sur la figure R11b, l'intensité spectrale normalisée pour chaque pic de PL mesuré, 

intégrée entre 1480 et 1600 nm après soustraction de la contribution du fond optique, est 

rapportée en fonction de l'irradiation de protons (cercles rouges pleins). Ainsi, la 

diminution de l'émission de PL peut être directement liée aux dommages causés par les 

protons, responsables de la formation de centres colorés qui entraînent de l’absorption 

optique. En supposant que le nombre de centres émetteurs diminue selon une séquence 

géométrique pour une irradiation avec un flux de particules constant, la décroissance du 

signal de PL devrait suivre une simple fonction de décroissance exponentielle en fonction 

de l'irradiation. Cependant, l'intensité du signal de PL mesurée dans les systèmes Er-

np/Si-nc ne suit pas la tendance prévue de destruction progressive des centres émetteurs 

lors de l'irradiation. Cela s’explique par le fait que les pertes optiques générées par les 

protons dans le NIR peuvent être compensées par une plus grande génération de 

photoporteurs, qui sont transférés du Si-nc vers les niveaux d'émission Er3+: 4f. 


