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Abstract: Estimating the seasonal density of the snowpack has many financial and environmental
benefits. Rapid assessment and daily monitoring of its evolution are therefore key to effective
prevention. Traditionally, the physical characteristics of snow are measured directly in the field,
which involves high costs and personnel mobilization. Hyperspectral imaging is a reliable and
efficient technique to study and evaluate this physical property. The spectral reflectance of snow is
partly defined by changes in its physical properties, particularly in the Near infrared (NIR) part of the
spectrum. Recently, a hybrid snow density estimation model allowing retrieval of density from NIR
hyperspectral data was developed, based on an a priori classification of snow samples. However, in
order to obtain optimal density estimates with the Hybrid model (HM), the sources of classification
and estimation error must be controlled. Following the same principle as the HM, an Ensemble-based
system (EBS) was developed. This model reduces the number of misclassification errors produced by
the HM. The general concept of EBS algorithms is based on the principle that obtaining more opinions
before making a decision is part of human nature, especially when economic and environmental
benefits are at stake. This approach has helped to reduce the risk of classification and estimation
errors and to develop more robust density results. One hundred and fourteen snow samples collected
during three winters (2018–2020) were used to calibrate and validate the EBS. The performance of
the EBS was validated using an independent database and the results were satisfactory (R2 = 0.90,
RMSE = 44.45 kg m−3, BIAS = 3.87 kg m−3 and NASH = 0.89).

Keywords: hyperspectral; near-infrared; density; snowpack; Gaussian quadrature; ensemble-based system

1. Introduction

The measurement and modelling of the physical characteristics of snow, particularly its
density, is important for financial and environmental purposes, as this property is essential
when estimating the water equivalent of snow, predicting avalanche risk [1] and it is often
used to observe and understand the evolution of seasonal snowpacks [2,3]. The physical
characteristics of natural snow can vary vertically and horizontally in the snowpack [4,5].
Daily monitoring and advances in measurement techniques for these features are key
elements in controlling and reducing the risks related to measurement uncertainties [6], but
they requires a significant effort in measuring and collecting samples in the field to ensure
the accuracy of the measurements. It has also been shown that standard sampling methods,
based on fixed sampling points, insufficiently cover large areas and the resulting temporal
resolution is deficient [6–8]. High resolution measurement techniques based on remote
sensing can be used to validate and improve current physical measurement operations.

Due to its ability to provide information over a wide range of wavelengths, Near
infrared (NIR) hyperspectral technology is a promising tool to estimate the physical proper-
ties of snow [9,10]. This innovative technique provides useful information on the physical
and chemical components of a scanned sample [11–13], which can be used for modelling
purposes. Indeed, the NIR spectral range has been tested in the laboratory and in the field
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in several works aimed at estimating the physical properties of snow [4,14–17]. This is
made possible by relating the observed optical changes in the NIR spectral reflectance
at specific wavelengths to the physical transformation processes of snow [9,16,18,19]. A
review of scientific literature has shown that few works have been dedicated to estimating
snow density from optical data. Nonetheless, Gergely, et al. [18] demonstrated that snow
density values can be estimated in a cold laboratory using NIR transmittance measurements
if the size and shape of the snow grains are known in advance. Varade [10] developed a
new approach to estimate snow moisture and density using the infrared bands available
with most spectral sensors. Their method based on using the NIR band led them to develop
the Normalized difference snow index (NDSI), called PIR-NDSI space.

Recently, a Hybrid model (HM) based on NIR spectral data was developed to estimate
snow density [19]. Density estimation using the HM is carried out in two steps: (1) The
snow samples are classified into one of three snow classes (Weakly to moderately metamor-
phosed (WMM), Moderately to highly metamorphosed (MHM) and Highly to very highly
metamorphosed (HVM)) and (2) specific estimators corresponding to the selected snow
classes are used to estimate the density. When using this model, the selection of the final
estimator is critical because the selection of a wrong estimator could lead to the over- or
underestimation of density. Moreover, classification algorithms, such as the one used to
develop the HM (classification and regression tree), are known to be local and unstable [20].
This instability significantly affects model reliability when used to estimate the density
of snow.

In such complex modelling contexts, many authors suggest that the use of an Ensemble-
based system (EBS) could lead to more stable and robust results [21–27]. Two conditions are
necessary to build a stable and robust EBS: (1) reaching a high diversity between individual
elements (either classifiers, estimators, or both) and (2) applying effective rules to combine
individual elements in a way that good decisions are amplified and bad decisions are
cancelled [28].

To achieve the desired diversity, EBSs are composed of thousands of different elements,
which can be problematic when using remote sensing data. Researchers are often faced
with a delicate situation: either reduce the number of features in the EBS which could
reduce the solution space or develop a robust EBS with a very long running time. The
Gaussian quadrature formula (GQF) could provide an interesting solution to this problem.
This method, which is frequently used in uncertainty propagation analysis [29], transforms
the problem of a sample with a very large number of solutions (which require laborious
integral calculations) into a weighted sum of optimal solutions through simple and accurate
numerical solution techniques [30].

The objective of our work is to develop an EBS on the foundation of the previously
described HM and GQF to estimate the seasonal density of the snowpack using high-
resolution NIR hyperspectral data. The EBS was evaluated by independent validation data
and its performance was assessed using four statistical evaluation indices (R2, Root mean
square error (RMSE), BIAS, and Nash-criterion (NASH)).

2. Materials and Methods
2.1. In Situ Measurements for the Calibration and Validation Database

To achieve the objectives of this study, the calibration and validation databases were
composed of two types of data: optical data (spectral reflectance) measured with a proximal
acquisition station, and physical data (grain size, grain type, and density) sampled with a
snow corer. For all acquisitions, the same equipment and sampling technique was used
throughout the study. The study site was located at the INRS’s (National Institute of Scien-
tific Research) Technology Park in the City of Quebec (46◦47′43.22′ ′N and −71◦18′10′ ′W;
Figure 1). The area selected for this study is approximately 20 m2, located in an open sector
of the experimental site.
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The portable rectangular snow corer was designed and built by the INRS’s remote 
sensing team and is shown in Figure 2. It is used to recover the vertical stratigraphy of the 
snowpack which allows measuring of the physical and optical properties of the recovered 
profile. The dimensions of the corer make it possible to recover the entire vertical profile 
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parts, the inner part is made of metal and the outer part of plastic, with a triangular saw-
tooth cutting tip. The device is simply inserted into the snow at the required depth. A 
trench is then made to access the lower part of the corer and a plate is placed under to 
prevent the snow from falling. The corer is then tilted horizontally and transported to the 
measurement station. At this point, the handle is pulled and the inner part containing the 
snow is carefully removed. The snow is only minimally disturbed during the sampling 
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Figure 2. Snow core sampler. 

Figure 1. Geographical location of the sampling area.

The portable rectangular snow corer was designed and built by the INRS’s remote
sensing team and is shown in Figure 2. It is used to recover the vertical stratigraphy
of the snowpack which allows measuring of the physical and optical properties of the
recovered profile. The dimensions of the corer make it possible to recover the entire vertical
profile of the snowpack because of its simple operating principle. The corer is made up of
two parts, the inner part is made of metal and the outer part of plastic, with a triangular
saw-tooth cutting tip. The device is simply inserted into the snow at the required depth.
A trench is then made to access the lower part of the corer and a plate is placed under to
prevent the snow from falling. The corer is then tilted horizontally and transported to the
measurement station. At this point, the handle is pulled and the inner part containing the
snow is carefully removed. The snow is only minimally disturbed during the sampling
process, resulting in accurate measurements.
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The proximal acquisition station used in this work consists of a RESONON PIKA
NIR line-scanning hyperspectral camera that allows for the measurement of NIR spectral
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reflectance at several wavelengths between 900 and 1700 nm, with a spectral resolution of
5.5 nm and 148 spectral bands. The reflectance was calculated by measuring the radiance
reflected from the snow surface and from a reference target. The latter has near-Lambertian
reflection properties when viewed from the nadir. The station is also equipped with a
halogen lighting system, mounting tower, linear translation stage for rapid image acquisi-
tion, data acquisition software (Spectronon Pro (Resonon Inc., Bozeman, MT, USA)) and
proximal acquisition lenses, as shown in Figure 3.
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Figure 3. NIR spectral reflectance acquisition device for the vertical profile of snow samples from the
company RESONON (Resonon Inc., Bozeman, MT, USA).

Once the snow profile has been recovered, the core drill is then placed horizontally
on the moving platform in relation to the camera’s field of view (nadir) to record a high
spectral resolution image, which is then analyzed with Spectronon Pro software. This
image is used to validate the identification of snow layers already measured in the field
and to analyze the spectral response of each identified layer. The speed of the platform
was selected to achieve equal spatial resolution of the vertical and horizontal axes to avoid
distortion of the image size and to fit the predetermined exposure time of the camera.

In situ sampling of the physical properties of snow is carried out by treating the
recovered snow profile as a succession of layers. Each visually homogeneous layer is
carefully removed from the sampler and the size and type of snow grains are measured
using a millimeter grid and a 10×magnifying glass. The sample is then classified according
to the International Classification of Seasonal Snow on the Ground [31]. Finally, the
isolated layer was weighed to determine its density based on its mass and volume. To
ensure consistency in the analysis, all observations and measurements were made by the
same person.

2.2. Algorithm Development
2.2.1. The Hybrid Model

The HM developed by El Oufir, [19] to estimate seasonal snowpack density from
hyperspectral data is composed of a classifier and three estimators, each specific to a
given snow class (WMM, MHM, and HVM). The HM classifier was trained using the
Classification and regression tree (CART) method [32]. Once trained, it was possible to
divide the calibration database into the three specific classes mentioned above, based on the
reflectance value of the samples at wavelengths 1024 nm and 1161 nm [19]. The classifier
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was then used to calibrate the three specific estimators of the HM (Figure 4) using a stepwise
multivariate regression. Density estimation using the HM is performed in two steps:

v Classification of the snow samples into one of the three snow classes using the classifier
of the HM;

v Estimation of each class’s density using the corresponding specific estimator [19].
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and the dark blue dots indicate the WMM, MHM, and HVM classes, respectively, and represent
the calibration database used to calibrate the corresponding estimators. The grey lines are the two
discrimination thresholds used based on wavelengths V1 (1161 nm) and V2 (1024 nm).

2.2.2. Development of the Ensemble-Based System

In order to optimize density estimates using the HM, the sources of uncertainty in
classification and estimation must be controlled. For this purpose, we have developed a
mixed EBS comprising both classifiers and ensemble-based estimators.

â Parameterization of classifiers based on ensembles

The classification thresholds of the HM proposed by the CART algorithm are optimal,
but not unique. A simple change in the training database leads to changes in the decision
hierarchy. An effective way to control this error is to quantify the threshold uncertainties
of the classifiers and to take them into account when estimating the density. Quantifying
classifier uncertainty is possible using the bagging algorithm [33] (n-sampling with replace-
ment; nbagg was set to 25,000), which is one of the most commonly used algorithms to
build EBSs [28]. It consists of randomly removing a part of the calibration database and to
compute a new classifier using the remaining data using the CART algorithm. The result
of each iteration is the calculation of a threshold. The end of this step is marked by the
development of two random vectors (v1) and (v2) composed of “n = 25,000” classifiers. The
appearance of the thresholds composing the random vectors made it possible to determine
a threshold probability distribution for each of the discrimination variables of the HM
classifier. This probability is characterized by a mean (µ) and a variance (σ). These two sta-
tistical moments are subsequently used to develop the ensemble-based classifier consisting
of a nominal (N), lower (L) and upper (U) threshold. Based on these statistical moments, it
was possible to quantify the classification uncertainty by using the following equations:

Mean : µf(v)=
∫

V
·f(v).·P(v)·dv (1)
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Variance : σf(v) =
∫

V
·(f(v)− µ)2.·P(v)·dv (2)

where v is the random vector belonging to V, which represents the space of the input
variables of the model, f(v) is the output of the model and P(v) is the conditional distribution
of the input variables.

Normally, all classification decisions made by the ensemble-based classifier should
be retained and the most frequent decision is considered the correct one [28]. This process
minimizes the risk of snow sample misclassification. However, taking into account each
output of ensemble-based classifiers to make a decision for each processed sample will
surely require a huge processing time. Tørvi and Hertzberg [30] proposed an approach
based on the GQF, which converts the probabilistic integrals (Equations (1) and (2)) into
weighted summations (Equations (3) and (4)), which are functions of the original distribu-
tion’s optimal n-thresholds (nOT). Each Optimal threshold (OT) is weighted according to
its occurrence in the random vector (Table 1), fixed at three in our study. Table 1 summa-
rizes the abscissa and weights related to each OT as proposed in the work of Tørvi and
Hertzberg [30], where the mathematical details of the GQF demonstration and its validation
can also be found. Thus, Equations (1) and (2) take the following forms:

Mean : µ= ∑nOT
i=1 ωi × f (zi) (3)

Variance : σ = ∑nOT
i=1 ωi × f (zi − µ)2 (4)

OTi = µ+
√
σ× Zi (5)

where µ and σ are respectively the empirical mean and variance of the standardized random
vector f(z). Zi and ωi are respectively the abscissa and weight related to each optimal
threshold (OTi; (i = 1: nOT)), nOT = 3.

Table 1. Abscissa and weight of the optimal thresholds.

Optimal Threshold (OT) Abscissa (Zi) Weight (ωi)

1 0 1
2 −1, +1 1

2 , 1
2

3 −
√

3, 0,+
√

3 1
6 , 2

3 , 1
6

â Parameterization of estimators based on ensembles

Due to the complexity of the phenomenon to be modelled, the average of several
density estimates will reduce the risk of using a single estimation function. Based on
this principle and on the results of the ensemble classifier, it is possible to develop an
ensemble estimator. Indeed, by means of the different thresholds calculated, it is possible
to divide the calibration database into several sub-databases, allowing the calibration of
15 specific estimators, called “experts” in ensemble estimation [28]. Three subgroups of
the WMM snow class, composed of the samples with the highest values (OTV1L, OTV1N,
and OTV1U), nine subgroups of the MHM snow class, composed of samples in the middle
range, and three subgroups of snow class HVM, composed of samples with the lowest
values (OTV2L, OTV2N, and OTV2U; Figure 5). On the other hand, it has been shown
that estimators based on multivariate regression improve the accuracy of the estimation.
Expert calibration was therefore carried out using a stepwise regression. One of the great
advantages of these experts is that they are not only specific to the class to be modelled, but
also to the transition zones from one class to another, which are often problematic to model.
This step marks the development of the ensemble-based estimator. Using this scheme,
Equations (3) and (4) take the following form:

µ =∑P
i=1ωi × Est

OTV1↑i
+∑nOT−P

i=1 ωi ×
(

∑k
j=0ωi ×

(
Est

OTV1↓i ,OTV2↑j

)
+ ∑k

j=0ωi ×
(

Est
OTV2↓j ,OTV1↓i

) )
; j = 0 for k = 0 (6)
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σ = ∑P
i=1

(
ωi × Est

OTV1↑i
− µ

)
2 +∑nOT−P

i=1 ωi ×
(

∑k
j=0ωi ×

(
Est

OTV1↓i ,OTV2↑j
− µ

)2

+ ∑k
j=0ωi ×

(
Est

OTV2↓j ,OTV1↓i
− µ

)2
)

; j = 0 for k = 0

(7)
where i and j respectively indicate OTV1 and OTV2 (i = 1: nOT and j = 1: nOT; and where
1 refers to Lower (L), 2 refers to Nominal (N), and 3 refers to the Upper threshold (U);
Figure 5);ωi andωj are the weights associated with each particular optimal threshold for
V1 and V2 (ω1 =ω3 = 1

6 andω2 = 2
3 ; Table 1); V1 and V2 are the discrimination variables

computed by the CART method; OTV1i and OTV2j are the optimal thresholds calculated by
the GQF for V1 and V2 (Equations (3) and (4)); Est

OTV1↑i
is the set of estimators (nOT) trained

by the subgroups of the WMM snow class; Est
OTV1↓i ,OTV2↑j

is the set of estimators (n2
OT)

trained by the subgroups of the MHM snow class; Est
OTV2↓j ,OTV1↓i

is the set of estimators

(nOT) trained by the subgroups of the snow class HVM; and k and p are the indices of the
OT related to V1 and V2, respectively (k ≤ nOT and p ≤ nOT). More details are available in
Appendix A.

2.3. Accuracy Assessment

Twenty-five percent of the data was systematically selected from the initial database
before proceeding to the EBS calibration (every fourth value was selected and set aside
starting with low density values). This technique is called systematic split validation.
The remaining data were used to calibrate the models by combining an ensemble-based
classifier using CART with a multivariate stepwise regression based on fifteen specific
estimators. The two models developed were subjected to a robustness test using the k-fold
cross-validation method with 1K iterations. The latter is an iterative method (1K times) of
random sampling by discount (50% of the data used for calibration and 50% for testing).
The k-fold cross-validation approach is summarized in the flow chart in Figure 6.

The four statistical indices (Equations (8)–(11)) used to assess the EBS are: coefficient
of determination (R2), BIAS, Root mean square error (RMSE), and Nash–Sutcliffe efficiency
(NASH). The NASH criterion assesses performance based on the estimated values and the
mean of the in situ measurements. A negative NASH value indicates that the mean of the
measurements is more accurate than the model estimates; a NASH value of 1.0 means that
the model is perfect [34]. The mathematical equations for the statistical indices used are
as follows:

R2 =

 ∑n
i=1
(
Mi −M

)(
Es− Es

)√
∑n

i=1
(
Mi −M

)2
√

∑n
i=1
(
Esi − Es

)2

2

(8)

RMSE =

√√√√ 1
n

n

∑
i=1

(
Esi −Mi

Mi

)2
(9)

BIAS =
1
n

n

∑
i=1

(
Esi −Mi

Mi

)
(10)

NASH = 1−
∑n

i=1

(
Esi−Mi

Mi

)2

∑n
i=1

(
Mi−M

M

)2 (11)

where: n is the size of the dataset, M and Es are the measured and estimated density values
and M and Es are the measured and estimated means.
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Figure 5. The two-dimensional GQF scheme using variables V1 and V2 and its application to calibrate
the EBS. The black, red, and blue lines represent the optimal thresholds (lower, nominal, and upper,
respectively) for V1 (OTV1L = 0.632, OT1N = 0.648 and OTV1U = 0.664) and V2 (OTV2L = 0.468,
OTV2N = 0.480 and OTV2U = 0.492). k (1–3) and p (1–3) are the indices of the optimal thresholds
associated with V1 and V2. The light blue, marine blue, and dark blue points represent the data used
for training (WMM, MHM, and HVM, respectively) to calibrate the specific estimators. At the top
right is the flow chart of the simplified EBS operational mode. The light blue, marine blue, and dark
blue boxes designate the areas with WMM, MHM, and HVM classes, respectively. The overlapping
areas in light and dark grey indicate the transitions between low-moderate and moderate-high
densities, respectively. The terms of the equations are detailed in Equation (6). A detailed flow chart
is presented in Appendix B.
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3. Results and Discussion
3.1. Analysis of In Situ Snow Data

Twenty-four snow cores were collected from 19 January to 27 March 2018, from
10 January to 3 April 2019 and from 29 January to 9 March 2020. A total of 114 homogeneous
layer samples were collected. In situ snow sample values are grouped by grain size, grain
type, and density in Table 2, which highlights their variability [15]. On the basis of these
three physical characteristics, each snow layer was associated to one of three snow classes
(WMM, MHM, and VHM) based on the classification of Pahaut [35] and the International
Classification of Seasonal Snow on the Ground of Fierz [31].

Table 2. Distribution of snow density as a function of snow grain type and size (field data: 2018, 2019
and 2020 [15].

Snow Class Type of Grain Grain Size (mm) Number of Samples
(N) Density (kg m−3)

WMM
(

+
λ

)
<1 mm 19 100–250

MHM
(

�
•

)
1–2 mm 59 150–400

HVM
(

ˆ
O

)
>2 mm 36 350–650

3.2. Estimator Calibration

By combining the results of the ensemble-based classifiers and estimators, it was
possible to achieve a good level of diversity for both parameters since the final snow
density estimate is based on at least three classifiers and three estimators (depending on
the snow class to be modelled; Equation (6)). The dataset was separated into 15 subgroups,
allowing training of 15 specific ensemble-based estimators. Calibration characteristics for
the specific estimators are shown in Table 3. The correlation between spectral indices and
in situ density measurements ranged from modest (R2 = 0.77 for specific estimators 13 and
14) to high (R2 = 0.97 for estimator 3). It is important to note that the specific estimators
designed to estimate the three snow classes (WMM, MHM and HVM) were trained using
linear functions.

It is known that the spectral reflectance of the snow cover results from the effect of
different parameters, such as the metamorphism, grain size, grain shape, liquid water
content, contamination, snow depth, etc. [36–38]. Indeed, the natural aging process of
snow significantly affects the size, shape and cohesion of snow grains [39], which in turn
influences reflectance. The specific estimators were analyzed to identify the wavelengths
sensitive to each snow class, which were then used to estimate snow cover density using
spectral data. Negi, et al. [40] showed that for changes in liquid water content, grain size
and aging (metamorphism) of snow, the greatest spectral variations are observed between
980 and 1160 nm. Eppanapelli [41] suggested that the spectral reflectance of snow in the
NIR is inversely proportional to the liquid water content in snow by using the normalized
difference water index (NDWI) at 980 nm and 1310 nm. Gallet [16] used the NIR spectrum
to determine the size of snow grains. They found that the 1310 nm wavelength, which
corresponds to the central section of the NIR spectrum, is sensitive to small snow grains
(low to medium density) and that the 1550 nm wavelength, which corresponds to the
higher section of the NIR spectrum, is sensitive to large snow grains (denser).
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Table 3. Calibration equations for each specific estimator. R2 is the coefficient of determination of
the multivariate regressions; Samp is the size of the training dataset of each estimator; Expvar is
the explanatory variable; U, N, and L are the Upper, Nominal and Lower thresholds; the arrow (↑)
indicates an estimator trained with data superior to the threshold; and the downward arrow (↓)
indicates an estimator trained with data inferior the threshold; the colors light blue, marine blue,
and dark blue refer to the experts used to calculate the snow density of the WMM, MHM and HVM
classes, respectively.

Snow Class Estimator ID Specific
Estimator

Calibration
Equation R2 Samp Expvar (nm)

WMM
1 EstTV1↑L

−1119.75 × SISUB
(1,282,941) − 167.59 0.91 17 1282–941

2 EstTV1↑N

−877.36 × SISUB
(1,452,968) − 433.25 0.95 15 1452–968

3 EstTV1↑U

−967.69 × SISUB
(1,666,935) − 425.24 0.97 13 1666–935

MHM

4 EstTV1↓U,TV2↑U

−1491.40 × SINOR
(1,600,946) − 951.09 0.83 45 1600–946

5 EstTV1↓U,TV2↑N

−1491.40 × SINOR
(1,600,946) − 951.09 0.83 45 1600–946

6 EstTV1↓U,TV2↑L

−1432.65 × SINOR
(1,617,946) − 880.87 0.84 48 1617–946

7 EstTV1↓N,TV2↑U

−1397.68 × SINOR
(1,617,941) − 854.96 0.80 43 1617–941

8 EstTV1↓N,TV2↑N

−1397.68 × SINOR
(1,617,941) − 854.96 0.80 43 1617–941

9 EstTV1↓N,TV2↑L

−1427.73 × SINOR
(1,617,941) − 877.38 0.82 46 1617–941

10 EstTV1↓L,TV2↑U

−1480.06 × SINOR
(1,600,946) − 940.11 0.80 41 1600–946

11 EstTV1↓L,TV2↑N

−1480.06 × SINOR
(1,600,946) − 940.11 0.80 41 1600–946

12 EstTV1↓L,TV2↑L

−1419.73 × SINOR
(1,617,946) − 868.75 0.82 44 1617–946

HVM
13 EstTV2↓U

−26,859.26 ×
SINOR (979,974) +

82.90
0.77 28 979–974

14 EstTV2↓N

−26,859.26 ×
SINOR (979,974) +

82.90
0.77 28 979–974

15 EstTV2↓L

−1378.90 × SISUB
(14,411,122) +

1207.81
0.86 22 1441–1122

Our results support the works cited above. Because of snow grain aging (high meta-
morphosis) and the high liquid water content of the HVM snow class, the shorter wave-
lengths of the NIR spectrum (979 nm and 974 nm) were the most sensitive wavelengths.
We found that the reflectance of short wavelengths of the NIR spectrum is highly correlated
with snow grain aging and liquid water content, and this is consistent with the works of
Negi, Singh, Kulkarni and Semwal [40]. However, for specific estimator 15 (Table 3), which
represents the transition class from high to moderate densities, wavelengths corresponding
to the medium and long wavelengths of the NIR spectrum (1122 nm and 1441 nm) were
the most sensitive. The wavelengths sensitive to the snow classes of low and medium
density (WMM and MHM), were a mixture of short (968 nm, 946 nm, and 941 nm), medium
(1172 nm), and long (1452 nm, 1617 nm and 1589 nm) wavelengths. This result was some-
what expected as both the WMM and MHM snow classes are composed of low, medium,
and high-density snow blends, representing the different physical characteristics of the
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aging snow in terms of metamorphosis, liquid water content, and snow grain size and
shape.

3.3. Evaluation and Validation of the Ensemble-Based System

Validation results obtained with the independent database demonstrate the potential
of the EBS as an effective approach for estimating seasonal snowpack density. The per-
formance of the EBS and the HM are compared in Figure 6. The EBS had a coefficient of
determination of 0.90, which indicates that it explains up to 90% of the variance in the data.
The NASH index indicates that the model is robust with an 89% success rate. The NASH is
in fact a more robust statistical index than R2, as it compares the estimates to the mean of
the observed measurements and is therefore not influenced by extreme values. An RMSE
of 44.45 kg m−3 for such a range of densities is a very acceptable error. The slightly positive
BIAS indicates that the EBS tends to overestimate the snow density. The robustness of
the EBS was also confirmed by the scatterplot of the in situ measurements against their
estimates (Figure 7), where all points are well distributed with respect to the 1:1 line. In
summary, the EBS performs similarly to the HM.
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Figure 7. Snow density estimated by the two models (a) EBS and (b) HM compared to the in situ
measurements for the independent database.

It is important to note that for both the HM and EBS models (Figure 7a and b, re-
spectively) we use the same independent database. The general conceptualization of the
HM is based on a local classifier and a single specific estimator to calculate the density. In
contrast, the EBS is based on a more general and stable classifier, and a combination of
several specific estimator outputs driven by different NIR spectral regions (short, medium,
and long wavelengths). Indeed, HM modelling is carried out in two steps: (1) classification
of the snow samples and (2) estimation of the density of the classified snow samples using
the corresponding specific estimator. Any misclassification error could lead to the selection
of the wrong specific estimator, and consequently to an over- or underestimation of the
density. An important advantage of the EBS is that the classification errors inherent to
the HM are reduced and controlled. It is important to note that it is the way in which
snow density is estimated with EBS that makes it more robust. Indeed, EBS modelling is
based on the results of several experts trained with different spectral regions, hence their
diversity. Thus, for each estimate, if all the experts converge toward the same density values
using different spectral regions, this increases the estimation accuracy. On the other hand,
even if one of the experts estimates the density incorrectly, averaging its result with those
of the other experts allows controlling and minimizing of this error. In fact, according to
Polikar [28], the averaging may or may not beat the performance of the best classifier in the
ensemble, but it certainly reduces the overall risk of making a particularly poor selection.
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3.4. Reliability Test

The two developed approaches have undergone a robustness test using the k-fold
cross-validation method with 1K iterations. The objective of this test is to quantify the
stability and reliability of the two approaches to provide a good estimate of snow den-
sity using the bagging technique. The latter is an iterative (1K times) random sampling
method by discounting (50% of the data used for calibration and 50% for testing). As
expected, the EBS showed great flexibility in providing quality estimates of snow density
compared to the HM. The histogram spreads (NASH and RMSE) of the EBS are less wide
than those of the HM (Figure 8). This behavior reflects the high robustness and reliabil-
ity of the EBS (stdNASH = 0.18 and stdRMSE = 15.04 kg m−3 versus stdNASH = 0.02 and
stdRMSE = 4.27 kg m−3 for the HM and EBS, respectively). Furthermore, the boxplot results
support the histogram results. The boxplots (NASH and MSE) for the MBME are narrower
with less data falling outside the normal (boxplot) which means that the values, whether
NASH or RMSE, belong to the same population, in other words, the EBS estimates for the
1K iterations do not vary much. This is in contrast to the HM results, where we notice more
values that fall outside the boxplot and therefore reflect the non-robust nature of the HM
(Figure 9).
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Figure 9. Boxplots representing the distribution of estimated snow density values expressed in
(a) NASH and (b) RMSE, according to the two models EBS and HM.

The EBS is based on a more general classifier and a combination of several specific
estimator outputs driven by different NIR spectral regions (short, medium, and long). This
conceptualization mitigates any potential misclassification error, unlike that of the MH,
leading to the selection of a wrong specific estimator, and consequently to an overestimation
or underestimation of the density. On the other hand, since the EBS outputs are based on a
set of experts, it is also possible to associate a confidence interval for each estimate, which is
neither the case for the HM nor for the standard models.

4. Conclusions

In this paper, we proposed to use an EBS to estimate the seasonal snowpack density.
We used NIR hyperspectral data (900–1700 nm) at a spectral resolution of 5.5 nm. The
EBS was developed to control and attenuate the uncertainties associated with the HM.
To enhance the reliability of our approach, we created a set of classifiers and estimators.
Several innovative aspects were developed in this approach: (1) the use of in situ physical
and optical data collected weekly for three winters (2018–2020); (2) the use of an EBS
for classification and regression purposes in a proximal remote sensing application, and
(3) the use of GQF for runtime optimization. The combination of these points led to the
development of a robust method capable of estimating seasonal snowpack density and
monitoring its continuous evolution.

The validation technique used to assess the performance of our approach was based
on the use of an independent database. The results of the validation with the independent
database were satisfactory, with NASH = 0.89 and R2 = 0.90, despite some relatively low-
density values (90–120 kg m−3). However, the validation process showcased that the EBS
underestimated density values. Since this is a systematic error, it could be corrected during
the modelling process.

This work can be a real step forward in identifying and monitoring the different
processes that lead to the continuous evolution and regular control of seasonal snow
accumulations. Indeed, such a prospect opens the way for the future implementation
of multispectral or hyperspectral PIR systems, capable of measuring the density of the
vertical stratigraphy of a wide variety of snowpacks (low and high elevation open and
closed environments, coastal and continental conditions, mountains, etc.) at high vertical
resolution and large scale of snowpack densities, without the need to dig snow pits. The
system can also be used for a variety of scientific studies ranging from simple comparative
analysis to more in-depth statistical investigations.

The proposed method allows retrieval of robust and accurate density estimates due
to the very fine spectral resolution of the NIR hyperspectral sensor. However, the EBS
approach is not limited to the NIR spectrum and could be applied to data from any other
optical sensor, as high spectral resolution sensors become increasingly available. This new
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modelling approach could be of great help to water managers in northern regions, by
optimizing snow water equivalent estimation. Another application would be to support re-
searchers in their works aimed at understanding the spatio-temporal dynamics of seasonal
snowpack’s and their metamorphic evolution. The results of the EBS are comparable to
those of the HM, but its robustness and accuracy could motivate its preferred use. Another
interesting feature is that our system can be easily customized by the addition of other
components and classifiers.
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Appendix A

An example of the subgroup selection used to calibrate the specific estimators for the
brown point case in Figure A1. The arrows represent the direction of selection for each
optimal threshold used.

The example presented here illustrates the steps taken to select the subgroups used
to calibrate the submodels involved in estimating the density under a given physical
metamorphosis condition. For example, if we take the case of the brown point on the graph
below, p and k will be equal to 3. Thus, Equations (6) and (7) will take the following forms:

µ = 1
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6 ×
(

1
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where µ is the weighted average of the density estimate and σ is its variance and Est
TV2↓U

(Figure A1a) is the expert calibrated with the subgroup of the training data set where
the spectral index is below the upper optimal threshold of V2. Estimators Est

TV1↓U;TV2↑L
(Figure A1b), Est

TV1↓N;TV2↑L
(Figure A1c) and Est

TV1↓L;TV2↑L
(Figure A1d) are the experts cal-

ibrated with the subgroups of training databases where the spectral indices are both
above the lower optimal thresholds for V2 and below the lower, nominal, and upper opti-
mal thresholds for Est

TV1↓U;TV2↑N
(Figure A1e), Est

TV1↓N;TV2↑N
(Figure A1f), and Est

TV1↓L;TV2↑N
(Figure A1g) are the experts calibrated with the subgroups of training databases where the
spectral indices are both above the nominal optimal thresholds for V2 and below the lower,
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nominal, and upper optimal thresholds for V1. This combination of experts is not unique,
as it varies according to the snow classes to be modelled (p and k).
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Appendix A 
An example of the subgroup selection used to calibrate the specific estimators for the 

brown point case in Figure A1. The arrows represent the direction of selection for each 
optimal threshold used. 

The example presented here illustrates the steps taken to select the subgroups used 
to calibrate the submodels involved in estimating the density under a given physical met-
amorphosis condition. For example, if we take the case of the brown point on the graph 
below, p and k will be equal to 3. Thus, Equations (6) and (7) will take the following forms: μ = ଵ ⨯  Estଶ↓  + ଵ ⨯ ቀଵ  ⨯ Estଵ↓ ;ଶ↑ై +  ଶଷ  ⨯ Estଵ↓ొ ;ଶ↑ై +  ଵ  ⨯ Estଵ↓ై ;ଶ↑ై ቁ + ଶଷ ⨯ ቀଵ  ⨯ Estଵ↓ ;ଶ↑ొ  + ଶଷ  ⨯ Estଵ↓ొ ;ଶ↑ొ  +  ଵ  ⨯ Estଵ↓ై ;ଶ↑ొ ቁ 

(A1)

σ = ଵ ⨯ ቀEstଶ↓ −  μቁଶ + ଵ ⨯ ൬ଵ  ⨯ ቀEstଵ↓ ;ଶ↑ై −  μ ቁଶ   +  ଶଷ  ⨯ ቀEstଵ↓ొ ;ଶ↑ై −  μ ቁଶ  +  ଵ  ⨯ቀEstଵ↓ై ;ଶ↑ై −  μ ቁଶ  ൰ + ଶଷ ⨯ ൬ଵ  ⨯ ቀEstଵ↓ ;ଶ↑ొ −  μ ቁଶ   +  ଶଷ  ⨯ ቀEstଵ↓ొ ;ଶ↑ొ −  μ ቁଶ  +  ଵ  ⨯ ቀEstଵ↓ై ;ଶ↑ొ  −  μ ቁଶ  ൰ 
(A2)

where μ is the weighted average of the density estimate and σ is its variance and Estଶ↓  
(Figure A1a) is the expert calibrated with the subgroup of the training data set where the 
spectral index is below the upper optimal threshold of V2. Estimators Estଵ↓ ;ଶ↑ై  (Fig-
ure A1b), Estଵ↓ొ ;ଶ↑ై  (Figure A1c) and Estଵ↓ై ;ଶ↑ై  (Figure A1d) are the experts cali-
brated with the subgroups of training databases where the spectral indices are both above 
the lower optimal thresholds for V2 and below the lower, nominal, and upper optimal 
thresholds for Estଵ↓ ;ଶ↑ొ  (Figure A1e), Estଵ↓ొ ;ଶ↑ొ  (Figure A1f), and Estଵ↓ై ;ଶ↑ొ  
(Figure A1g) are the experts calibrated with the subgroups of training databases where the 
spectral indices are both above the nominal optimal thresholds for V2 and below the 
lower, nominal, and upper optimal thresholds for V1. This combination of experts is not 
unique, as it varies according to the snow classes to be modelled (p and k). 
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Figure A2. Flow chart of the developed algorithm for density estimation (Samp is the number of
samples; OTV1 and OTV2 refer to the optimal thresholds of V1 and V2 and Est are the specific
estimators as described in Table 3).
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