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A New Convolutional Kernel Classifier for
Hyperspectral Image Classification

Mohsen Ansari , Saeid Homayouni , Senior Member, IEEE, Abdolreza Safari, and Saeid Niazmardi

Abstract—Multiple kernel learning (MKL) algorithms are
among the most successful classification methods for hyperspectral
data. Nevertheless, these algorithms suffer from two main
drawbacks of computational complexity and debility to admit
to the end-to-end learning paradigm. This article proposed a
convolutional kernel classifier (CKC) for hyperspectral remote
sensing images to address these issues. The CKC uses the Nyström
approximation method to estimate a low-rank approximation
of the basis kernels, thus solves the issues associated with
the high dimensionality of the basis kernels. The CKC uses
deep architecture to learn the optimal combination of the
basis kernels and the classification task to enable end-to-end
learning. The proposed CKC’s architecture is based on a
one-dimensional-convolutional neural network (CNN-1-D),
and it uses kernel dropout to prevent overfitting. It is the
first instance of deep-kernel algorithms in the field of remote
sensing. The proposed method was compared with several
well-known hyperspectral image analysis MKL algorithms,
including a multi-kernel variant of the deep kernel machine
optimization, MKL-average, Simple-MKL, and generalize
MKL, and state-of-the-art deep learning models, including
Vanilla recurrent neural network (VanillaRNN) and CNN-1-D
in classifying four benchmark hyperspectral datasets. The
experimental results show that the CKC consistently outperforms
all the competitor methods, and its runtime is lower than its
MKL algorithm counterparts on four benchmark hyperspectral
datasets. Moreover, the Nyström approximation solves the high
dimensionality of the basis kernels and boosts classification
accuracy. The source codes of CKC are available from:
https://github.com/MohsenAnsari1373/A-New-Convolutional-
Kernel-Classifier-for-Hyperspectral-Image-Classification.

Index Terms—Convolutional neural network (CNN), deep
kernel, hyperspectral classification, multiple kernel learning
(MKL).

I. INTRODUCTION

R ECENT advances in electro-optical technology have led
to hyperspectral sensors that can sample the object’s
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visible and near-infrared spectral reflectance into hundreds of
spectral bands. With the rapid development of hyperspectral
sensors, considerable attention has been paid to spectral-based
processing and analysis, including classification [1], [2], spectral
unmixing [3], [4], dimensionality reduction [5], [6], and object
detection [7]. Hyperspectral images (HSIs) allow more accurate
classification than multispectral ones due to their high spectral
resolution. However, the high spectral resolution of this data
makes their classification more challenging and necessitates
more advanced algorithms [1, 8, 9]. Consequently, HSI clas-
sification has become one of the most active research areas in
remote sensing to overcome the challenges mentioned above and
find proper solutions and efficient algorithms.

Some recent papers about deep learning classifiers for HSI,
such as [10]–[12], emphasize that building highly nonlinear
models are crucial to modern machine learning techniques
to classify HSIs [13]. The success of deep neural networks
(DNNs) in a wide variety of classification of HSI tasks has
proven the superiority of highly nonlinear models [14]. In these
cases, connecting the-state-of-the-art deep topologies with large
datasets [12], [15], adopting effective optimization strategies
[16], [17], graphical processing units utilization, and using a
combination of multiple nonlinear transformations, with novel
loss function, DNNs can easily approximate a considerable
number of classes of function for classifying HSIs. As respects,
by increasing complication of the DNNs, exhaustive tuning of
several hyper-parameters is required, usually leading to model
overfitting or suboptimal solutions [14]. Although advances in
data augmentation and regularization techniques have partially
addressed these issues [18], [19], in the classification of HSIs,
it is challenging to propose DNNs that provide considerable
performance improvements over conventional machine learning
solutions [1, 14]. In this case, a more popular alternative solution
to obtaining more effective and nonlinear models is to employ
kernel methods [14].

Kernel-based methods have recently gained much attention
among different proposed algorithms for HSI data classifica-
tion thanks to their robust theoretical background [20]. These
methods map input data from its original space into a higher
dimensional reproducing kernel Hilbert space (RKHS), in which
the data has a more straightforward representation. The inner
product between all pairs of the mapped data points in the RKHS
can be computed using their values in the input space using a
kernel function.

The performance of kernel-based methods highly depends
on the choice of kernel function and tuning the values of its
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hyperparameters [21]. In this regard, several model selection
algorithms have been proposed to assist this choice, but arguably
the most used methods are MKL algorithms [20]. MKL com-
bines a set of predefined basis kernels into a composite kernel.
The basis kernels are usually constructed by using different
kernel functions or setting different values for their hyperpa-
rameters. To fuse the information contents of different kernel
functions, MKLs construct a combination function using a wide
variety of linear or non-linear combination functions.

Although MKL algorithms can be successfully used to ad-
dress the problem associated with kernel parameter selections,
some problems are yet to be solved. The first and foremost of
these problems is the computational complexity of the kernels
method, which arises from the dimensionality of kernel matrices
[14]. The dimensionality of kernel matrices grows quadratically
with the sample size, which impedes using these methods for
big datasets. Besides, using several kernels for MKL algorithms
escalates this problem [14]. In [20], [22]–[24], some accurate
MKL algorithms are introduced to address this problem, but they
are simply compatible with the small classification tasks. In a
recent effort [25], Alioscha-Perez et al. connected the traditional
batch solutions and stochastic gradient descent MKL approaches
to introduce new methods for handling big data.

The second problem arises because the data representation
provided by kernel functions is independent of the learning
task [14], unlike the deep learning methods that learn a task-
specific representation of the data through an end-to-end learn-
ing paradigm. It is well-established that one of the main reasons
for the outstanding performance of the deep learning models is
the end-to-end learning paradigm to which the kernel methods
are inherently incapable of admitting [15].

To overcome the problems mentioned above, it has been tried
to incorporate the advantages of both learning paradigms by
proposing new methods over the last years. These methods,
known as deep kernels, usually adopt different kernel functions
as inputs to various DNNs [21], [26]. The neural network learns
higher levels and task-specific data representations from the in-
put kernel functions [27]. This idea was implemented by Cho and
Saul [28] for the first time by introducing an arc-cosine kernel.
Cho and Saul have shown that an arc-cosine kernel behaves
similarly to an infinitive single-layer neural network, so they
proposed to mimic the behavior of DNNs by the composition of
arc-cosine kernels with the nested method [28]. Optimization of
kernel learning by applying DNNs architecture ideas can also be
done by Gaussian processes’ marginal likelihood as published in
[29]. In [30], a scalable deep kernel machine is introduced, which
extracts features by multiple layers. Each feature extraction layer
mimics an unsupervised MKL producer. This novel framework
uses the arc-cosine kernel [28], a multiple kernel form of the
proposed algorithm [31].

In [32], the authors proposed a new strategy by merging
deep multilayer features (MDFs) with an extended region-aware
multiple kernel learning (ER-MKL). The ER-MKL uses pre-
learned classifiers to fuse the MDF-generated representations.
Agethen and Hsu [33] proposed a novel convolutional long
short-term memory (LSTM) that supports convolutional ker-
nels’ composition. In that study, a set of convolutional kernels

used the convolutional LSTM network instead of a single con-
volutional kernel to form an MKL method. Lauriola et al. [27]
claimed that, in contrast to the top fully-connected (FC) layer
of a convolutional neural network (CNN), which extract finer
global features and high-level representation, the intermediate
convolutional layers encode contextual information and main-
tain the locality in the feature map. Thus, the authors merged
these two layers by MKL methods and introduced the KerNET
algorithm [27].

Some authors assumed that the traditional MKL methods are
not robust enough to cope with complex problems because they
find the composite kernel from one layer of kernels. Accordingly,
in [34]–[36], the authors proposed novel learning paradigms by
extending the single layer MKL to multilayer MKL as deep
MKL (DMKL). In this way, in [34], a self-adaptive DMKL
(SA-DMKL) method is proposed. In the SA-DMKL method,
each layer’s number and kernel’s number is not fixed in the
whole learning stage. SA-DMKL method first finds the optimal
parameters of each kernel by grid-search method and then finds
the optimal number and type of kernels in each layer using the
generalization error bound. At the end of the learning process,
if the appropriate parameters are not reached, the SA-DMKL
method adds a new layer. In connection with the previous study,
in [35], depth-width-scaling MKL (DWS-MKL) is introduced.
The DWS-MKL architecture highly depends on input data. The
input of each layer is the combined outputs of the previous layers
along with the network’s depth. The network’s width is extended
by parallelizing separate channels of these deep structures.

More recently, in [14], Song et al. proposed the M-DKMO
method to optimize MKL. To summarize, they combine MKL
with multilayer FC networks to develop end-to-end classifiers, in
which approximated kernels (ensemble embedding) are learned
as a feature extractor, and FC layers combine the features ex-
tracted by the kernels to infer task-specific MKL and use the
kernel dropout to prevent the overfitting [14]. In the continuation,
in [37], Instead of performing representation learning for each
ensemble embedding using a multilayer FC network like M-
DKMO, the authors proposed an ensemble DKMO (eDKMO)
method to perform representation learning for one ensemble
embedding. Compared with the DKMO, the eDKMO reduces
computation and time-space complexity because only one FC
network for representation learning.

This article proposes a novel convolutional kernel classi-
fier (CKC) algorithm that can learn a task-specific represen-
tation using either big kernels or multiple kernels. In con-
trast to previous research works that cannot handle big ker-
nels because of the high computational complexity of the ker-
nels, CKC can support much more kernels than others. Ad-
ditionally, the previous papers mostly use the FC architecture
through which the more straightforward representations are
produced than convolutional architecture. In this regard, the
proposed CKC algorithm creates a dense embedding of the
HSI in the RKHS by the Nyström method and then learns a
task-specific representation using CNN-1-D. The CKC algo-
rithm calculates a low-rank approximation of

kernel matrices using the Nyström approximation method
[38] for the first time in remote sensing literature. Since these



11242 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Fig. 1. Diagram of the proposed method.

approximated kernels have much less dimensionality than the
original ones, the CKC algorithm can handle big or numerous
kernels and cope with the first-mentioned problem (i.e., the
computational complexity of the kernels method problems) and
reduce the runtime of the algorithm.

Most importantly, the CKC algorithm takes advantage of a
new architecture based on the CNN-1-D and the kernel dropout
method [14] for the first time in deep kernel literature. Thanks
to CNN-1-D architecture, the CKC can learn a task-specific
representation, cope with the second problem above, and extract
more features shared across the HSI via localized filters than
the FC architecture. To the best of our knowledge, the CKC
algorithm is the first instance of the deep-kernel algorithms in
the field of remote sensing. Similar methods are proposed in
[14] and [37] in machine learning, whose authors have used a
multilayer FC network to represent learning. However, we used
CNN-1-D in this article because its filter can process and extract
the spectral features more robustly than multilayer FC networks
[1], [15]. Besides, the CKC algorithm can be considered a
novel optimization strategy in the MKL framework, which its
application is not limited to a fixed combination function. The
main contributions of this article are summarized as follows.

1) We developed the CKC as the first instance of deep kernel
methods in remote sensing literature, which creates dense
embedding of the HSI in the RKHS and learns a task-
specific representation of the data through an end-to-end
learning paradigm.

2) We created a dense embedding of HSI obtained from the
Nyström approximation method for the first time in remote
sensing literature to improve the effectiveness and reduce
the computational complexity of the classification.

3) We introduced the CNN-1-D for representation learning
for the first time in deep kernel methods literature because
its filters can process the spectral signatures and spectral
features in a more robust way than FC networks and
traditional machine learning methods.

4) To prevent overfitting, we presented kernel dropout for
the first time in HSI classification.

II. METHODOLOGY

The CKC algorithm consists of three main stages: dense
embedding; convolutional layer; and fusion Layer. First, the
predefined basis kernels were used in the dense embedding stage
to map the input data into different RKHS. Additionally, we
utilized the Nyström approximation to approximate kernels to
reduce the computational complexity of the learning procedure.
In the convolutional layer stage, a CNN-1-D architecture was
used to learn a task-specific representation for each kernel. The
last section used kernel dropout and FC architecture to combine
features extracted by the previous stage. These stages are shown
in Fig. 1.

A. Dense Embedding

The dense embedding stage is the critical component enabling
end-to-end learning because the fusion and convolutional layers
stages are separate from input, and the dense embedding stage
links them to input data. A kernel matrix can be viewed as

Ki,j = k (xi, xj) (1)

where K ∈ Rn×n is the kernel matrix, k is a kernel function,
xi is ith pixel of HSI, and n is the number of training samples.
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Ki,j has large value if training samples belong to the same class
as xj and small value otherwise.

Although there are many kernel functions in computer vision
and remote sensing literature, not all of them are useable and
popular in HSIs classification. Radial basis function (RBF) and
polynomial kernels are two widely used kernel functions in the
field of HSI classification

k(xi, xj)RBF = exp
(−‖xi − xj‖2/γ2

)
(2)

k(xi, xj)polynomial = (〈xi, xj〉+ α)β (3)

where (2) is related to RBF kernel, γ is a smoothing parameter,
(3) is related to polynomial kernel, β is the degree of the
polynomial kernel, and α is a number that usually considered as
0. The CKC can be used for any number and any type of kernels
from one kernel to m (see Fig. 1).

Kernels are usually high-dimensional matrices. Accordingly,
their direct use in the first layer of DNN is (or can be) com-
putationally challenging. A possible approach to alleviate this
challenge is transforming the original kernel matrix into a lower-
dimensional and more tractable representation using kernel ap-
proximation methods [14]. Nyström approximation [38] and the
random Fourier feature-based methods [39] are two of the most
popular kernel approximation approaches. The random Fourier
features-based methods are dedicated for shift-variant kernels
[39].

The Nyström approximation method directly constructs dense
embedding using the kernel matrix, where the source features
are not accessible [14], [38]. In this method, an approximate
kernel matrix L ∈ Rn×r can be found by a subset of s columns,
selected from K, where K � LLT , s � n, and r ≤ s. In
this article, we extract approximate kernels through random
sampling of the kernel matrix. Thus, s columns are randomly
selected fromKwithout replacement as a landmark. A single set
containing the s selected columns are considered as E ∈ Rn ×s

, the intersection of s and corresponding rows of K is denoted
as W ∈ Rs ×s, the optimal rank-r approximation of W ob-
tained using truncated SVD is denoted as W̄r, and the rank-r
approximation of K is considered as K̄r which is obtained by

K̄r = EW̄rE
T. (4)

The time complexity of the kernel approximation corresponds
to performing SVD on W, which reduces to O(s3) and can be
more reduced by randomizing the SVD algorithm, as shown in
[40]. The final form of approximated kernel mapping function
L can be gathered by [40]

L = E
(
UW̄r

Λ
−1/2

W̄r

)
(5)

where ΛW̄r
and UW̄r

are top r Eigenvectors and Eigenvalues
of W. So, proposed methods can work with L instead of Kr.
An ensemble of embedding of HSIs obtained from Nyström
approximation methods reduces the computational complexity
of the classification task [41].

B. Convolutional Layer

In this stage, convolutional representation learning is per-
formed for each dense embedding using a CNN-1-D to facilitate
and improve the effectiveness of the task-specific classification.
CNN-1-Ds are composed of one-dimensional convolutional lay-
ers (CONVs), activation function, and pooling layers (POOLs),
which are explained in detail in [15]. As shown in Fig. 2, every
row of the dense embedded data is considered a dense embedded
vector, considered input data for the convolutional layer. In this
regard, CONV can be considered a traditional sliding window
[42], [43], where Q fixed-size one-dimensional filters overlap
the q size over the dense embedded vector. The convolutional
representation is resulted after applying the activation function
(ReLU) and POOL. At the end of the convolutional layer stage,
the fully connected architecture receives the convolutional rep-
resentation and produces the final representation. The CNN-1-D
models can extract the features which are shared across the HSI
via localized filters.

C. Fusion Layer

The fusion layer, which can choose from various fusion strate-
gies to access the final multiple kernel representation for the
classification task, receives each kernel’s learned representation.
Concatenation, multiplication, averaging, and summation are
the most common fusion strategies. Although the backpropa-
gation algorithm can jointly optimize both the parameters of
the fusion layer and those of the representation learning, the
combination of different kernels and the significant number of
parameters may overfit the learning process [14]. In [14], Song
et al. introduced kernel dropout to alleviate this problem.

Kernel dropout has been inspired by typical dropout, intro-
duced in [17]. For training DNNs, a typical dropout randomly
chooses neurons to remove from the network along with all their
outgoing and incoming connections [17]. Kernel dropout drops
the kernel representation learned from some randomly chosen
kernel dense embedding to optimize the fusion layer [14]. The
total number of kernels is denoted by P , the hidden layer before
the fusion layer is denoted as Ω = {ωp}Pp=1, a vector associated
with P independent Bernoulli trials is considered as t, the repre-
sentation which is dropped from fusion layer if tp is 0, is denoted
as ωp. Therefore, the feed-forward is expressed as [14], [17]

tp ∼ Bernoulli (P ) (6)

Ω̄ = {ω|ω ∈ Ω and tp > 0} (7)

ω̄ = (ωj) , ωj ∈ Ω̄ (8)

ȳj = f (wjω̄ + bj) (9)

where the weight vector for hidden neuron j is denoted
as wj, the vector concatenation is considered as (·), the soft-
max activation function is considered as f , and the output of
the softmax activation function is considered as ȳj . In [14],
Song et al. reported that the kernel dropout leads to speed-up
convergence of the network and improves learning performance.
After concatenating the latent representation of kernels by con-
catenation layer and kernel dropout, in order to fusion those,
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Fig. 2. Convolutional layer stage.

TABLE I
USED HSI DATSETS AND THE NUMBER OF THEIR LABELED SAMPLES

the FC architecture is used to access the final multiple kernel
representation for the HSIs classification task.

III. HYPERSPECTRAL DATASETS AND EXPERIMENTAL SETUP

This article selected four widely-used HSI datasets in HSI
classification to evaluate the proposed method. It should be noted
that all HIS datasets have been normalized in advance. Tables I
and II give the details of four HSI datasets.

In this article, we have evaluated the proposed method us-
ing three experiments. In the first experiment, first of all, we
evaluate the performance of the CKC with different values of
the landmark parameter (s) and the kernel dropout to find the
optimal value of the s and the kernel dropout, and then we try
to illustrate the performance of the CKC during the training
and validation stages on all datasets. In this experiment, we
find out how the loss function of CKC converges to the low
value during the training and validation stages on all datasets.
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TABLE II
HSI DATASETS DETAILS

Fig. 3. Sensitivity of CKC to the change of the landmark parameter (s) and the kernel dropout on (a) the University of Pavia, (b) Salinas Valley, (c) Berlin, and
(d) the University of Houston.

Additionally, we try to determine whether the kernel dropout can
reduce the overfitting or not. Therefore we compare the CKC’s
using kernel dropout and concatenation method (i.e., simple
mode). To this end, 20% of the labeled data of the University of
Pavia, Salinas Valley, and Berlin datasets and training dataset of
the University of Houston [44] are used to construct RBF kernel,
third and second polynomial degree kernel, and the linear kernel
is used as basis kernel. The optimal γ parameters for The RBF
kernel for the University of Pavia, Salinas Valley, Berlin, and the
University of Houston datasets were set to 2, 0.25, 0.125, and
0.03125, respectively [15]. The Adam optimizer was carried
out to optimize the network, with the learning rate of 0.001
for the University of Houston and Berlin datasets and 0.0008
for the University of Pavia and Salinas Valley datasets [15].
The categorical cross-entropy loss function was used to evaluate
the performance of the CKC during the training and validation

process because of its relevant results in HIS classification in the
previous studies [1], [15]. The CKC has been trained using 300
epochs for all of the datasets.

In the second experiment, we evaluated every three stages
of the CKC on its classification accuracy and runtime. To this
end, 20% of the labeled data of the University of Pavia, Salinas
Valley, and Berlin datasets and training dataset of the University
of Houston [44] are used. We then evaluated the performances
of the CKC algorithms in the following four scenarios.

(1) In this scenario, RBF kernel, third and second polynomial
degree kernel, and linear kernel are considered input data
without Nyström approximation. The FC architecture
(see Table IV) is used instead of the convolutional layer
stage. In the fusion layer of this scenario, the kernel
dropout method is omitted.
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Fig. 4. CKC convergence during both training and validation process over (a) the University of Pavia, (c) Salinas Valley, (e) Berlin, and (g) the University of
Houston datasets using the kernel dropout and CKC convergence during both training and validation process over: (b) the University of Pavia; (d) Salinas Valley;
(f) Berlin; and (h) the University of Houston datasets using the concatenation method.

TABLE III
ADOPTED PARAMETERS FOR IMPLEMENTING CNN-1-D. THE NUMBER IN THE

PARENTHESES SHOWS THE DIMENSIONS OF KERNELS IN CONV AND

MAX-POOL LAYERS AND THE NUMBER OF NEURONS IN FC LAYERS

(2) The difference between this scenario and the 1) scenario is
the dense embedding, which means that the four kernels,

TABLE IV
ADOPTED PARAMETERS FOR IMPLEMENTING FC ARCHITECTURE. THE NUMBER

IN THE PARENTHESES SHOWS THE NUMBER OF NEURONS

as mentioned earlier, are approximated by the Nyström
approximation.
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Fig. 5. OA evolution of each mentioned classifier with different training
percentages over (a) the University of Pavia, (b) Salinas Valley, (c) Berlin, and
(d) the University of Houston datasets.

(3) The difference between this scenario and the 2) scenario
is kernel dropout, used in the fusion layer section. It is
noteworthy that this architecture is introduced in [14] as
M-DKMO.

(4) This scenario is our proposed method. The difference
between this scenario and the 3) scenario is the CNN-1-D
architecture of the representation learning stage.

Table III gives the topology of the CNN-1-D, which Is used
in the convolutional layer stage.

Table IV gives the topology of the FC architecture in the
fusion layer stage. Additionally, dropout with a fixed rate of 0.5
and batch normalization are used after every hidden layer in the
training process to avoid exploding/vanishing gradient.

In the third experiment, we have compared CKC with M-
DKMO [14], SimpleMKL [45], GMKL [46], and MKL-average
[47], which are the most successful MKL algorithms in the lit-
erature, and two state-of-the-art deep learning methods, vanilla
recurrent neural network (VanillaRNN) [15], [48] and CNN-1-D
[15]. Besides comparing general performances of the methods
mentioned above, this experiment aims to analyze how the
different number of training samples affect the performances
of these algorithms. This experiment was conducted using the
same kernels and parameter setting as the previous one. We
evaluated the methods using 1%, 5%, 10%, 15%, 20%, 25%,
and 30% of the labeled data of the University of Pavia, Sali-
nas Valley, and the Berlin datasets and training dataset of the
University of Houston. In this article, a support vector machine
(SVM) classifier is used for MKL-average algorithms. Using
the five-fold cross-validation method, optimal C parameter for
SVM, SimpleMKL, and GMKL for the University of Pavia,
Salinas Valley, Berlin, and the University of Houston datasets
was respectively set to 1× 103 , 1× 103, 200, and 1× 105.

In order to assess the classification results for all three ex-
periments, five quantitative metrics were employed, the overall
accuracy (OA); the average accuracy (AA); the Kappa coeffi-
cient; the recall accuracy (per class); and McNemar [49]. Our
experiments have been conducted on a hardware environment
composed of an 8th-generation Intel R Core TM i7- 8550 K
processor, with 8 MB of Cache and a processing speed of 4.20
GHz with four cores/8 way multitask processing. It includes 16
GB of DDR4 RAM with 2400 MHz serial speed. The software
environment consists of Microsoft Windows 10 and Python 3.9
as the programming language.

IV. EXPERIMENTAL RESULT

A. Results of the First Experiment

Fig. 3 shows the performance of the CKC with different values
of the landmark parameter (s) and the kernel dropout. Although
the OA has increased with the increase of landmark parameters,
the difference in OA in case 200 onward has not been noticeable.
Therefore, the optimal combination of landmark parameter and
kernel dropout for all datasets set 200 and 0.5, respectively.

Fig. 4 illustrates the convergence of the CKC during the train-
ing and validation stages on all datasets, where the horizontal
and vertical axes represent the number of epochs and the value of
loss function, respectively. From the Fig. 4 (a), (c), (e), and (g),
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Fig. 6. Ground truth and the classification maps obtained from classifying the University of Pavia dataset using different methods. (a) Ground truth. (b)
MKL-average. (c) SimpleMKL. (d) Generalize MKL. (e) Multikernel variant of the deep kernel machine optimization. (f) Vanilla recurrent neural network. (g)
One-dimensional-convolutional neural network. (h) Convolutional kernel classifier. The close-up of ground truth and the classification maps of Gravel class using
different methods. (i) Ground truth. (j) MKL-average. (k) SimpleMKL. (l) Generalize MKL. (m) Multikernel variant of the deep kernel machine optimization. (n)
Vanilla recurrent neural network. (o) One-dimensional-convolutional neural network . (p) Convolutional kernel classifier.

TABLE V
EFFECTS OF EACH STAGE OF CKC ON HSIS CLASSIFICATION ACCURACY

TABLE VI
EFFECTS OF EACH STAGE OF CKC ON HSIS CLASSIFICATION RUNTIME

it can be seen that the value of loss function of CKC decreases
with the number of training epochs, and the training value of loss
function is approximately equal to the validation value of loss
function at the 300 th epoch in the case of the University of Pavia,
Salinas Valley, and the Berlin datasets. In Salinas Valley, the
CKC converges faster than other cases and reaches the low loss
function value after a few epochs. In the case of the University
of Houston, the differences between the training value of loss

function and the validation value of loss function are higher
than those obtained in other cases. Additionally, by comparing
the convergence of the CKC during the training and validation
stages in the case of using the kernel dropout (i.e., Fig. 4 (a), (c),
(e), and (g)) with using the concatenation method (i.e., Fig. 4
(b), (d), (f), and (h)), it can be concluded that the the kernel
dropout can reduce the overfitting, especially in the University
of Houston dataset. In better words, the differences between the
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Fig. 7. Ground truth and the classification maps obtained from classifying the Salinas Valley dataset using different methods: (a) Ground truth. (b) MKL-average.
(c) SimpleMKL. (d) Generalize MKL. (e) Multikernel variant of the deep kernel machine optimization. (f) Vanilla recurrent neural network. (g) One-dimensional-
convolutional neural network. (h) Convolutional kernel classifier. The close-up of ground truth and the classification maps of Vinyard-untrained class using different
methods. (i) Ground truth. (j) MKL-average. (k) SimpleMKL. (l) Generalize MKL. (m) Multikernel variant of the deep kernel machine optimization. (n) Vanilla
recurrent neural network. (o) One-dimensional-convolutional neural network. (p) Convolutional kernel classifier.

training value of loss function and the validation value of loss
function are closer to each other using the kernel dropout rather
than using simple concatenation method.

B. Results of the Second Experiment

TablesⅤ andⅥ give the classification performance as OA and
runtime on four used datasets and scenarios, respectively. The
importance of dense embedding (i.e., Nyström approximation)
is evident from the comparison between scenarios (a) and (b)
in Tables Ⅴ and Ⅵ. Nyström approximation not only increased
the classification accuracies by about 3.86% for the University
of Pavia dataset, 2.96% for the Salinas Valley dataset, 2.76%
for the Berlin dataset, and 1.15% for the University of Houston
dataset, but also decreased the runtimes by about 220.37 s for
the University of Pavia dataset, 248.88 s for the Salinas valley
dataset, 179.85 s for the Berlin dataset, and 287.13 s for the
University of Houston dataset. This fact substantiates the claim
that using the Nyström approximation method reduces the com-
putational complexity and improves classification performance.
The results show that kernel dropout has also increased the
classification accuracy and decreased the runtime for all datasets.
For example, the kernel dropout has increased network accuracy
for Berlin and the University of Houston datasets by 1.41% and
2.21%, respectively. The increased performance of classification
accuracy, the decreased runtime, and (d) compared to scenario

(c) is due to the convolutional layer. As an example, it can be
seen that the obtained classification accuracy of Berlin and the
University of Houston datasets has increased 1.74% and 4.08%
using the convolutional layer. Most importantly, the runtime
decreased by about 64.52 s for the University of Pavia dataset,
20.52 s for the Salinas Valley dataset, 134.28 s for the Berlin
dataset, and 67.14 s for the University of Houston dataset using
the convolutional layer.

According to these results, the three mentioned stages could
be arranged in the dense embedding stage, convolutional layer
stage, and kernel dropout stage, based on increasing classi-
fication accuracy and decreasing runtime. Additionally, each
stage of the proposed algorithm has been effective in improving
accuracy and runtime.

C. Results of the Third Experiment

Fig. 5 shows the performance of CKC and all other
methods trained with different percentages of labeled data. From
analyzing Fig. 5, we can observe that the behavior of Sim-
pleMKL and MKL-average is very similar, especially in the
University of Pavia and Salinas Valley datasets. Although their
performance is acceptable, they are not comparable to the CKC.
Additionally, the performance of the MKL-average method
in the University of Houston dataset has been abysmal. The
performance of the GMKL is better than the SimpleMKL and
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Fig. 8. Ground truth and the classification maps obtained from classifying the University of Houston dataset using different methods. (a) Ground truth (train).
(b) Ground truth (test). (c) MKL-average. (d) SimpleMKL. (e) Generalize MKL. (f) Multikernel variant of the deep kernel machine optimization. (g) VanillaRNN.
(h) One-dimensional-convolutional neural network. (i) Convolutional kernel classifier.

MKL-average, especially in the University of Pavia dataset. It
can be said that the performance of the GMKL in the University
of Pavia dataset is comparable to that of CKC because it can
have higher accuracy than CKC in the case of 1% and 5%
training data mode, and this superiority can be justified due to the
high trainable parameters of the CKC compared to the GMKL
method. As can be seen from Fig. 5, although the M-DKMO and
CNN-1-D performed well, in most cases, it had lower accuracy
than the proposed method, especially in Berlin and Salinas
Valley datasets. The performance of the VanillaRNN method
is in no way comparable to the proposed method, but in some
cases, such as the 5% of training data of the Berlin dataset, it has
performed better than GMKL, SimpleMKL, and MKL-average.
In general, In the case of using more than 10% of training data,
the performance of the CKC has been better and more accurate
than all the methods mentioned earlier. As shown in Fig. 5, all
methods reached low OA in the case of the low training dataset.
The crux of this matter lies in the fact that one of the main reasons
for low classification accuracy in the case of the small dataset is
overfitting. Although the kernel dropout can prevent overfitting
(see Fig. 4), it is not powerful enough to solve this problem in a
small dataset case.

For further analysis, the OA, AA, Kappa coefficient, recall
accuracy, and runtime of all the mentioned methods on four
datasets are given in Tables VII–X, and their classification
maps are presented in Figs. 6–10. It can be observed that the
proposed method achieved the highest classification accuracy
as compared with other mentioned methods in all HSI datasets,
and its classification maps have the sharpest object boundary
and the least noise than others.

The MKL-average methods are the fastest runtime, although
the consumed time during their parameter search has not been
reflected, and the GMKL method is the slowest due to its
computational complexity. Due to the Nyström approximation
and convolutional architecture of the proposed method, the com-
putational time of CKC is lower than the SimpleMKL, GMKL,
and M-DKMO in all datasets.

The CKC achieved the highest OA of 95.22% for the
University of Pavia dataset (see Table VII), which exceeds
M-DKMO, MKL-average, SimpleMKL, GMKL, VanillaRNN,
and CNN-1-D. Our proposed method achieved better recall
accuracy than others in most cases, especially in the Gravel
class, as shown in Fig. 6. Fig. 6(i) shows the close-up map
of the ground truth of the University of Pavia dataset. By
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TABLE VII
CLASSIFICATION OF THE UNIVERSITY OF PAVIA DATASET USING 20% OF LABELED DATA

The best result in each row is highlighted in bold

TABLE VIII
CLASSIFICATION OF SALINAS VALLEY DATASET USING 20% OF LABELED DATA

The best result in each row is highlighted in bold

comparing Fig. 6(i) and (p), it can be seen that the proposed
method can classify the Gravel class better than its counterparts.
The processing time of CKC is lower than the SimpleMKL,
GMKL, and M-DKMO by 84.32, 98.79, and 64.52 seconds,
respectively, and the lower processing time of CKC indicates that
the computational complexity of CKC is lower than other MKL
methods.

Based on the Salinas Valley dataset (see Table III), the
performance of CKC was better than all the other methods
and achieved the highest performance. The Vinyard-untrained
class was classified with an accuracy of 84.25% using our

proposed method, which was 7.29% percent more accurate
than the obtained result of the second-best algorithms (i.e.,
VanillaRNN). It can be observed from Fig. 7 that the CKC cor-
rectly labeled almost all classes with similar spectral behavior,
such as Vinyard-untrained and Grapes-untrained. Additionally,
the computational time of CKC is lower than the other MKL
methods based on their processing time given in Table VIII.

The CKC for Berlin dataset (see TableIX) also had the best
accuracy, and its OA of 93.94% exceeds MKL-average, Sim-
pleMKL, and GMKL by 5.2%, 3.61%, and 3.51%, respectively.
The higher performance of the CKC method can be seen from
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TABLE IX
CLASSIFICATION OF BERLIN DATASET USING 20% OF LABELED DATA

The best result in each row is highlighted in bold

TABLE X
CLASSIFICATION OF THE UNIVERSITY OF HOUSTON DATASET USING AVAILABLE TRAINING DATA

The best result in each row is highlighted in bold

TABLE XI
STATISTICAL SIGNIFICANCE FROM THE MCNEMAR’S TEST

the comparison between the obtained classification accuracy of
the Built-up and Impervious classes. By comparing the close-up
maps in Fig. 8, the CKC can classify the built-up and Im-
pervious classes better than the other methods. As shown in

Fig. 8(i)–(p), the classification map of the CKC [see Fig. 8(p)]
is more similar to the ground truth map [see Fig. 8(i)] than those
obtained using other methods. Thanks to the Nyström approx-
imation method, the processing time of CKC is lower than the



ANSARI et al.: NEW CONVOLUTIONAL KERNEL CLASSIFIER FOR HYPERSPECTRAL IMAGE CLASSIFICATION 11253

Fig. 9. Ground truth and the classification maps obtained from classifying the
University of Houston dataset using different methods. (a) Ground truth (train).
(b) Ground truth (test). (c) MKL-average. (d) SimpleMKL. (e) Generalize MKL.
(f) Multikernel variant of the deep kernel machine optimization. (g) Vanilla
recurrent neural network. (h) One-dimensional-convolutional neural network.
(i) Convolutional kernel classifier.

SimpleMKL, GMKL, and M-DKMO by 86.6, 110.6, and
134.28 s, respectively.

The most challenging class of the University of Houston
dataset is the highway class since the cloud partially covers it.
As we can observe in Table X and Fig. 4, our proposed method
in the University of Houston dataset reached better accuracy
than other methods and classifies Highway class 27% more
accurately than the obtained result of the second-best algorithms

Fig. 10. Close-up ground truth and the classification maps of Highway class of
the University of Houston dataset using different methods. (a) Ground truth, (b)
MKL-average. (c) SimpleMKL. (d) Generalize MKL. (e) Multikernel variant
of the deep kernel machine optimization. (f) Vanilla recurrent neural network.
(g) One-dimensional-convolutional neural network. (h) Convolutional kernel
classifier.

(i.e., SimpleMKL). As shown in Fig. 10, MKL-average and
SimpleMKL could not classify the cloud-covered area in the
University of Houston dataset, while M-DKMO, GMKL, and
CKC reached better results and showed some spatial structures
of the hidden area, for example, Parking lot1 and Parking lot2.

To further evaluate, the nonparametric McNemar’s test [49]
has been employed. McNemar’s test evaluates whether the dif-
ference between the obtained accuracy of two classifications
(CKC and other MKL or deep learning methods) is statistically
different. The absolute values of McNemar’s test statistics larger
than 2.58 indicate that the two results are statistically different at
99% confidence levels. Table XI gives the values of McNemar’s
test statistics when the CKC is compared against the other
methods. Based on Table XI, the differences between accuracies
obtained by the CKC and those obtained by all the other methods
were statistically different at a 99% confidence level. The CKC
and the MKL-average are statistically very different because
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their absolute values of McNemar’s test are greater than 13 in
all four cases. The absolute values of McNemar’s test of CKC
compared against SimpleMKL and GMKL are acceptable and

In contrast, the better classification results of CKC compared
to the M-DKMO in previous experiments can result from the
fact that the features extracted by CNN-1-D are more robust
than those extracted by FC architecture. The differences between
CKC and CNN-1-D indicates that the kernel representation can
extract different feature than CNN-1-D architecture. Therefore,
it can be concluded that the combination of multiple kernels
and convolutional representation can complement each other to
classify the HSI dataset accurately.

To summarize, the CKC outperforms all its counterparts in
terms of OA. Moreover, its computational complexity is lower
than the other standard MKL methods. The kernel representation
and convolutional representation complement each other in the
CKC for classifying mentioned benchmark datasets, and they
were successful in most cases. However, in the case of using few
training samples, some other methods perform better. Although
the processing time of VanillaRNN and CNN-1-D is lower than
our proposed method, the CKC outperformed these algorithms
considering the classification accuracy. As discussed in [4], Al-
though spectral variability in the HSIs reduces the classification
accuracy of all HSIs classifiers, the CKC can reduce its effects
intrinsically using its statistical and physical normalization.
Nevertheless, the remaining of spectral variability can reduce the
classification accuracy. In this regard, the CKC can accurately
classify most classes of the four mentioned HSI datasets, but
some classes cannot reach the highest accuracy.

V. CONCLUSION

This article introduced a new multiple kernels classifier,
namely CKC, using deep kernel methods for land cover mapping
from HSI data. The proposed method utilizes the Nyström
approximation to alleviate the problems associated with the
dimensionality of kernels and employs CNN-1-D to carry out
end-to-end learning. As the first instance of the deep kernel
method in remote sensing, the CKC inherits the informative
representation provided by a multiple kernel learning method
and the end-to-end learning capability of deep learning models.
We designed three experiments to study the effectiveness of the
CKC for HSI data classification using four benchmark datasets.

The first experiment showed how well the loss function value
of CKC converges to the low value during both training and
validation stages and the ability of kernel dropout to prevent
overfitting. The second experiment was designed to evaluate
the effects of the different components of the CKC algorithm
on its performance. The results from the second experiment
showed that using the Nyström approximation reduces the com-
putational cost of the algorithm and can improve classification
accuracy and processing time. Furthermore, the results of this
experiment confirm the superiority of CNN-1-D over the FC
method in the CKC algorithm. The third experiment showed that
the CKC algorithm, as an MKL framework, outperformed the
most common MKL algorithms in the literature in both OA and
processing time. In addition, the CKC performance was better
than its state-of-the-art deep learning model counterparts. The

CKC’s success can substantiate the claim that the deep kernel
method can be considered a proper method in remote sensing and
an alternative to building multiple kernel learning approaches. In
future studies, we plan to extend CKC algorithms’ capability by
substituting its 1-D convolutional layer with 2-D and 3-D layers,
which enable the algorithm to learn spatial-spectral features.
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