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Abstract

We are at the dawn of the smart grid era where there is significant increase in the demand-side partici-

pation in the grid’s operations. One important smart grid research topic concerns active demand-side

management which can potentially result in great benefits for different involved grid entities (e.g.,

electricity customers, utility, resource aggregators) and enable to support increasing penetration of dis-

tributed renewable energy resources. However, efficient design for different decision making problems

must be conducted to to realize the potential impacts of the active demand-side management, which

is the focus of this dissertation. Specifically, we study three decision making problems of the corre-

sponding demand-side smart grid entities considering integration of renewable energy sources, which

are smart home energy management, smart load serving entity(LSE) pricing design, and cost alloca-

tion for cooperative demand-side resource aggregators (DRAs) under the virtual power plant (VPP)

framework. Our research has resulted in three major contributions, which are presented in three main

chapters of this dissertation.

The first contribution is related to the efficient energy scheduling design for smart homes equipped

with solar assisted thermal load. This design is conducted under the time-varying dynamic pricing

scheme which can potentially bring great demand response benefits for home electric consumers.

Specifically, we develop a rolling two-stage stochastic programming based algorithm, which aims

to minimize the electricity cost, guarantee user comfort, and efficiently utilize renewable energy re-

sources. We also propose to exploit the solar assisted thermal load for the energy management and

analyze the impacts of different parameters on the smart home economic improvements.

The second contribution concerns the development of a dynamic pricing scheme for a load serving

entity (LSE) that can incentivize electric customers to provide demand response services. The design

can effectively encourage participation of electric customers with flexibilities in energy consumption

while not negatively affecting other electric customers lacking flexibilities in changing their energy

consumption. Moreover, the proposed pricing scheme is compatible with the current market structure.

Toward this end, we consider the pricing design as a bilevel optimization problem where the grid oper-

ator is the leader, who determines the demand response price, and the flexible customers are followers,

whose energy consumption is adjusted in response to that price signal. We describe how to transform

the proposed bilevel optimization problem, which is difficult to be solved directly, into an equivalent

single objective mixed integer linear program (MILP), which can be solved efficiently by a branch and

cut algorithm. Numerical results show that our proposed pricing design can be beneficial to both grid

operator and electric customers.

The third contribution aims to develop an efficient cost allocation scheme for cooperative demand-

side resource aggregators (DRA), which are coordinated under an emerging smart grid concept, namely,



x

the virtual power plant (VPP). We address this problem by using the core based cooperative game

theoretic approach. Since the core of the underlying game can contain many cost allocation solutions,

our design enables us to choose an appropriate cost allocation solution inside the core that optimizes

both stability and fairness metrics. This core based cost allocation problem is formulated as a large-

scale bi-objective optimization problem with an exponential number of implicit constraints related

to the core definition. In particular, the parameters of these constraints are the function values of

coalitions of DRAs, which are the outcomes of the optimal bidding strategies of the corresponding

coalitions of DRAs. To tackle this highly complex bi-objective optimization problem, we propose

to employ theε-constraint and row constraint generation methods, which exploit the fact that the

number of optimization variables can be much smaller than the number of optimization constraints.

Numerical studies show that the proposed algorithm allows to construct the Pareto front with a large

number of Pareto points for a VPP consisting of a large numberof DRAs. Moreover, the proposed

framework enables the VPP to determine a suitable cost allocation for its members considering the

trade-off between stability and fairness.
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Chapter A

Summary

A.1 Research Motivation

The electricity industry has seen the significant transformation from centralized power systems domi-

nated by big utilities and highly dependent on fossil energyresources, to smart grids with high penetra-

tion of eco-friendly distributed renewable energy and active participation of energy consumers under

market deregulation[2]. One of the most important changes is probably the widespread adoption of ac-

tive demand side management in the smart grids [3]. In fact, it was defined in Title XIII of the Energy

Independence and Security Act (EISA) in 2007 that the smart grid is an electrical grid which integrates

a variety of operational and energy measures including smart meters, smart appliances, renewable en-

ergy resources, and energy efficient resources to motivate the active demand side management [3]. The

framework for smart grid interoperability standards defined by the National Institute of Standards and

Technology (NIST) is illustrated in FigureA.1 [1].

Research and realization of various smart grid concepts andtechnologies have received tremendous

investment from governments worldwide. In particular, advanced information and communication

technology (ICT) infrastructure has been significantly upgraded in many countries [4–6] where a mas-

sive number of smart meters has been installed, e.g., over 45million smart meters have been deployed

by the Department of Energy (DoE) smart grid investment grant [7]. Moreover, the deployed commu-

nications networks and data management systems form the advanced metering infrastructure (AMI),

which enables two-way communication between utilities andcustomers [8]. The upgraded ICT infras-

tructure has paved the way to the realization of active demand side management [9–15]. Smart decision

making taken by demand-side entities can bring about many benefits to the smart grid [2]. For example,

home energy consumers can exploit dynamic pricing schemes to schedule their energy consumption

so as to minimize their electricity consumption costs [16–23]. Hence, the main decision making is to

schedule the energy consumption wisely to reduce the energypayment while still maintaining certain

operations, user comfort, privacy requirements.

Thanks to the deployment of the grid’s ICT infrastructure, home energy consumers and grid op-

erator are connected and demand response (DR) services can be offered to the grid operator through

changing the energy consumption as [13, 14, 24–27], which can enable the grid to operate more effi-

ciently. The grid operator, however, may be interested in motivating their energy customers to actively
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participate in the DR program through for example a suitablepricing policy. A well-known approach

to enable the grid operator to manage DR services from its customers is to deploy the so-called Load

Serving Entity (LSE) [28]. Finally, small-scale demand-side entities can cooperate to act as a single

entity under the coordination of a demand-side resource aggregator [29, 30] or a virtual power plant

[31], to purchase energy in the wholesale market since the wholesale energy prices tend to be cheaper

than the retail prices [32]. In order to participate in the wholesale market, the demand-side entities

have to make several decisions such as coordination decisions to form a large cooperation coalition,

energy bidding in the market, and sharing the cooperation benefits with each other.

In general, design of smart decision making frameworks for demand-side entities can be quite

challenging in the smart grid environment with increasing penetration of renewable energy in the dis-

tribution network [6, 33]. Although being friendly to the environment, renewable energy resources

such as solar and wind power can be quite unpredictable, which can lead to great difficulties to ensure

efficient and reliable operations for the involved distribution network [2]. In particular, adoption of a

poor energy management strategy can result in low utilization of renewable energy [19, 34]. In addi-

tion, poor pricing design cannot tackle the fluctuation of renewable energy sources, which eventually

results in unstable grid operations [35]. Finally, appropriate design of a bidding strategy can have pos-

itive impacts on the achieved profit/cost of demand-side entities participating in the electricity market.

This is an important issue because market participants mustbe responsible for managing uncertainties

of their renewable energy sources [29, 36].

In summary, successful exploitation of active demand side management requires addressing sev-

eral decision-making problems for the involved smart grid entities in the distribution network. This

dissertation aims to address some of these problems.

A.2 Research Objectives and Contributions

This thesis aims to address three important challenges described above, whose contributions can be

illustrated in FigureA.2 and summarized as follows.

In Chapter 3, we study the home energy scheduling problem in the real-time pricing environment.

Specifically, we propose a comprehensive model consideringthe integration of renewable energy in

the home energy system, i.e., the eco-friendly solar assisted HVAC-water heating system. Then, we

propose a real-time Model Predictive Control (MPC) based design for a smart home equipped with

solar assisted HVAC-water heating system and other controllable loads in response to the real-time

pricing signal. We devise a rolling algorithm based on two-stage stochastic programming for home

energy management so that it can minimize the energy paymentcost, guarantee system constraints

while exploiting the energy coupling relation of the solar thermal storage and HVAC system to improve

the system energy efficiency.

In Chapter 4, we consider the pricing design problem in the distribution network to motivate the

demand response participation from energy consumers. In particular, we propose a dynamic pricing

scheme implementable in the distribution network under themodel of Load Serving Entity (LSE),

which is easy to implement and compatible with the current market structure. Our design creates an in-
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Figure A.1 – NIST Smart grid conceptual model 3.0 [1]

centive for the flexible load to perform demand response thatcan help the LSE address the fluctuations

of electricity prices, conventional nonflexible load, and distributed renewable energy. Specifically, we

present the formulation of the proposed pricing design by using the bilevel programming framework.

Given the lower-level sub-problem is linear, we employ the optimal KKT conditions to convert the

bilevel problem into the single objective mathematics withequilibrium constraints (MPEC), which is

then transformed into an equivalent single objective mixedinteger linear program (MILP) by using the

Fortuny-Amat formula and strong duality theorem of linear programming. The obtained MILP can

be solved efficiently by using available commercial solvers. Numerical results are then presented to

illustrate the effectiveness of our design in motivating demand response integration in the distribution

network.

Chapter 5 studies how to share the cost for the cooperative Demand-Side Resource Aggregators

(DRAs), which are based on generic models of active demand-side agents. Specifically, these DRAs

are coordinated under the Virtual Power Plant framework to jointly bid in the electricity market and

the corresponding attained cost must be split among members. Toward this end, we first present the

comprehensive cost allocation model, which is applicable to the current market structure. Then, the

cost allocation problem is modeled as the solution of a cooperative game where all DRAs act as play-

ers and the value function of coalitions of players are the outcomes of their optimal market bidding

strategies which are obtained by solving the correspondingtwo-stage stochastic programs. We show

that the core of the studied game, which defines all budget-balanced and stable cost allocation vectors,

is nonempty. Then, we propose to determine the cost allocation vector inside the core considering the

trade-off between different criteria through solving a bi-objective optimization. This bi-objective opti-
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Figure A.2 – Problems addressed in this thesis

mization has an exponential number of constraints with implicit parameters which are the coalitions’

function values. Since the number of cost shares are only equal to the number of DRAs, which is

much smaller than the number of constraints, we propose an algorithm based on the combination of

ε-constraint and row constraint generation methods to construct the Pareto front within manageable

computation effort.

A.3 Energy Management of Smart Home with Solar Assisted Ther-

mal Load Considering Price and Renewable Energy Uncer-

tainties

The contributions of this study was published in the paper [19]. In particular, we investigate how

a single smart home equipped with renewable energy based appliances can respond to time-varying

price signals in the best economic way.

System Model

We consider a typical household in the RTP environment whereenergy scheduling is performed for the

24-hour scheduling period. The household is equipped with asolar assisted HVAC-water heating sys-

tem and other loads of different types such as electric vehicle (EV), washing machine, washing dryer,

television, and water supply pump. The household loads excluding the joint HVAC-water heating sys-

tem is classified into controllable and non-controllable types [37]. Non-controllable loads are those

whose operations are dependent on the will of users such as computer, lighting, and television. The

operations of non-controllable loads are not considered inour optimization. In contrast, the operation

schedule of controllable loads can be optimized without disturbing the user life style. We divide the

considered scheduling period intoN scheduling time slots of equal lengthτ where the electricity price

in each time slot is assumed to be constant.
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Figure A.3 – Solar assisted HVAC-water heating system

DenoteA as the set of all controllable appliances andA1 represents the HVAC,A2 for interuptible

and deferrable loads,A3 for noninterruptible and deferrable loads, andA4 for noninterruptible and

nondeferrable loads. Then, we haveA= A1∪A2∪A3∪A4.

The solar assisted HVAC-water heating system represents animportant load of the household,

which is described in the following. The typical componentsand design of this system is illustrated

in Figure A.3 [38]. It consists of a solar collector, a water storage tank, andthe HVAC system. Solar

energy is collected and transformed into thermal energy which is stored in the water tank by the solar

collector. Hot water from the tank then supports the domestic hot water demand and heating/cooling

demand of the HVAC system. The operation of HVAC is based on the principle that energy which is

used to move heat around is often smaller than the energy usedto generate heat. Hence, extra heat

from the water tank can be used to support the necessary energy which is used to control the heat cycle

in heating/cooling mode of HVAC. To cover the remaining heatdemand for the cloudy day or during

night time, the water tank is also equipped with an auxiliaryheater. In this paper, we uset ands to

denote time slot and scenario indices, respectively.

In the solar assisted HVAC and water heating system, solar energy is collected and transformed into

thermal energy which is stored in the water tank by solar collector. In addition, HVAC transfers heat by

circulating a refrigerant through a cycle of evaporation and condensation. The refrigerant is pumped

between two heat exchanger coils named evaporator and condenser by the compressor pump. In the

evaporator coil, the refrigerant is evaporated at the low pressure and absorbs heat from its surroundings.

The refrigerant is compressed at high pressure and then transferred to the condenser coil where it is

condensed at the high pressure and releases the heat it absorbed earlier in the evaporator. The cycle

is fully reversible; hence, the HVAC can provide cooling andheating mode. For cooling, the heat is

extracted from home and released to outside area. For heating, the heat extracted from outside is used

to heat the indoor area.

Energy consumption of HVAC lies mostly in the compressor pump and condenser, especially to

maintain temperature at the condenser [39]. By adding support heat to the condenser, less energy

consumption is needed for the HVAC to operate the heat cycle,hence the coefficient of operation

(COP) is increased. For solar assisted HVAC-water heating,the heat captured in the water tank is used

to support heat for the HVAC. For the conventional models, the heat from water tank is not utilzed
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to support the heat requirement of the HVAC’s condenser For modeling, we impose the following

constraints for the solar assisted HVAC and water heating system.

Energy Management Strategy

We employ the two-stage stochastic programming to formulate the scheduling problem where the

Monte Carlo simulation technique is used to generate randomscenarios. In addition, the formulated

problem is solved by using the rolling procedure [16]. Toward this end, we repeatedly solve the under-

lying stochastic optimization problem in each time slot given the realization of the random variables

(i.e., electricity price and renewable energy) in the current time slott0. In particular, we minimize the

sum of the electricity cost due to energy consumption at the current timet0 (as electricity price, solar

irradiance, and outdoor temperature at the current time slot are known) and the expected electricity

cost from time slott0+1 to the last time slotN. Known information about system uncertainties such

as price, solar irradiance, outdoor temperature, non-controllable load power consumption are updated

during this rolling process. Therefore, we consider the following optimization objective at each timet0

min
ps

i,t
∑
i∈A

{

pi,t0ct0τ +
NS

∑
s=1

ρs
N

∑
t=t0+1

ps
i,tc

s
t τ

}

(A.1)

whereρs denotes the probability of scenarios, which is used to calculate the expected cost toward the

end of the scheduling period,ct is the price, andps
i,t is the power consumption of loadi at timet in

scenarios.

This rolling two-stage stochastic programming technique for home energy management follows the

tree reduction method where multiple scenarios are generated to capture the uncertainty in electricity

price and weather factors [16]. This optimization problem is subject to operation constraints of each

type of appliances and the total energy consumption constraints, which can be summarized as follows:

min
ps

i,t
∑
i∈A

{

pi,t0ct0τ +
NS

∑
s=1

ρs
N

∑
t=t0+1

ps
i,tc

s
t τ

}

(A.2)

s. t. System constraints,

Constraints of solar assisted HVAC-water heating system,A1,

Constraints of interruptible and deferrable loads,A2,

Constraints of noninterruptible and deferrable loads,A3,

Constraints of noninterruptible and nondeferrable loads,A4. (A.3)

The computation procedure is illustrated in FigureA.4. This problem is a mixed integer linear

program, which is solved by using the CPLEX solver. We employthe Monte Carlo simulation method

to generate scenarios to represent various uncertain factors including price forecast error, solar irradi-

ance, outdoor temperature, and power consumption of non-controllable load. In general, the number
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Figure A.4 – Rolling stochastic scheduling for Home Energy Management system

of generated scenarios needs to be sufficiently large to guarantee the energy scheduling efficiency.

However, a large number of scenarios may lead to large computation complexity. For a large-scale

problem, a scenario reduction method can be used to eliminate the scenario with very low probability,

aggregate scenarios of close distances based on certain probability metric, reduce the number of sce-

narios, and consequently relax the computation burden. We use GAMS/SCENRED software [40] to

generate/reduce the set of scenarios in this paper.

Numerical Results

We consider a typical household with solar assisted HVAC-water heating and 3 different controllable

loads. The power limit of all controllable loads is assumed 20 KW for simplicity and the threshold for

energy consumption in one hour is 15 KWh. Water demand data istaken from [25]. The parameters

for solar assisted HVAC and water heating system are described as follows. The solar collector has

aperture area about 5m2, the peak power of auxiliary heater is 5 KW, and the initial energy conversion

efficiency η0
sl = 0.7. The thermal storage tank has volume of 84gal, which is equivalent to 0.32

m3. The tank can receive energy from the heater and solar collector. COPof hybrid and stand alone

system are 5 and 3, respectively [39]. Other parameters of the solar system are taken from [41]. Tank

temperature is required to be in the range of [40oC, 70oC]. The temperature comfort range is chosen

as [20−∆T, 20+∆T] where∆T represents the thermal tolerance, which is set equal 1 unless stated

otherwise.

The operations and corresponding costs of the household areinfluenced by different system param-

eters including the thermal comfort tolerance, water tank temperature constraint, and solar collector

size. We study the variations of energy cost for three different cases, namely conventional HVAC-

water heating, conventional HVAC-solar water heating, andsolar assisted HVAC-water heating. First,

the effect of room temperature tolerance on the energy cost is shown in FigureA.5(a). This figure

shows that increasing the room temperature tolerance result in reduction of electricity cost as expected.

FigureA.5(b) illustrates the influence of maximum water tank temperatureon energy cost. By

increasing the maximum temperature of water tank, more energy can be stored, which allow more

flexibility in scheduling energy consumption to reduce the electricity cost. It is interesting to notice

that the electricity cost decreases before saturating at the minimum value. This implies that for a given
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(c) Effect of solar collector size

Figure A.5 – Effects of system parameters on electricity cost

solar collector size and auxiliary heater, the amount of captured solar energy and the heater power are

limited; hence, the energy stored in tank is also limited. Note also that increasing the maximum water

tank temperature can result in better cost-saving, which, however, may effect the equipment life time.

FigureA.5(c) describes the variation of electricity cost with the solar collector size. For the con-

ventional HVAC and water heating system, solar energy is notutilized so the electricity cost remained

unchanged. For systems integrating solar energy, as we increase the solar collector size, which means

more solar energy can be captured, the electricity cost reduces before setting down at the minimum

value. The minimum value corresponds to the thermal capacity limit of the water tank. From the re-

sults in FiguresA.5(a), A.5(b), andA.5(c), it can be seen that the solar assisted HVAC-water heating

achieves the largest cost saving. This is indeed thanks to the utilization of solar energy and the flexible

operation of the water tank, which serves as energy storage facility to support both HVAC and water

heating loads.
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(b) Pareto-optimal constant-cost curves for solar collector size and tank
temperature limit

Figure A.6 – Energy cost versus solar collector size and tank temperature limit

FiguresA.6(a)andA.6(b) illustrate the impacts of the solar collector size and maximum water tank

temperature allowance, which is proportional to the tank thermal capacity, on the energy cost. These

figures show that increasing the maximum water tank temperature allowance, which would reduce the

life time of the water tank, and increasing solar collector size result in the reduction of energy cost.

However, the energy cost converges asymptotically to its minimum values. Thus, above a certain value

of solar collector size and maximum temperature allowance,the working cycle of the auxiliary heater

reaches its minimum to maintain the water tank temperature when the solar is not available. This

minimum value corresponds to the water tank capacity (m3) and the heat loss. When the solar collector

size is small, apparently the cost is not effected by the auxiliary heater. This is because the captured

solar energy is insufficient to support the heat loss and the thermal load. Hence, the tank operates

mainly by relying on its auxiliary heater. The impact of the maximum water tank temperature limit is

only significant when the solar collector size is large enough (above 3m2) when the amount of solar

energy captured is considerable.

Conclusion

We have proposed unified HEM design to minimize the electricity cost that considers users’ comfort

preference and solar assisted thermal load. The developed mathematical model captures the joint op-

eration of the solar assisted HVAC and hot water system accounting for detailed operations of various

types of home appliances and the uncertainty in the solar energy and electricity price. We have pro-

posed to solve the energy problem by using the rolling two-stage stochastic optimization approach.

Finally, numerical results have been presented to show the significant energy saving for the system

with solar assisted thermal load in comparison with other conventional systems.
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A.4 Dynamic Pricing Design for Demand Response Integrationin

Distribution Networks

System Model

We consider a LSE which can procure energy from various sources including the main grid, DR re-

sources, batteries, and local DERs including RESs (e.g., wind and solar energy) and dispatchable

DGs (e.g., diesel generators, microturbines, and fuel cells) to serve its customers, which is shown in

Figure A.7(a). The energy scheduling problem is considered in a one-day period which is divided

into 24 equal time slots. For simplicity, we assume that the LSE possesses several conventional DGs

such as diesel generators and fuel cells, and it does not buy energy from privately owned conventional

DGs. Additionally, the LSE does not own any renewable energysources. We assume that the LSE has

take-or-paycontracts [42], which are also called Power Purchase Agreements (PPA) in some markets

[42, 43], with local wind farms and/or solar farms to buy renewable energy from them. In thetake-or-

paycontracts, the LSE buys all available renewable energy generated from these wind/solar farms at

a fixed price which is typically lower than the average price from the main grid [42]. Without loss of

generality, we assume that the prices paid to all renewable energy sources are the same (cRESt ). Finally,

the LSE may own some battery storage units.

System loads are assumed to belong to one of the two categories, namely flexible and inflexible

loads. Inflexible loads or critical loads are those that the LSE has to serve. If the LSE cannot fully serve

the inflexible loads, a portion of the inflexible loads has to be shed, which is called involuntary load

curtailment (ILC). A very high penalty cost (cLC) is imposed on the LSE for ILC since the main goal

of the LSE is to guarantee electricity supply to its customers [43]. Inflexible loads are charged under

the regular retail price (cRt ). In contrast, flexible loads are assumed to be aggregated byone or several

DR aggregators which enjoy a dynamic pricing tariff that should be designed to bring advantages to

the DR aggregators. One practical strategy to encourage DR aggregators participating in our proposed

operation model is to ensure cost saving for them.

In practice, a flexible load customer might be hesitant to participate in a real-time pricing scheme

since electricity prices in this scheme may be greater than the regular retail price for several hours

of a day. The loads of a flexible load customer include critical load which should not be shed or

shifted and flexible load that can be shed or shifted. Therefore, if the flexible load customer has a large

portion of critical load during high price hours, we might not be able to guarantee cost saving for the

customer compared to the case where the customer is charged at the fixed retail price. Hence, one of

the most practical approaches that the LSE may use to attractflexible load customers to participate in

the proposed pricing model is to offer DR price (i.e., the retail price that the LSE charges flexible loads

or DR aggregators), which is always lower or equal to the retail price in each hour. In the worst case

when the DR price is equal to the regular retail price, the cost imposed on participating entities is the

same with the one when they are charged under the regular retail price.

This design allows us to prevent individual small flexible energy customers from interacting directly

with the wholesale market, which would complicate the operation of the wholesale market. Moreover,

our design ensures that the number of participating partiesin our model as well as the number of
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Figure A.7 – System Model and Solution Approach

variables in our formulated optimization problem be reduced significantly. In addition, we assume that

DR aggregators have DR contracts with flexible load customers so that these customers can declare the

characteristics of their loads (e.g., utility function [14, 42, 44–46] or discomfort function in the case

of load reduction or load shifting [10, 43, 44]) to the DR aggregators. Based on the load information

provided by their customers, each DR aggregator can construct a suitable aggregated utility function,

which is then sent to the LSE.

The underlying optimization problem is formulated as a bilevel program where the LSE is the

leader and each DR aggregator is a follower. The outcome of this problem contains optimal dynamic

DR price series (cDRt ) over the scheduling horizon. Additionally, the outputs ofthe proposed problem

include the hourly energy trading between the LSE and the main grid (Pg
t ), the scheduled generation

of local RESs (PRES
t ) and local DGs (Pi,t), charging/discharging power of batteries (Pc

k,t ,P
d
k,t), amount

of ILC (DLC
t ), and hourly energy consumption of DR aggregators (Pd,t).

Problem Formulation

The objective of LSE is to maximize its profitPro f it = Rev−Cost whereRevis the retail revenue

obtained by serving inflexible loads (at pricecRt ) and flexible loads (at pricecDRt ), i.e.,

Rev=
NT

∑
t=1

∆T

[

cRt (Dt −DLC
t )+

ND

∑
d=1

cDRt Pd,t

]

(A.4)
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whereDt −DLC
t is the amount of inflexible load that the LSE serves at timet. The operating cost of

the LSE includes the cost of buying/selling electricity power Pg
t from/to the main grid with pricecgt ,

buying renewable energyPRES,a
t with pricecRESt , operation costs of DGs including start-up costSUi,t

and dispatch costCi(Pi,t) [43], and the penalty cost for involuntary load curtailmentcLCDLC
t . Hence,

we have

Cost=
NT

∑
t=1

∆T

[

Pg
t cgt +cRESt PRES,a

t +
NG

∑
i=1

(SUi,t +Ci(Pi,t))+cLCDLC
t

]

. (A.5)

This objective of LSE is subject to several constraints including power balance constraints, power

trading with main grid constraints, renewable energy constraints, involuntary load curtailment con-

straints, thermal generator constraints, battery constraints, which are MILP constraints, and DR flex-

ible load constraints, which is modeled as a lower optimization problem. In particular, the energy

consumptionPd,t of DR aggregatord depends on the DR pricecDRt set by LSE, (cDRt ≤ cRt , ∀ t) as

follows:

max
Pd,t

NT

∑
t=1

[

Ud,t(Pd,t)−∆TcDRt Pd,t

]

(A.6)

whereUd,t(Pd,t) is utility of DR aggregatord when consumingPd,t and ∆TcDRt Pd,t is the cost DR

aggregatord pays for LSE.

In this paper, the utility functions ofUd,t(Pd,t)are modeled by multi-block utility functions, which

are commonly used in the literature [42, 44–46]. The marginal utility of a demand block decreases as

the index of demand blocks increases. FigureA.8 shows the utility function of DR aggregatord at

time t. As we can observe, this function has four demand blocks (i.e., NMd = 4). The values at point

A, C, D, E arePmax
d,1,t , Pmax

d,1,t + Pmax
d,2,t , Pmax

d,1,t+Pmax
d,2,t+Pmax

d,3,t , andPmax
d,1,t+Pmax

d,2,t+Pmax
d,3,t+Pmax

d,4,t , respectively. If the

scheduled demand of DR aggregatord at timet is OB (i.e.,Pd,t = OB), then the utility value for load

consumption of aggregatord at timet is equal to the shaded area. Generally, we have

Ud,t(Pd,t) = ∆T
NMd

∑
m=1

ud,m,tPd,m,t (A.7)

Pd,t =
NMd

∑
m=1

Pd,m,t. (A.8)

Modeling this utility function will result in a linear program that describes the follower (lower)

optimization problem of DR aggregatord. Since the lower problem is a linear program, we first replace

it by its optimal KKT conditions. The obtained problem is a single objective optimization problem with

complementary constraints (MPEC). We then remove the nonlinear terms in the MPEC by using the

Fortuny-Amat approximation [47] and the strong duality theorem of linear programming problem. The
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Figure A.8 – DR utility function

final equivalent optimization problem is MILP, which can be solved easily with GAMS/CPLEX. These

steps are summarized in FigureA.7(b)

Numerical Results

We assume that the LSE can predict electricity price, inflexible load, and renewable energy generation

with high accuracy. For simplicity, we use historical data of the correspondding system parameters as

their forecast values. Specifically, the penalty cost for involuntary load curtailment is set equal to 1000

$/MWh [48]. The renewable energy price that the LSE pays for local wind/solar farms is assumed to

be 40 $/MWh. For simplicity, we assume thatPg,max
t = Pgrid andcRt = cR, ∀t. The regular retail price

in the base case is $60/MWh and we assume the LSE does not possess any battery storage unit in the

base case. Further data can be found in Chapter 5.

We consider the two following schemes.

• Scheme 1 (S1): The LSE solves the proposed optimization model. The DR aggregators enjoy a

dynamic retail price tariff.

• Scheme 2 (S2): The LSE solves the same optimization problem. However, theregular retail

price is applied to DR aggregators (i.e.,cDRt = cRt ,∀t). In this scheme, DR aggregators have no

incentives to modify their loads.
TableA.1 presents the performance comparison between Scheme 1 and Scheme 2 for different

values of the regular retail price. Payoff 1, Payoff 2 represent total payoffs of DR aggregators; Profit

1, Profit 2 indicate the optimal profit values of the LSE; and DR1 and DR2 represent the total energy

consumption of DR aggregators over the scheduling horizon for Scheme 1 and Scheme 2, respectively.

TableA.1 shows that the minimum energy consumption level of all DR aggregators is 201.6 MWh and

the total payoff of DR aggregators as well as the optimal profit of the LSE in Scheme 1 are significantly

larger than those in Scheme 2. Therefore, we can conclude that Scheme 1 outperforms Scheme 2 in

terms of DR aggregators’ payoffs and LSE’s profit.

FigureA.9 shows the optimal hourly DR prices over the scheduling horizon for different values of

cR andPgrid. We can observe that DR price is very low during time slots 1-8, quite low for some period

during time slots 9-16, and very high during time slots 17-24. Intuitively, the LSE would set a low DR
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Table A.1 –Comparison between Scheme 1 and Scheme 2

cR
t Payoff 1 Payoff 2 Profit 1 Profit 2 DR1 DR 2

$/MWh $ $ $ $ MWh MWh

47 2607.2 2403.2 695.7 146.8 272.0 213.6

50 2061.2 1786.6 2103.9 1476.9 270.0 201.6

55 1250.2 778.6 4599.9 3942.8 240.0 201.6

60 251.0 -229.4 7191.3 6408.7 201.6 201.6

65 -756.9 -1237.4 9657.2 8874.6 201.6 201.6

price during some time slots to encourage DR aggregators to consume more energy. In addition, it can

set a high DR price (i.e., close or equal to the regular retailprice) to discourage DR aggregators from

consuming energy.
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Figure A.9 – DR price

There are several reasons for the LSE to set low DR price. First, when thegrid price is low, the

LSE would be interested in buying more energy from the main grid to serve its customers at a DR

price between the grid price and the regular retail price. Second, the grid price can vary significantly

over the scheduling horizon, which offers opportunities for the LSE to arbitrate between low and high

price periods. Therefore, the LSE sets low DR prices at some time slots and high at some other time

slots to encourage load shifting from DR aggregators in order to reduce the importing cost of energy

from the main grid. Also, DR aggregators can reduce their bills by shifting their loads to low DR price

hours. Finally, if renewable energy generation is high, theLSE faces the power limit at the PCC (i.e.,

Pgrid); hence, it would sell as much energy as possible as to its customers at low DR prices rather than

curtailing the renewable energy surplus.
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Conclusion

In this paper, we have proposed a novel operation framework for a LSE, which serves both flexible

and inflexible loads. The proposed pricing scheme can be readily implemented since it is compatible

with the existing pricing structure in the retail market. Extensive numerical results have shown that

the proposed scheme helps increase the profit of the LSE, increase payoff for DR aggregators, reduce

involuntary load curtailment, and renewable energy curtailment.

A.5 Cost Allocation for Cooperative Demand-Side Resource Ag-
gregators

In Smart Grid, demand-side resources can be aggregated to participate in the electricity market [24, 29,

30], which can be considered as a short-term decision making problem [2]. We will investigate how

the agrgegated demand-side resources bid energy in the market and allocate the cost to each member.

The contribution of this chapter was published in the paper [49]

System Model

We consider a set of cooperative DRAs [29] coordinated by a commercialvirtual power plant(VPP)

[31] as shown in FigureA.10. The commercial VPP [50] manages the output of on-site distributed

renewable energy generators, energy consumption of flexible loads, deploys load reduction services,

and satisfies nonflexible load demands of multiple cooperative DRAs [29]. Each DRA can be consid-

ered as a cluster of several types of load, namely nonflexibleload, flexible load, reducible load, and

distributed renewable energy sources such as rooftop solarpanels and wind turbines [29]. Nonflexible

load is the one whose energy consumption cannot be deferred [16, 29]. The flexible load is modeled by

a multi-block utility function widely adopted in the literature [14, 28, 42, 44–46]1. The DRA can em-

ploy various load reduction services including load curtailment, back-up generator, and battery which

are captured via “reducible load” [10]. Detailed load reduction modeling is not considered for simplic-

ity [10]. All DRAs are coordinated via a commercial VPP [50], which participates in the short-term

two-settlement electricity market including the wholesale day-ahead (DA) and the real-time (RT) mar-

kets [24, 29] as a single entity [31]. The VPP is assumed to act as a price taker [31] and the bids do

not affect the DA/RT clearing prices [24, 29, 31]. Unidirectional interaction with the grid is adopted

[24], i.e., we can bid to purchase but cannot sell surplus energyto the grid [24, 29, 30]. The uniform

pricing rule and two-settlement system are used to model thefinancial settlement of DA and RT energy

deliveries [24]. In addition, the total cost of VPP or coalitions of DRAs must include the penalty cost

of energy bidding deviation [24], the load reduction services’ cost [10], and the flexible load utility

[42]. Detailed description of the considered market frameworkis presented in [24].

1Other flexible load models such as energy aggregation [29], EV aggregator [24], HVAC aggregator [16], load elastic
model [51–53] and their uncertainties can be integrated into the model, which will be considered in our future work.
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Figure A.10 –Schematic of cooperative DRAs under the VPP’s coordination

Cost Allocation Under Cooperative Game Model

The VPP makes decisions on the joint bidding strategy, i.e.,the DA bidding decisions before the

stochastic scenario materializes [29, 31]2, and determines the cost share of each DRA. The resulting

bidding costv(K ) must be split among the participants, i.e., the VPP needs to allocate each DRA’s

percentage quotaxk(%) of total expected bidding costv(K ) before the planning horizon begins:

NK

∑
k=1

xk = 1 (100%),xk ≥ 0.

The cost allocation problem, i.e., the determination ofxk, is addressed by using the cooperative

game theory [54]. In this study, the bidding strategy is modeled as risk averse two-stage stochastic

program [2] where Conditional Value at Risk (CVaR) is used as a risk measure. The cost functionv

is modeled as the optimal cost value achieved by a risk aversebidding optimization in the electricity

market and the percentage quotaxk(%) of the total VPP’s bidding costv(K ) is considered as the

solution of the studied cooperative gameG (K ,v).

2PJM time line:http://pjm.com/ /media/training/nerc-certifications/EM3-twosettlement.ashx
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Cost function

The cost functionv(S) of a coalitionSof DRAs can be defined as follows:

v(S) = v
(

eS
)

= min
PDA

t ,PRT
t,s ,DF

k,t,s,D
F
k,b,t,s,Uk,t,s,PG

k,t,s,D
R
k,t,s,ξ ,ηs

(1−β )
NS

∑
s=1

πs

NT

∑
t=1







λDA
t,s PDA

t ∆T+λRT
t,s

(

PRT
t,s −PDA

t

)

∆T

+λ p
∣

∣

∣
PRT

t,s −PDA
t

∣

∣

∣
∆T+

NK

∑
k=1

(

λ r
kDR

k,t,s∆T −Uk,t,s

)







+β

(

ξ+
1

1−α

NS

∑
s=1

πsηs

)

. (A.9)

s.t. Constraints of Flexible Load

Constraint of Reducible Load

Constraint of Distributed Generator

Power Balance Constraints

CVaR Constraints (A.10)

The cost function value obtained from (A.9) results from the risk averse expected cost minimization

of a coalitionS consisting of individual DRAsk ∈ S participating in the two-settlement electricity

market. It is the weighted sum of the expected cost of market bidding and the CVaR (the last term)

which are multiplied with 1−β andβ , respectively. The expected market bidding’s cost includes the

energy trading costs in DA marketλDA
t,s PDA

t ∆T, RT marketλRT
t,s

(

PRT
t,s −PDA

t

)

∆T, plus penalty cost due

to mismatch between DA bidding and RT dispatchλ p
∣

∣PRT
t,s −PDA

t

∣

∣∆T [24, 29], plus the cost of using

load reduction minus flexible load’s utility
NK

∑
k=1

(

λ r
kDR

k,t,s∆T −Uk,t,s

)

[10, 42]. These cost components

are calculated overNT time slots andNS generated scenarios whereπs is the probability of scenarios.

Based on the modelings of the constraints (A.10), the optimization definingv(S) is a linear pro-

gramming problem. In addition, the right-hand side of constraints is a linear transformation of coali-

tion indication vectoreS whereeS
k = 1 if k ∈ S and 0 otherwise. The cooperative game that has this

special cost function form is called a Linear Programming game, which is totally balance [55] and has

a nonempty coreC (v) which contain all budget balanced and stable cost allocation vectorx:

C (v)=







x∈ R
NK :

NK

∑
k=1

xk=1, ∑
k∈S

xkv(K ≤v(S),∀S∈2NK\{ /0}







. (A.11)
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Bi-objective Based Cost Allocation

The nonempty core by definition (A.11) is a polyhedron withNK−1 dimensions, which can contain

many potential cost allocation vectorsx. An arbitrary allocationx in the core can correspond to aweak

stablesolution since some coalitions attain very small or zero cost saving value and they might not

receive significant benefits to stay in the cooperation [54]. It might also beunfair since some DRAs

have larger percentage cost reduction than others [54]. Therefore, an efficient design must address two

main issues mentioned above, namely stability and fairness. In particular, the stability and fairness

metrics employed to design an efficient cost allocation strategy are described as follows:

• Stability metric:captures the minimal satisfaction, i.e., the worst-case cost savingδ ($) among

all coalitionsS.

• Fairness metric:captures the maximum deviation of the percentage cost saving among individual

DRAs which is the difference in percentage cost savingγ(%) between the DRA that achieves the

highest percentage cost saving and the DRA that achieves smallest percentage cost saving for a

given allocation vectorx∈ C (v) [54].

The core cost allocation design aims to find a cost allocationvectorx∈ C (v) that achieves efficient

tradeoff between the fairness and stability metrics, whichcan be modeled as a bi-objective optimization

problem as follows: (P0)

min
Φ,Φ,δ ,xk,γ

γ (A.12)

min
δ ,xk

−δ (A.13)

s.t:
NK

∑
k=1

xk = 1, xk ≥ 0, (A.14)

δ ≤ v(S)− ∑
k∈S

xkv(K ), ∀S∈ 2NK\{ /0,K } (A.15)

δ ≥ 0 (A.16)

Φ ≤ xk
v(K )

v({k})
≤ Φ, ∀k∈ K (A.17)

γ = Φ−Φ, (A.18)

where the optimization of the objective functions (A.12)-(A.13), which minimizes the valued vector

[γ,−δ ], aims to achieve the fairness and stability, respectively.Moreover, constraint (A.14) means

that the total cost (in fraction) is distributed among all DRAs while the auxiliary variableδ in (A.15)

provides the lower bound of the cost saving of all coalitionsS under cost allocation solutionx. The

minimal satisfaction, i.e., the worst-case cost savingδ ($) among all coalitionsS is maximized in

(A.13). The constraint (A.16) forces the allocation to be in the corex∈ C (v) while constraint (A.17)

provides the lower boundΦ and upper boundΦ for the ratio between allocated cost under grand

coalition and cost due to the non-cooperative scenario for all DRAs k (i.e., the cost percentage saving).
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The maximum deviationγ of the percentage cost saving of individual DRAs, which is the difference

of Φ andΦ as in (A.18), is minimized in (A.12).

To obtain Pareto optimal points, we convert problem (P0) into a single-objective optimization prob-

lem (P3) using theε-constraint method [56] since problem (P0) is linear. The stability objective func-

tion (A.13) is chosen to be optimized while the fairness objective (A.12) is converted into a constraint.

LetM+1 be the number of grid points of the Pareto front andm∈ {0,1, . . . ,M}. Two extremes points,

m= 0, andm= M+1, are determined by solving two following optimization problems respectively:

(P1)

min
Φ,Φ,δ ,xk,γ

γ

s.t: constraints (A.14) - (A.18).

(P2)

max
δ ,xk

δ

s.t: constraints (A.14)- (A.15).

Then, themth point on the Pareto front can be obtained by solving the following single-objective

optimization problem:

(P3)

max
Φ,Φ,δ ,xk,γ

δ

s.t: constraints (A.14)-(A.15), (A.17)-(A.18)

γ ≤ γm, (A.19)

whereγm is a parameter defining themth point on the Pareto front. In particular,γm is chosen as

γmin ≤ γm ≤ γmax. γmin andγmax can be obtained from the payoff table when we solve (P1), which

minimizes the maximum deviation of the percentage cost saving γmin, and (P2), which finds the nu-

cleolus allocation solution withδmax, respectively. In this study, the parameterγm identifying mth is

chosen as follows:

γm = γmin+m
γmax− γmin

M
. (A.20)

Pareto Front Construction

We solve (P1), (P2), and (P3) to haveM+1 points that define the Pareto front. All of them are large

scale optimization problem subject to 2NK−2 constraints (A.15) with only NK optimization variables
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xk. Hence, row constraint generation is a natural approach. Inparticular, we solve (P1) by solving

iteratively the master problem (MP1), which is a relaxed version of (P1) that only considers condition

(A.15) for a subsetO(S) ∈ 2NK−2, and the sub problem (SP1) that find the most violated constraint

with x∗ obtained from solving (MP1). The sub-problem (SP1) identifying a unexplored coalitionS∗

that achieves the least cost reduction as follows:

(SP1)
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NK
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eS
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s.t: 1≤
NK

∑
k=1

eS
k ≤ NK−1,eS

k ∈ {0,1} (A.22)

∑
k∈S

(1−eS
k)+ ∑

k/∈S

(eS
k)≥ 1, ∀S∈ O(S) (A.23)

Constraints (A.10) definingv(S) . (A.24)

The sub-problem (SP1) is a mixed integer linear program (MILP) with extra binary variableseS
k

acting as first-stage variables. Solving (SP1) enables us toobtaineS
∗
, which giveS∗ andv(S∗) simulta-

neously. Constraint (A.22), which meansS∈ 2NK\{ /0,K ,O(S)}, and constraint (A.23), which means

S /∈ O(S), ensures only unexplored coalitionsSare considered in this optimization problem. All origi-

nal constraints required in computingv(S) are given in (A.24). If we solve (MP1) and (SP1) iteratively

as summarized in Algorithm 1, we finally reachx∗ such thatδ ≥ 0 since the core is nonempty. Then,

γ is minimized and the obtainedx∗ ∈ C (v) is the final cost allocation solution for (P1). Similarly, we

can solve (P2) and (P3) optimally using the row constraint generation approach since the number of

constraints are much greater than the number of optimization variables. Solving (P1) (P2) andm (P3)

with differentγm let us haveM+1 Pareto points that form the Pareto front.

Numerical Results

We consider a VPP that coordinates the cooperation ofNK DRAs. The scheduling horizon is one day,

which is divided intoNT = 24 equal time slots, each lasting∆T = 1 hour. We assume that in each

time slott, each DRAk can aggregate 10% of total nonflexible load, which can be reduced by using

the load reduction (LR) services with priceλ r = 100$/MWh. The power capacity transferred via main
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grid isPmax
k = 15MW. Finally,v(S) is assumed to be well-defined, i.e., the market bidding optimization

problem due to coalitionS is feasible. Other data can be found in Chapter 5.

FigureA.11(a), A.11(b), A.11(c) show the Pareto fronts for the cost allocation problem when we

vary the risk parameterβ , flexible load scaleEF
scale, and penalty priceλ p, respectively. Each obtained

Pareto front describes the tradeoffs between the stabilityrepresented by the worst-case cost saving

value δ and the fairness captured by the maximum deviation of the percentage cost savingγ. For

all cases, whenγ = γmin then we haveδ = 0 meaning that we reach the minimum value ofδ while

still guaranteeing to operate in the core whose definition isgiven in (A.11). On the other hand, asδ
reaches its maximum valueδmax, which corresponds to the nucleolus as the minimum deviation of the

percentage cost saving among players, we achieves its maximum valueγ = γmax.

These two extreme points in the Pareto front correspond to the cases where the cost allocation so-

lution x is either at the fairness core point,γmin, or the lexicographically optimal point, the nucleolus

δmax, in the polyhedronC (v). These figures show that the proposed design enables us to determine

multiple different Pareto-efficient solutions in the core of the underlying cooperative game. Moreover,

one can choose an operation point on the Pareto front with desirable stability-fairness tradeoff. Specif-

ically, for a certain desired value of the maximum deviationof the cost percentage savingγ, one can

determine the corresponding cost allocation vector with the achievable value of the worst-case cost sav-

ing δ being maximized. This demonstrates the flexibility and efficiency of our proposed cost allocation

design compared to other existing designs such as the nucleolus-based cost allocation.

Conclusion

This study presents a computationally efficient cost allocation design for cooperative DRAs based on

the cooperative game core concept. We have proposed to exploit the nonempty core property of the

underlying balanced game and develop a bi-objective optimization framework that strikes the balance

between the allocation stability and fairness. We have employed theε-constraint and row constraint

generation methods to successfully construct the Pareto front of the cost allocation solutions with

manageable computation complexity. The proposed design can efficiently allocate percentage quota of

total bidding cost to individual DRAs while achieving desirable stability-fairness trade-off.
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Chapitre B

Résumé

B.1 Motivation de la recherche

L’industrie électrique a connu une transformation importante en passant des systèmes d’énergie centra-

lisés dominés par les grandes entreprises de services publics et très dépendants des ressources énergé-

tiques fossiles, aux réseaux intelligents avec une forte pénétration en terme d’énergies renouvelables

distribuées qui respectent l’environnement et impliquentactivement des consommateurs d’énergie sur

le marché déréglementation [2]. L’un des changements les plus importants est probablement l’adop-

tion généralisée de la gestion active de la demande dans les réseaux intelligents [3]. En fait, il a été

défini dans le titre XIII de la Loi sur l’acte d’indépendance et de sécurité énergétique (AISE) en 2007

que le réseau intelligent est un réseau électrique qui intègre une variété de mesures opérationnelles

et énergétiques, y compris les compteurs intelligents, lesappareils intelligents, les ressources énergé-

tiques renouvelables, et des ressources énergétiques pourmotiver la gestion de la demande active [3].

Le cadre des normes d’interopérabilité pour les réseàux intelligents définie par l’Institut national des

normes et de la technologie (INNT) est illustrée dans la figureB.1 [1].

La recherche et la réalisation de divers concepts et technologies de réseaux intelligents ont reçu des

investissements énormes provenant des gouvernements dansle monde entier. En particulier, l’infra-

structure avancée des technologies de l’information et de la communication (TIC) a été considérable-

ment améliorée dans de nombreux pays où un nombre massif de compteurs intelligents ont été installés,

par exemple, plus de 45 millions de compteurs intelligents ont été déployés par Le ministère de l’éner-

gie dans le cadre des subventions d’investissement du réseau intelligent [7]. De plus, les réseaux de

communication déployés et les systèmes de gestion des données forment l’infrastructure de mesure

avancée (IMA), qui permet une communication bidirectionnelle entre les services publics et les clients

[8]. La mise à niveau de l’infrastructure des TIC a ouvert la voie à la réalisation d’une gestion active

de la demande [9–15]. La décision intelligente prise par les entités ’côté demande’ peut apporter de

nombreux avantages au réseau intelligent [2]. Par exemple, les consommateurs d’énergie résidentielle

peuvent exploiter des systèmes de tarification dynamiques pour planifier leur consommation d’énergie

afin de minimiser leurs coûts[16–23].

Grâce au déploiement de l’infrastructure TIC du réseau, lesconsommateurs d’énergie résidentielle

et l’opérateur de réseau sont connectés et des services de ’réponse à la demande’ (RD) peuvent être
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offerts à l’opérateur du réseau en modifiant la consommationd’énergie, ce qui peut permettre au réseau

de fonctionner plus efficacement [13, 14, 24–27]. L’opérateur du réseau peut cependant être intéressé à

motiver ses clients (consommateurs d’énergie) à participer activement au programme RD par le biais,

par exemple, d’une politique de tarification appropriée. Une approche bien connue pour permettre à

l’opérateur de réseau de gérer les services RD de ses clientsconsiste à déployer l’entité LSE (Load

Serving Entity) [28]. Enfin, les petites entités du côté de la demande peuvent coopérer pour agir en

tant qu’entité unique sous la coordination d’un agrégat de ressources de la demande [29, 30] ou d’une

centrale électrique virtuelle [31], pour acheter de l’énergie sur le marché de gros puisque lesprix de

l’énergie en gros tendent à être moins chers que les prix de détail [32]. Afin de participer au marché de

gros, les entités de la demande doivent prendre plusieurs décisions telles que les décisions de coordi-

nation pour former une grande coalition de coopération, enchère d’énergie dans le marché, et partager

les avantages de la coopération entre eux.

En général, la conception des structures intelligentes de prise de décision pour les entités de la de-

mande peut être très difficile dans l’environnement du réseau intelligent avec une pénétration croissante

des énergies renouvelables dans le réseau de distribution [6, 33].Bien que respectueux de l’environne-

ment, les ressources énergétiques renouvelables telles que l’énergie solaire et éolienne peuvent être

très imprévisibles, ce qui peut conduire à de grandes difficultés pour assurer des opérations efficaces

et fiables du réseau de distribution impliqué [2]. En particulier, l’adoption d’une mauvaise stratégie de

gestion de l’énergie peut entraîner une faible utilisationdes énergies renouvelables [19, 34]. En outre,

la mauvaise paramétrage des prix ne peut pas s’attaquer à la fluctuation des sources d’énergie renou-

velables, ce qui entraîne éventuellement des opérations instables du réseau [35]. Enfin, la conception

appropriée d’une stratégie d’appel d’offres peut avoir deseffets positifs sur le résultat ainsi que le coût

des entités participant au marché de l’électricité côté demande. C’est une question importante parce

que les participants au marché doivent être responsables dela gestion des incertitudes de leurs sources

d’énergie renouvelable [29, 36].

En résumé, l’exploitation réussie de la gestion active de lademande exige la résolution de plusieurs

problèmes de prise de décision pour les entités de réseaux intelligents impliqués dans le réseau de

distribution. Cette thèse vise à résoudre certains de ces problèmes.

B.2 Objectifs et contributions de la recherche

Cette thèse vise à répondre à trois défis importants décrits ci-dessus, dont les contributions peuvent être

illustrées a la figureB.2 et résumées comme suit.

Au chapitre 3, nous étudions le problème d’ordonnancement de l’énergie domestique dans l’envi-

ronnement de tarification en temps réel. Plus précisément, nous proposons un modèle complet tenant

compte de l’intégration des énergies renouvelables dans lesystème énergétique domestique, c’est-à-

dire le système de chauffage solaire assisté par l’eau (HVAC). Ensuite, nous proposons une conception

d’un modèle de contrôle prédictif (MCP) en temps réel pour une maison intelligente équipée d’un sys-

tème de chauffage solaire assisté par l’eau (HVAC) et d’autres charges contrôlables en réponse à la

tarification en temps réel du signal. Nous concevons un algorithme à horizon glissant pour la gestion
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FIGURE B.1 –Modèle Conceptuel NIST Smart Grid 3.0 [1]

de l’énergie domestique afin de minimiser son coût, de garantir les contraintes du système tout en ex-

ploitant la relation de couplage énergétique du système de chauffage solaire thermique et le système

HVAC pour améliorer leur efficacité énergétique.

Au chapitre 4, nous considérons le problème du paramétrage des prix dans le réseau de distribution

pour motiver la participation des consommateurs d’énergieau service de la ’réponse à la demande’.

En particulier, nous proposons un système de tarification dynamique pouvant être mis en œuvre dans

le réseau de distribution sous le modèle d’entité de servicede Charge (LSE), qui est facile à implé-

menter et compatible avec la structure de marché actuelle. Notre conception crée une incitation pour la

charge flexible de répondre à la demande qui peut aider le LSE às’adapter aux fluctuations des prix de

l’électricité, de la charge conventionnelle non flexible etdes énergies renouvelables distribuées. Plus

précisément, nous présentons la formulation de la conception des prix proposée en utilisant la structure

de programmation à deux niveaux. Étant donné que le sous-problème de niveau inférieur est linéaire,

nous utilisons les conditions optimales KKT pour convertirle problème de deux niveaux en un seul

objectif mathématique avec des contraintes d’équilibre (MPEC), qui est ensuite transformé en un pro-

gramme linéaire de nombre entier mixé avec un seul objectif équivalent (MILP) en utilisant la formule

de Fortuny-Amat et le théorème de la forte dualité de la programmation linéaire. Le MILP obtenu peut

être résolu efficacement en utilisant des solutions commerciaux disponibles. Des résultats numériques

sont ensuite présentés pour illustrer l’efficacité de notreconception dans la motivation de l’intégration

de la réponse à la demande dans le réseau de distribution.

Le chapitre 5 étudie comment partager le coût des agrégats coopératifs de ressources à côté la

demande (DRA), qui sont basés sur des modèles génériques d’agents actifs de la demande. Plus préci-
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FIGURE B.2 –Problèmes traités dans cette thèse

sément, ces DRA sont coordonnés dans le cadre de la centrale virtuelle d’énergie pour soumissionner

conjointement sur le marché de l’électricité et le coût correspondant doit être réparti entre les membres.

À cette fin, nous présentons pour la première fois le modèle global d’allocation des coûts, applicable à

la structure actuelle du marché. Ensuite, le problème de la répartition des coûts est modélisé comme la

solution d’un jeu coopératif dans lequel toutes les DRAs agissent en tant que joueurs et la valeur de la

fonction des coalitions des joueurs est le résultat de leursstratégies optimales du marché de l’enchère

qui sont obtenues en résolvant les programmes stochastiques correspondants en deux étapes. Nous

montrons que le noyau du jeu étudié, qui définit tous les vecteurs de répartition budgétaire équilibrés

et stables, est non vide. Ensuite, nous proposons de déterminer le vecteur de répartition des coûts à

l’intérieur du noyau, en considérant le compromis entre différents critères en résolvant une optimisa-

tion bi-objectif. Cette dernière a un nombre exponentiel decontraintes avec des paramètres implicites

qui sont les valeurs de la fonction des coalitions. Étant donné que le nombre de partage des coûts

est seulement égal au nombre de DRAs, qui est beaucoup plus petit que le nombre de contraintes,

nous proposons un algorithme basé sur la combinaison des méthodesε-constraint et de génération des

contraintes ligne pour construire le front de Pareto dans uneffort de calcul facile à gérer.

B.3 Gestion de l’énergie d’une maison intelligente avec unecharge
thermique et solaire assistée avec considération des incerti-
tudes des prix et des énergies renouvelables

Les contributions de cette étude ont été publiées dans l’article [19]. En particulier, nous étudions com-

ment une seule maison intelligente équipée d’appareils à base d’énergie renouvelable peut répondre

aux signaux de prix variant dans le temps de la meilleure façon économique.

Modèle de système

Nous considérons un ménage typique dans l’environnement RTP où l’ordonnancement énergétique est

effectuée pour une période de 24 heures. Le ménage est équipéd’un système de chauffage à eau HVAC
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FIGURE B.3 –Le système de chauffage assisté par eau solaire HVAC

assisté par l’énergie solaire et d’autres charges de différents types telles qu’un véhicule électrique (EV),

machine à laver, un sèche-linge, une télévision et une pomped’alimentation en eau. Les charges, à

l’exclusion du système de chauffage combiné HVAC-eau, sontclassées selon les types contrôlables

et non contrôlables [37]. Les charges non contrôlables sont celles dont les opérations dépendent de

la volonté des utilisateurs tels que l’ordinateur, l’éclairage et la télévision. Les opérations de charges

non contrôlables ne sont pas prises en compte dans notre optimisation. En revanche, le programme

d’exploitation des charges contrôlables peut être optimisé sans perturber le style de vie de l’utilisateur.

Nous divisons la période d’ordonnancement considérée enN intervalles de temps d’ordonnancement de

longueur égale àτ où le prix de l’électricité dans chaque intervalle de temps est supposé être constant.

NotonsA comme l’ensemble de tous les appareils contrôlables etA1 représentant le HVAC,A2

pour les charges interruptibles et reportables,A3 pour les charges non interruptibles et reportables, et

A4 pour les charges non interruptibles et non reportables. Alors, nous avonsA= A1∪A2∪A3∪A4.

Le système de chauffage solaire assisté par l’eau HVAC représente une charge importante du mé-

nage, qui est décrite dans ce qui suit. Les composants typiques et la conception de ce système sont

illustrés à Figure B.3 [38]. Il se compose d’un capteur solaire, d’un réservoir d’eau et d’un système

HVAC. L’énergie solaire est collectée et transformée en énergie thermique qui est stockée dans le ré-

servoir d’eau par le capteur solaire. L’eau chaude du réservoir supporte alors la demande d’eau chaude

sanitaire et la demande de chauffage/refroidissement du système HVAC. Le fonctionnement du HVAC

est basé sur le principe que l’énergie utilisé pour déplacerla chaleur autour est souvent plus petite que

l’énergie utilisée pour générer de la chaleur. Par conséquent, la chaleur supplémentaire du réservoir

d’eau peut être utilisé pour supporter l’énergie nécessaire utilisée pour commander le cycle thermique

en mode chauffage/refroidissement du HVAC. Pour couvrir lademande de chaleur restante en temps

nuageux ou pendant la nuit, le réservoir d’eau est égalementéquipé d’un chauffage auxiliaire. Dans cet

article, nous utilisonst et s pour désigner les indices de créneaux horaires et de scénarios, respective-

ment.

Dans le système de chauffage solaire assisté HVAC et le système de chauffage par l’eau, l’énergie

solaire est collectée et est transformée en énergie thermique qui est stockée dans le réservoir d’eau

par le biais du collecteur solaire. De plus, le HVAC transfère de la chaleur d’appoint au condenseur.

Le fluide frigorigène est pompé entre deux serpentins échangeurs de chaleur appelés évaporateur et
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condenseur par la pompe du compresseur. Dans l’évaporateur, le réfrigérant est évaporé à basse pres-

sion et absorbe la chaleur de son environnement. Le fluide frigorigène est comprimé sous haute pression

puis transféré dans la bobine du condenseur où il est condensé à haute pression et libère la chaleur ab-

sorbée plus tôt dans l’évaporateur. Le cycle est entièrement réversible ; Par conséquent, le HVAC peut

fournir le mode de refroidissement et de chauffage. Pour le refroidissement, la chaleur est extraite de

la maison et libérée à l’extérieur. Pour le chauffage, la chaleur extraite de l’extérieur est utilisée pour

chauffer la zone intérieure.

La consommation d’énergie du système HVAC réside principalement dans la pompe du compres-

seur et le condenseur pour maintenir la température du condenseur [39]. En ajoutant de la chaleur de

support au condenseur, moins de consommation d’énergie estnécessaire pour faire fonctionner le cycle

de la chaleur du HVAC. Le coefficient de fonctionnement (COP)est donc augmenté. Pour le chauffage

assisté par l’énergie solaire, la chaleur captée dans le réservoir d’eau est utilisée comme chaleur d’ap-

point pour le HVAC. Pour la modélisation, nous imposons les contraintes pour le système de chauffage

et de HVAC assisté par l’énergie solaire.

Stratégie de gestion de l’énergie

Nous utilisons la programmation stochastique en deux étapes pour formuler le problème d’ordonnan-

cement où la technique de simulation Monte Carlo est utilisée pour générer des scénarios aléatoires.

En outre, le problème formulé est résolu en utilisant la procédure à horizon glissant [16]. À cette fin,

nous résolvons à plusieurs reprises le problème d’optimisation stochastique sous-jacent dans chaque

intervalle de temps compte tenu de la réalisation des variables aléatoires (c’est-à-dire le prix de l’élec-

tricité et l’énergie renouvelable) dans l’intervalle de temps actuelt0. En particulier, nous minimisons la

somme du coût de l’électricité due à la consommation d’énergie à l’heure actuellet0 (étant donné que

le prix de l’électricité, l’éclairement solaire et la température extérieure à l’heure actuellet0 actuel sont

connus) et le coût prévu de l’électricité entre le créneau horaire t0+1 et la dernière tranche horaire

N. Les informations connues sur les incertitudes du système telles que le prix, l’éclairement solaire,

la température extérieure, la consommation d’énergie de charge non contrôlable sont mises à jour au

cours de ce processus à horizon glissant.

Par conséquent, nous considérons l’objectif d’optimisation suivant à chaque instantt0

min
ps

i,t
∑
i∈A

{

pi,t0ct0τ +
NS

∑
s=1

ρs
N

∑
t=t0+1

ps
i,tc

s
t τ

}

(B.1)

où ρs indique la probabilité du scénarios, qui est utilisée pour calculer le coût attendu vers la fin de

la période d’ordonnancement, etps
i,t est la consommation d’énergie de la chargei à l’instantt dans le

scénarios.

Cette technique de programmation stochastique en deux étapes pour la gestion de l’énergie do-

mestique suit la méthode de réduction des arbres, où de multiples scénarios sont générés pour saisir

l’incertitude des facteurs de prix et de conditions climatiques [16]. Ce problème d’optimisation est

soumis aux contraintes d’exploitation de chaque type d’appareils et aux contraintes de consommation

totale d’énergie, qui peuvent être résumées comme suit :
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FIGURE B.4 –Planification Stochastique Roulant pour la Gestion de L’Énergie Domestique

min
ps

i,t
∑
i∈A

{

pi,t0ct0τ +
NS

∑
s=1

ρs
N

∑
t=t0+1

ps
i,tc

s
t τ

}

(B.2)

s. c. Contraintes du système,

Contraintes du système de chauffage solaire assisté par l’eau HVAC,A1,

Contraintes de charges interruptibles et reportables,A2,

Contraintes des charges non interruptibles et reportables, A3,

Contraintes de charges non interruptibles et non reportables,A4. (B.3)

La procédure de calcul est illustrée à la FigureB.4. Ce problème est un programme linéaire à va-

riables mixtes (MILP), qui est résolu en utilisant le solveur CPLEX. Nous utilisons la méthode de

simulation Monte Carlo pour générer des scénarios afin de représenter divers facteurs incertains, y

compris l’erreur de prévision de prix, l’éclairement solaire, la température extérieure et la consom-

mation d’énergie de la charge non contrôlable. En général, le nombre de scénarios générés doit être

suffisamment grand pour garantir l’efficacité de l’ordonnancement énergétique. Cependant, un grand

nombre de scénarios peut conduire à une grande complexité decalcul. Pour un problème de grande

envergure, on peut utiliser une méthode de réduction de scénarios pour éliminer le scénario ayant une

probabilité très faible, agréger des scénarios de distances rapprochées basés sur une certaine métrique

de probabilité, et réduire le nombre de scénarios et donc minimiser la charge de calcul. Nous utilisons

le logiciel GAMS/SCENRED [40] pour générer/réduire l’ensemble des scénarios de ce travail.

Résultats numériques

Nous considérons un ménage typique avec chauffage à eau HVACassisté par l’énergie solaire et 3

différentes charges contrôlables. La limite de la puissance de toutes les charges contrôlables est sup-

posée égales à 20 KW pour la simplicité et le seuil pour la consommation d’énergie pour une heure

est 15 KWh. Les données sur la demande d’eau sont extraites de[25]. Les paramètres pour le chauf-

fage solaire assisté HVAC et le système de chauffage par l’eau sont décrits comme suit. Le réservoir

de stockage thermique a un volume de 84gal, ce qui équivaut à 0.32 m3. Le réservoir peut recevoir
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l’énergie du chauffage et du collecteur solaire. LeCOP des systèmes hybride et autonome sont 5 et

3, respectivement [39]. D’autres paramètres du système solaire sont extraits de [41]. La température

du réservoir doit être comprise entre [40oC, 70oC]. L’intervalle de confort de température est choisie

[20−∆T, 20+∆T] où ∆T représente la tolérance thermique, qui est égale à 1 sauf indication contraire.

Le fonctionnement et les coûts correspondants à la maison intelligente sont influencés par différents

paramètres du système, y compris la tolérance du comfort thermique, la contrainte de température du

réservoir d’eau, et la taille du collecteur solaire. Nous étudions les variations du coût de l’énergie pour

trois cas différents. Tout d’abord, l’effet de la tolérancede la température ambiante sur le coût de

l’énergie est montré à la FigureB.5(a). Cette figure montre que l’augmentation de la tolérance à la

température interne entraîne une diminution du coût de l’électricité comme prévu.

La figureB.5(b) illustre l’influence de la température maximale du réservoir d’eau sur le coût éner-

gétique. En augmentant la température maximale du réservoir d’eau, plus d’énergie peut être stockée,

ce qui permet une plus grande souplesse dans la consommationd’énergie d’ordonnancement pour ré-

duire le coût de l’électricité. Il est intéressant de noter que le coût de l’électricité diminue avant de

saturer à la valeur minimale. Cela implique que pour une taille de collecteur solaire donnée et un

dispositif de chauffage auxiliaire, la quantité d’énergiesolaire captée et la puissance de chauffage sont

limitées ; par conséquent, l’énergie stockée dans le réservoir est également limité. Notez également que

l’augmentation de la température maximale du réservoir d’eau peut entraîner une meilleure économie,

ce qui peut toutefois affecter la durée de vie de l’équipement.

La FigureB.5(c)décrit la variation du coût de l’électricité avec la taille du collecteur solaire. Pour

le chauffage conventionnel HVAC et le chauffage par l’eau, l’énergie solaire n’est pas utilisée de sorte

que le coût de l’électricité reste inchangé. Pour les systèmes intégrant l’énergie solaire, à mesure que

nous augmentons la taille du capteur solaire, ce qui signifiequ’une plus grande quantité d’énergie

solaire peut être captée, le coût de l’électricité diminue avant de s’établir à la valeur minimale. Cette

dernière correspond à la limite de la capacité thermique du réservoir d’eau. A partir des résultats des

FiguresB.5(a), B.5(b)etB.5(c), on constate que le chauffage à eau HVAC assisté par l’énergie solaire

permet d’obtenir la plus grande économie des coûts. C’est eneffet grâce à l’utilisation de l’énergie

solaire et la souplesse de fonctionnement du réservoir d’eau, qui sert au stockage de l’énergie pour

supporter à la fois les charges du HVAC et celles du chauffagepar l’eau.

Les FiguresB.6(a) et B.6(b) illustrent les impacts de la taille du certaine dimension ducapteur

solaire et de la température maximale du réservoir d’eau, proportionnelle à la capacité thermique du

réservoir, sur le coût énergétique. Ces chiffres montrent que l’augmentation de la température maxi-

male admissible du réservoir d’eau, qui réduirait la durée de vie du réservoir d’eau, et l’augmentation

de la taille du capteur solaire entraîneraient une réduction du coût énergétique. Cependant, le coût éner-

gétique converge asymptotiquement vers ses valeurs minimales. Ainsi, au-delà d’une certaine valeur

de capteur solaire et de température maximale, le cycle de travail du chauffage auxiliaire atteint son

minimum pour maintenir la température du réservoir d’eau lorsque le soleil n’est pas disponible. Cette

valeur minimale correspond à la capacité du réservoir d’eau(m3) et à la perte de chaleur. Lorsque

la taille du collecteur solaire est faible, apparemment le coût n’est pas affecté par le chauffage auxi-

liaire. En effet, l’énergie solaire captée est insuffisantepour supporter la perte de chaleur et la charge
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(c) Effet de la taille du capteur solaire

FIGURE B.5 –Effets des paramètres du système sur le coût de l’électricité

thermique. Par conséquent, le réservoir opère principalement en se basant sur son appareil de chauf-

fage auxiliaire. L’impact de la limite maximale de température du réservoir d’eau n’est significatif que

lorsque la taille du collecteur solaire est suffisamment grande (au-dessus de 3m2) et lorsque la quantité

d’énergie solaire captée est considérable.

Conclusion

Nous avons proposé une conception de gestion de la maison enrgy (HEM) unifiée pour minimiser le

coût de l’électricité qui tient compte des préférences de confort des utilisateurs et de la charge ther-

mique assistée par le soleil. Le modèle mathématique développé capture l’opération conjointe de la

HVAC assisté par le soleil et le système à eau chaude tout en tenant compte des opérations détaillées

de divers types d’appareils ménagers et de l’incertitude dans le prix de l’énergie solaire et d’électricité.
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FIGURE B.6 –Coût de l’énergie par rapport à la taille du collecteur solaire et de la température de la cuve

Nous avons proposé de résoudre le problème énergétique en utilisant l’approche stochastique en deux

étapes. Enfin, des résultats numériques ont été présentés pour montrer l’économie d’énergie significa-

tive pour le système avec la charge thermique solaire assistée en comparaison avec d’autres systèmes

classiques.

B.4 Conception dynamique des prix pour l’Intégration de la ré-
ponse à la demande dans les réseaux de distribution

Modèle de système

Nous considérons un LSE qui peut prendre l’énergie à partir de diverses sources, y compris le réseau

principale, les ressources DR, les batteries et les DER locales y compris les RES (par exemple l’éner-

gie éolienne et solaire) et les DG d’appoint (par exemple, les générateurs diesel, les microturbines et

les piles à combustible) pour servir ses clients, ce qui est illustré à la FigureB.7. Le problème d’or-

donnancement énergétique est considéré dans une période d’une journée qui est divisée en 24 tranches

de temps égales. Par souci de simplicité, nous supposons quele LSE a plusieurs DG conventionnelles

telles que les générateurs diesel et les piles à combustible, et n’achète pas d’énergie des DG tradi-

tionnelles privées. En outre, la LSE n’a pas d’énergies renouvelables. Nous supposons que le LSE

a des contrats detake-or-pay[42], également connus sous le nom de Power Purchase Agreements

(PPA) dans certains marchés, avec des fermes éoliennes locales et/ou d’énergie renouvelable. Dans

les contratstake-or-pay, la LSE achète toute l’énergie renouvelable disponible générée par ces fermes

éoliennes/solaires à un prix fixe qui est généralement inférieur au prix moyen du réseau principal. Sans
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perte de généralité, nous supposons que les prix payés à toutes les sources d’énergie renouvelables sont

les mêmes (cRESt ). Enfin, le LSE peut avoir quelques batteries de stockage.

On suppose que les charges du système appartiennent à l’une des deux catégories, à savoir les

charges flexibles et inflexibles. Les charges inflexibles ou les charges critiques sont celles que le LSE

doit servir. Si le LSE ne peut pas servir pleinement les charges inflexibles, certaines des charges in-

flexibles doivent être réduites, ce qui est appelé réductionde charge involontaire (ILC). Un coût de

pénalité très élevé (cLC) est imposé à la LSE pour la ILC puisque l’objectif principalde la LSE est

d’assurer la fourniture d’électricité à ses clients [43]. Des frais inflexibles sont facturés sur la base du

prix de vente régulier (cRt ). En revanche, on suppose que les charges flexibles sont agrégées par un ou

plusieurs agrégats de DR qui bénéficient d’une tarification dynamique qui devrait être conçu pour offrir

des avantages aux agrégats de DR. Une stratégie pratique pour encourager les agrégats DR à participer

à notre modèle d’exploitation proposé consiste à leur permettre d’économiser des coûts.

Dans la pratique, un client de charge souple peut hésiter à participer à un système de tarification

en temps réel puisque les prix de l’électricité dans ce régime peuvent être supérieurs au prix de détail

régulier pour plusieurs heures de la journée. Les charges d’un client de charge flexible incluent la

charge critique qui ne doit pas être perdue ou déplacée et la charge flexible qui peut être versé ou

déplacé. Par conséquent, si le client de charge flexible a unegrande partie de la charge critique pendant

les heures de prix élevés, nous ne pourrions pas être en mesure de garantir des économies pour le client

par rapport au cas où le client est facturé au prix fixe. Par conséquent, l’une des approches les plus

pratiques que le LSE peut utiliser pour attirer des clients de charge flexible à participer au modèle de

tarification proposé est d’offrir le prix DR (c’est-à-dire le prix de détail que le LSE facture aux charges

flexibles ou aux agrégats DR) inférieur ou égal au prix de détail à chaque heure. Dans le pire des cas

où le prix DR est égal au prix régulier de vente au détail, le coût imposé aux entités participantes est le

même que celui auquel ils sont facturés au prix de détail régulier.

Cette conception nous permet d’empêcher les petits consommateurs individuels d’énergie flexibles

d’interagir directement avec le marché de gros, ce qui compliquerait le fonctionnement du marché de

gros. En outre, notre conception assure que le nombre de parties prenantes dans notre modèle ainsi que

le nombre de variables dans le problème d’optimisation formulé soit réduit de manière significative.

De plus, nous supposons que les agrégats DR ont des contrats DR avec des clients de charge flexibles

pour que ces clients puissent déclarer les caractéristiques de leurs charges ou fonction inconfort dans le

cas de la réduction de la charge ou le transfert de charge aux agrégats DR. Sur la base des informations

de charge fournies par leurs clients, chaque agrégat DR peutconstruire une fonction d’utilité agrégée

appropriée, qui est ensuite envoyée au LSE.

Le problème d’optimisation sous-jacent est formulé comme un programme à deux niveaux où

le LSE est le leader et chaque agrégat DR est un suiveur. Le résultat de ce problème contient les

séries de prix DR dynamiques optimales (cDRt ) sur l’horizon d’ordonnancement. De plus, les sorties du

problème proposé inclut les commerces horaires de l’énergie entre le LSE et le réseau principal (Pg
t ), la

génération prévue des ressources locales RES et DG (PRES
t ) (Pi,t), respectivement, la charge/décharge

des batteries (Pc
k,t,Pk,t LC) et la consommation horaire d’énergie des agrégats DR (Pd,t).
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FIGURE B.7 –Modèle de Système et Approche de Solution

Formulation du problème

L’objectif de LSE est de maximiser son profitPro f it =Rev−CostoùRevest le revenu de détail obtenu

en servant des charges inflexibles (au prixc s f R
t ) et des charges flexibles (au prixc s f DR

t ) :

Rev=
NT

∑
t=1

∆T

[

cRt (Dt −DLC
t )+

ND

∑
d=1

cDRt Pd,t

]

(B.4)

oùDt −DLC
t est la quantité de charge inflexible que le LSE sert au tempst. Le coût d’exploitation de la

LSE inclut le coût d’achat / vente de l’électricité du réseauprincipal avec le prixcgt , l’achat d’énergie

renouvelablePRES,a
t à prix cRESt Les coûts d’exploitation de la DG, y compris le coût de démarrage

SUi,t, le coût d’expéditionCi(Pi,t) [43], et le coût de pénalité pour la réduction involontaire de lacharge

cLCDLC
t . Par conséquent, nous avons

Cost=
NT

∑
t=1

∆T

[

Pg
t cgt +cRESt PRES,a

t +
NG

∑
i=1

(SUi,t +Ci(Pi,t))+cLCDLC
t

]

. (B.5)

Cet objectif du LSE est soumis à plusieurs contraintes, notamment les contraintes de balance de

puissance, les contraintes d’échange d’énergie avec le réseau principale, les contraintes d’énergie re-

nouvelable, les contraintes involontaires de restrictionde charge, les contraintes de générateur ther-

mique, les contraintes de batterie, qui sont MILP, et les contraintes de charge flexible DR, qui sont

modélisées comme un problème d’optimisation plus faible sous-jacent.
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FIGURE B.8 –Fonction d’utilité DR

En particulier, la consommation d’énergiePd,t de l’agrégat DRd dépend du prix DRcDRt fixé par

le LSE, (cDRt ≤ cRt , ∀ t) comme suit :

max
Pd,t

NT

∑
t=1

[

Ud,t(Pd,t)−∆TcDRt Pd,t

]

. (B.6)

oùUd,t(Pd,t) est l’utilité de l’agrégat DRd en consommantPd,t et ∆TcDRt Pd,T est le coût que l’agrégat

DR d paie pour le LSE.

Dans cet article, les fonctions d’utilité deUd,t(Pd,t) sont modélisées par des fonctions utilitaires

multi-bloc, qui sont couramment utilisées dans la littérature [42, 44–46]. L’utilité marginale d’un bloc

de demande diminue dans la mesure que l’indice des blocs de demande augmente. FigureB.8 montre

la fonction d’utilité de l’agrégat DRd à l’instantt. Comme nous pouvons l’observer, cette fonction a

quatre blocs de demande (c’est-à-dire,NMd = 4). Les valeurs au point A, C, D, E sontPmax
d,1,t , Pmax

d,1,t +

Pmax
d,2,t , Pmax

d,1,t+Pmax
d,2,t+Pmax

d,3,t , etPmax
d,1,t+Pmax

d,2,t+Pmax
d,3,t+Pmax

d,4,t , respectivement. Si la demande planifiée de l’agré-

gat DRd à l’instantt est OB (c’est-à-dire,Pd,t = OB), alors la valeur d’utilité pour la consommation

de charge de l’agrégatd à l’instantt est égale à la zone ombrée. Généralement, nous avons

Ud,t(Pd,t) = ∆T
NMd

∑
m=1

ud,m,tPd,m,t (B.7)

Pd,t =
NMd

∑
m=1

Pd,m,t. (B.8)

La modélisation de cette fonction d’utilité se traduira parun programme linéaire qui décrit le pro-

blème d’optimisation du suiveur (inférieur) de l’agrégat DR d. Puisque le problème inférieur est un

programme linéaire, nous le remplaçons en premier par ses conditions optimales KKT. Le problème

obtenu est un problème d’optimisation uni-objectif avec des contraintes complémentaires (MPEC).

Nous supprimons ensuite les termes non linéaires dans le MPEC en utilisant l’approximation Fortuny-

Amat [47] et le théorème de la dualité forte du problème de programmation linéaire. Le problème final
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d’optimisation équivalente est MILP, qui peut être facilement résolu avec GAMS/CPLEX. Ces étapes

sont résumées dans la FigureB.7(b).

Résultats numériques

Nous supposons que le LSE peut prédire le prix de l’électricité, la charge inflexible, et la production

d’énergie renouvelable avec une grande précision. Pour simplifier, nous utilisons les données histo-

riques des paramètres du système correspondant comme leursvaleurs de prévision. Plus précisément,

le coût de pénalité pour une réduction involontaire de charge est égale à 1000$/MWh [48]. Le prix

de l’énergie renouvelable que le LSE paie pour les fermes vent/solaires locales est supposé être 40

$/MWh. Pour simplifier, nous supposons quePg,max
t = Pgrid et cRt = cR, ∀t. Le prix de détail courant

dans le cas de base est 60 $/MWh et nous supposons que le LSE ne possède pas de batterie de stockage

dans le cas de base. On trouvera d’autres données au chapitre5.

Les deux schémas suivants sont considérés :

• Schéma 1 (S1): Le LSE résout le modèle d’optimisation proposé. Les agrégats DR bénéficient

d’un tarif de détail dynamique.

• Schéma 2 (S2): Le LSE résout le même problème d’optimisation. Cependant,le prix de détail

régulier est appliqué aux agrégats DR (c’est-à-direcDRt = cRt ,∀t). Dans ce schéma, les agrégats

DR n’ont aucune incitation à modifier leurs charges.

TABLE B.1 –Comparaison entre le Schéma 1 et le Schéma 2

cR
t Payement 1 Payement 2 Profit 1 Profit 2 DR1 DR 2

$/MWh $ $ $ $ MWh MWh

47 2607.2 2403.2 695.7 146.8 272.0 213.6

50 2061.2 1786.6 2103.9 1476.9 270.0 201.6

55 1250.2 778.6 4599.9 3942.8 240.0 201.6

60 251.0 -229.4 7191.3 6408.7 201.6 201.6

65 -756.9 -1237.4 9657.2 8874.6 201.6 201.6

Le tableauB.1 montre la comparaison des performances entre le Schéma 1 et le Schéma 2 pour

différentes valeurs du prix de détail régulier. Paiement 1,Paiement 2 représentent les gains totaux

des agrégats DR; Profit 1, Profit 2 indiquent les valeurs du profit optimales du LSE; DR1 et DR2

représentent la consommation d’énergie totale des agrégats DR sur l’horizon de planification pour le

Schéma 1 et le Schéma 2, respectivement. Le tableauB.1 montre que le niveau minimal de consomma-

tion d’énergie de tous les agrégats DR est de 201.6 MWh et que les avantages totaux des agrégats DR et

le bénéfice optimal de la LSE sur la Figure 1 sont nettement plus importants que ceux du Schéma 2. Par

conséquent, nous pouvons conclure que le Schéma 1 surpasse le Schéma 2 en termes d’amélioration

des paiements des agrégats DR et du bénéfice de LSE.
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La Figure B.9 montre les prix horaires optimaux du DR sur l’horizon de planification pour diffé-

rentes valeurs decR et Pgrid. On peut observer que le prix de DR est très faible pendant lestranches

de temps 1-8, assez bas pendant l’intervalle de temps 9-16 ettrès élevé pendant les créneaux de temps

17-24. Intuitivement, le LSE fixerait un prix de DR faible pendant certains créneaux horaires pour

encourager les agrégats DR à consommer plus d’énergie. En outre, il peut fixer un prix de DR élevé

(c’est-à-dire, proche ou égal au prix de détail régulier) pour décourager les agrégats DR à consommer

de l’énergie.
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FIGURE B.9 –Prix DR

Il y a plusieurs raisons pour que le LSE fixe un prix de DR bas. Tout d’abord, lorsque leprix de

réseauest faible, le LSE serait intéressé à acheter plus d’énergieà partir du réseau principal au service

de ses clients à un prix de DR entre le prix de du réseau et le prix de détail régulier. Deuxièmement,

le prix du réseau peut varier de manière significative sur l’horizon de la planification, ce qui offre des

possibilités aux le LSE pour arbitrer entre les périodes hautes et basses prix. Par conséquent, le LSE

établit des prix de DR bas pour encourager le transfert de charge des agrégats DR afin de réduire le coût

d’importation de l’énergie du réseau principal. En outre, les agrégats DR peuvent réduire leurs factures

en déplaçant leurs charges aux heures de faible prix de DR. Enfin, si la production d’énergie renou-

velable est élevée, le LSE fait face à la limite de puissance au PCC (à savoir,Pgrid) ; par conséquent,

il se vendrait autant d’énergie que possible à ses clients à des prix DR bas plutôt que de restreindre

l’excédent d’énergie renouvelable.

Conclusion

Dans cette étude, nous avons proposé un nouveau cadre opérationnel pour un LSE, qui sert à la fois

aux charges souples et inflexibles. Le système de tarification proposé peut être facilement mis en œuvre

puisqu’il est compatible avec la structure de prix existante sur le marché de détail. De nombreux ré-

sultats numériques ont montré que le régime proposé contribue à accroître le bénéfice de la LSE et

les retombées pour les agrégats de DR, à réduire la réductionde la charge involontaire et l’énergie

renouvelable.
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B.5 Répartition des coûts pour les agrégats coopératifs de res-
sources à la demande

Dans le réseau intelligent, les ressources à la demande peuvent être agrégées pour participer au marché

de l’électricité [24, 29, 30], qui peut être considéré comme un problème de décision à court terme [2].

Nous examinerons comment ils achètent de l’énergie sur le marché et attribuent le coût à chacun de

leur membre. La contribution de ceux-ci chapitre a été publiée dans l’article [49]

Modèle de système

Nous considérons un ensemble de DRA coopératifs [29] coordonné par uneCentrale électrique vir-

tuelle commerciale (VPP) [31] comme le montre la FigureB.10. Le VPP [50] gère la production

des générateurs d’énergie renouvelable distribués sur place, la consommation d’énergie des charges

flexibles, déploie des services de réduction de charge et satisfait aux exigences de charge non flexibles

de multiples DRA coopératifs. Chaque DRA peut être considéré comme une grappe de plusieurs types

de charge, à savoir la charge non flexible, la charge flexible,la charge réductible, et les sources d’éner-

gie renouvelables distribuées telles que les panneaux solaires et les éoliennes [29]. La charge non

flexible est celle dont la consommation d’énergie ne peut être différée [16, 29]. La charge flexible est

modélisée par une fonction de multi-bloc d’utilité largement adoptée dans la littérature [14, 28, 42, 44–

46] 1. Le DRA peut employer divers services de réduction de charge, y compris la raccourcissement de

charge, le générateur de secours et la batterie qui sont capturé via la charge réductible [10]. La modéli-

sation détaillée de la réduction de charge n’est pas considérée sa simplification [10]. Toutes les DRAs

sont coordonnées par l’intermédiaire d’un VPP [50] commercial, qui participe au marché d’électricité

à court terme à deux règlements, y compris le commerce de grosdu jour-avant (DA) et les marchés

en temps réel (RT) [24, 29] comme une entité unique [31]. Le VPP est supposé agir comme preneur

de prix [31] et les enchères n’affectent pas les prix DA/RT [24, 29, 31]. L’interaction unidirectionnelle

avec le réseau est adoptée [24], c’est-à-dire que, nous pouvons enchérir pour acheter, mais nous ne

pouvons pas vendre de l’énergie excédentaire au réseau [24, 29, 30]. La règle de tarification uniforme

et le système à deux règlements sont utilisés pour modéliserle règlement financier des livraisons des

énergies de DA et RT [24]. En outre, le coût total de VPP ou de coalitions de DRA doit inclure le coût

de pénalité de l’écart d’enchères d’énergie, le coût de services de réduction de charge et l’utilitaire de

charge flexible [42]. Une description détaillée du cadre de marché considéré est présentée dans [24].

Allocation de coûts dans le modèle de jeu coopératif

Le VPP prend des décisions sur la stratégie conjointe d’appel d’offres , c’est-à-dire les décisions d’ap-

pel d’offres de la DA avant que le scénario stochastique ne sematérialise [29, 31] 2, et détermine la

part de coût de chaque DRA. Le coût d’enchères résultantv(K ) doit être réparti entre les participants,

1Autres modèles de charge flexibles tels que l’agrégation d’énergie [29], agrégat EV [24] et leur incertitude peuvent
être intégrées dans le modèle, ce qui sera considéré dans notre futur travail

2PJM time line :http ://pjm.com/ /media/training/nerc-certifications/EM3-twosettlement.ashx
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FIGURE B.10 –Schéma des DRA coopératives sous la coordination du VPP

c’est-à-dire que le VPP doit allouer le quota de chaque DRAxk(%) du coût d’enchères attenduv(K )

avant que l’horizon de planification commence :

NK

∑
k=1

xk = 1 (100%),xk ≥ 0.

Le problème d’allocation des coûts, c’est-à-dire, la détermination dexk, est résolu en utilisant la

théorie des jeux coopératifs [54]. Dans cette étude, la stratégie d’appel d’offres est modélisée comme

un programme stochastique en deux étapes à risque avéré [2] où la valeur conditionnelle à risque

(CVaR) est utilisée comme mesure de risque. La fonction de coût v est modélisée comme la valeur

optimale de coût obtenue par une enchère d’optimisation à risque avéré dans le marché de l’électricité

et le pourcentagexk(%) du coût total d’enchères de VPPv(K ) est considéré comme la solution étudié

du jeu coopératifG (K ,v).
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Fonction coût

La fonction de coûtv(S) d’une coalitionSde DRA peut être définie comme suit :

v(S) = v
(

eS
)

= min
PDA

t ,PRT
t,s ,DF

k,t,s,D
F
k,b,t,s,Uk,t,s,PG

k,t,s,D
R
k,t,s,ξ ,ηs

(1−β )
NS

∑
s=1

πs

NT

∑
t=1







λDA
t,s PDA

t ∆T+λRT
t,s

(

PRT
t,s −PDA

t

)

∆T

+λ p
∣

∣

∣
PRT

t,s −PDA
t

∣

∣

∣
∆T+

NK

∑
k=1

(

λ r
kDR

k,t,s∆T −Uk,t,s

)







+β

(
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s.t. Contraintes de charge flexible

Contraintes de la charge redutile

Contraintes du générateur Distributed

Contraintes d’équilibre de puissance

Contraintes CVaR (B.10)

La valeur de la fonction de coût obtenue de (B.9) résulte de la minimisation des coûts prévus d’une

coalition S composée dek ∈ S DR participant au marché de l’électricité à deux règlements. Il s’agit

de la somme pondérée du coût attendu des enchères de marché etCVaR (le dernier terme), qui sont

multipliées par 1−β et β respectivement. Le coût de l’offre de marché attendue comprend les coûts

de négociation d’énergie sur le marché DAλDA
t,s PDA

t ∆T, le marché DAλRT
t,s

(

PRT
t,s −PDA

t

)

∆T, plus

pénalitéλ p
∣

∣PRT
t,s −PDA

t

∣

∣∆T [24, 29], plus le coût d’utilisation de la réduction de charge moinsl’utilité

de la charge flexible
NK

∑
k=1

(

λ r
kDR

k,t,s∆T −Uk,t,s

)

[10, 42]. Ces composantes de coût sont calculées surNT

créneaux horaires etNS scénarios oùπs est la probabilité du scénarios.

L’optimisation définissantv(S) est un problème de programmation linéaire. En outre, le côtédroit

des contraintes est une transformation linéaire de l’indication de vecteur de coalitioneS où eS
k = 1 si

k∈ Set 0 sinon. Le jeu coopératif qui a cette forme de fonction de coût spécial est appelé ensemble de

programmation linéaire, qui est totalement équilibré [55] et a un noyau non videC (v) qui contiennent

tout le budget-équilibré et stable allocation des coûts vecteurx :

C (v)=







x∈ R
NK :

NK

∑
k=1

xk=1, ∑
k∈S

xkv(K ≤v(S),∀S∈2NK\{ /0}







. (B.11)
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Répartition des coûts basé bi-objectif

Le noyau non vide par définition (B.11) est un polyèdre avecNK−1 dimensions, qui peut contenir

de nombreux vecteurs d’allocation potentielsx. Une allocationx arbitraire dans le noyau peut corres-

pondre à une solutionfaible stablepuisque certaines coalitions atteignent une valeur d’épargne très

faible ou nulle et peuvent ne pas recevoir d’avantages significatifs pour rester dans la coopération [54].

Il pourrait également êtreinjustepuisque certains DRA ont une réduction de coût plus élevée que les

autres [54]. Par conséquent, une conception efficace doit aborder deuxquestions principales mention-

nées ci-dessus, à savoir la stabilité et l’équité. En particulier, les indicateurs de stabilité et d’équité sont

utilisés pour concevoir une stratégie efficace d’allocation des coûts :

• Métrique de stabilité :capture la satisfaction minimale, à savoir, la pire économie de coûtsδ ($)
parmi toutes les coalitionsS.

• Métrique d’équité :capture l’écart maximal du pourcentage de réduction des coûts entre les

DRA individuels, à savoir, la différence en pourcentage d’économies de coûtγ(%) entre le DRA

qui réalise le plus grand pourcentage de réduction de coûts et le DRA qui réalise le plus faible

pourcentage d’économies pour un le vecteur d’allocation donnéx∈ C (v) [54].

La conception de la répartition des coûts vise à trouver un vecteur de répartition des coûtsx∈ C (v)

qui permette un compromis efficace entre les mesures d’équité et de stabilité, qui peut être modélisé

comme un problème d’optimisation bi-objectif comme suit : (P0)

min
Φ,Φ,δ ,xk,γ

γ (B.12)

min
δ ,xk

−δ (B.13)

s.c :
NK

∑
k=1

xk = 1, xk ≥ 0, (B.14)

δ ≤ v(S)− ∑
k∈S

xkv(K ), ∀S∈ 2NK\{ /0,K } (B.15)

δ ≥ 0 (B.16)

Φ ≤ xk
v(K )

v({k})
≤ Φ, ∀k∈ K (B.17)

γ = Φ−Φ, (B.18)

Où l’optimisation des fonctions objectif (B.12) - (B.13), qui minimisent le vecteur évalué[γ,−δ ], vise

à atteindre l’équité et la stabilité, respectivement. De plus, la contrainte (B.14) signifie que le coût

total est réparti entre tous les DRA tandis que la variable auxiliaire δ dans (B.15) fournit la limite

inférieure de l’économie de coûts de toutes les coalitionsS sous la solution de répartition des coûts

x. La satisfaction minimale, i.e., la pire des économies de coûtsδ ($) parmi toutes les coalitionsSest

maximisée dans (B.13). La contrainte (B.16) force l’allocation à être dans le noyaux ∈ C (v) tandis

que la contrainte (B.17) fournit la limite inférieureΦ et la limite supérieureΦ pour le rapport entre le
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coût alloué sous la grande coalition et le coût en raison du scénario non coopératif pour toutes les DRA

k. L’écart maximalγ de l’économie de coût en pourcentage des DRA individuels, qui est la différence

deΦ et Φ comme dans (B.18) est minimisé dans (B.12).

Pour obtenir les points optimaux de Pareto, on convertit le problème (P0) en un problème d’op-

timisation à un seul objectif (P3) en utilisant la méthode contrainte-ε [56] puisque le problème (P0)

est linéaire. La fonction de stabilité objective (B.13) est choisie pour être optimisée tandis que (B.12)

est converti en une contrainte. SoitM+ 1 le nombre de points de réseau du front de Pareto etm∈

{0,1, . . . ,M}. Deux points extrêmes,m= 0 etm= M+1, sont déterminés en résolvant respectivement

les deux problèmes d’optimisation suivants :

(P1)

min
Φ,Φ,δ ,xk,γ

γ

s.c : contraintes (B.14) - (B.18).

(P2)

max
δ ,xk

δ

s.c : contraintes (B.14)- (B.15).

Ensuite, le pointmth sur le front de Pareto peut être obtenu en résolvant le problème d’optimisation

à objectif unique suivant :

(P3)

max
Φ,Φ,δ ,xk,γ

δ

s.c : contraintes (B.14)-(B.15), (B.17)-(B.18)

γ ≤ γm, (B.19)

Où γm est un paramètre définissant le pointmth sur le front de Pareto. En particulier,γm est choisi

commeγmin ≤ γm≤ γmax. γmin et γmax peuvent être obtenus après avoir résolu (P1) et (P2), respective-

ment. Dans cette étude, le paramètreγm identifiantmth est choisi comme suit :

γm = γmin+m
γmax− γmin

M
. (B.20)

La construction du front de Pareto

On résout (P1), (P2) et (P3) pour avoirM+1 points qui définissent le front de Pareto. Tous ces pro-

blèmes d’optimisation à grande échelle soumis à 2NK−2 contraintes (B.15) avec seulementNK va-
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riables d’optimisationxk. Par conséquent, la génération de contraintes est une approche naturelle. En

particulier, nous résolvons (P1) en résolvant itérativement le problème maître (MP1), qui est une ver-

sion détendue de (P1) qui considère uniquement la condition(B.15) pour un sous-ensembleO(S) ∈

2NK−2, et le sous-problème (SP1) qui trouve la contrainte la plusviolée avecx∗ obtenu en résolvant

(MP1). Le sous-problème (SP1) identifiant une coalition inexploréeS∗ qui réalise la réduction la moins

coûteuse est présenté comme suit :

(SP1)

δ = min

[

v(S)−
NK

∑
k=1

eS
kx∗kv(K )

]

= min
eS

k,P
DA
t ,PRT

t,s ,DF
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F
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(
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NS
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−
NK

∑
k=1

eS
kx∗kv(K ) (B.21)

s.c : 1≤
NK

∑
k=1

eS
k ≤ NK−1,eS

k ∈ {0,1} (B.22)

∑
k∈S

(1−eS
k)+ ∑

k/∈S

(eS
k)≥ 1, ∀S∈ O(S) (B.23)

Contraintes (B.10) definissantv(S) . (B.24)

Le sous-problème (SP1) est un programme linéaire à variables mixtes (MILP) avec des variables

binaires supplémentaireseS
k agissant comme variables de premier niveau. La résolution (SP1) nous per-

met d’obtenireS
∗
, qui donnentS∗ etv(S∗) simultanément. La contrainte (B.22), c.-à-d.,S∈ 2NK\{ /0,K ,O(S)},

et la contrainteB.23), c.-à-d.,S /∈O(S), assurent que les coalitions inexploréesSsont considérées dans

ce problème d’optimisation. Toutes les contraintes originales requises dans le calculv(S) sont données

dans (B.24). Si nous résolvons (MP1) et (SP1) itérativement, on atteint finalementx∗ tel queδ ≥ 0

puisque le noyau est non vide. Alors,γ est minimisé etx∗ ∈ C (v) est la solution finale d’allocation

des coûts pour (P1). De même, nous pouvons résoudre (P2) et (P3) de façon optimale en utilisant l’ap-

proche de génération de contraintes en ligne car le nombre des contraintes est beaucoup plus grand

que le nombre de variables d’optimisation. En résolvant (P1) (P2) etm (P3) avec différentsγm , nous

auronsM+1 points de Pareto qui forment le front de Pareto.

Résultats numériques

Nous considérons un VPP qui coordonne la coopération deNK DRAs. L’horizon d’ordonnancement

est d’un jour, divisé enNT = 24 créneaux horaires égaux, chacun représentant∆T = 1 heure. Nous

supposons que dans chaque intervalle de tempst, chaque DRAk peut cumuler 10% de la charge non
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flexible totale, ce qui peut être réduit en utilisant les services de réduction de charge (LR) avec le prix

λ r = 100$/MWh. La capacité de puissance transférée via le réseau principal estPmax
k = 15MW. Enfin,

v(S) est supposé bien défini. D’autres données se trouvent au chapitre 5.

Figure B.11(a), B.11(b), B.11(c) montrent les fronts de Pareto pour le problème de répartition

des coûts quand nous faisons varier le paramètre de risqueβ , l’échelle de charge flexibleEF
scale et

le prix de pénalitéλ p, respectivement. Chaque front de Pareto obtenu décrit les compromis entre la

stabilité représentée par la valeur d’épargneδ la plus défavorable et l’équité saisie par l’écart maximal

du pourcentage d’économiesγ. Pour tous les cas, lorsqueγ = γmin alors on aδ = 0 ce qui signifie

que nous atteignons la valeur minimale deδ tout en garantissant de fonctionner dans le noyau dont

la définition est donnée dans (B.11). D’autre part, commeδ atteint sa valeur maximaleδmax, ce qui

correspond au nucléole comme écart minimum du pourcentage de réduction des coûts entre les joueurs,

on atteint sa valeur maximaleγ = γmax.

Ces deux points extrêmes dans le front de Pareto correspondent aux cas où la solution d’allocation

de coûtsx est soit au point noyau d’équité,γmin, soit au point optimal lexico-graphiquement , le

nucléoleδmax, dans le polyèdreC (v). Ces chiffres montrent que la conception proposée nous permet

de déterminer plusieurs solutions efficaces Pareto différente dans le noyau du jeu coopératif sous-jacent.

De plus, on peut choisir un point d’opération sur le front de Pareto avec un compromis souhaitable

de stabilité-équité. Plus précisément, pour une valeur d’écart écart maximal du pourcentage de coût

épargnantγ, on peut déterminer le vecteur d’allocation de coûts correspondant à la valeur réalisable de

la pire économie de coûtδ maximisée. Cela démontre la souplesse et l’efficacité de notre conception

de répartition des coûts proposée par rapport à d’autres conceptions existantes telles que la répartition

des coûts basée sur le nucléole.

Conclusion

Cette étude présente une conception de répartition des coûts efficace du point de vue du calcul pour les

DRA coopératives basées sur le concept de jeu coopératif. Nous avons proposé d’exploiter la propriété

de noyau non vide du jeu équilibré sous-jacent et de développer un cadre d’optimisation bi-objectif

qui établit l’équilibre entre la stabilité de l’allocationet l’équité. Nous avons utilisé les méthodes

contrainte-ε et la génération des contraintes de ligne pour construire avec succès le front de Pareto des

solutions d’allocation de coûts avec une complexité de calcul acceptable. La conception proposée peut

allouer de manière efficace le pourcentage du coût total des soumissions aux DRA individuelles tout

en garantissant un compromis souhaitable en matière de stabilité et d’équité.
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Chapter 1

Introduction

1.1 Research Motivation

The electric industry has seen significant transformation from centralized power systems dominated

by big utilities and highly dependent on fossil energy resources, to smart grids with high penetration

of eco-friendly distributed renewable energy resources and active participation of energy consumers

under market deregulation [2]. One important paradigm shift in this transformation is the widespread

adoption of active demand side management in the smart grids[3]. In fact, it was defined in Title

XIII of the Energy Independence and Security Act (EISA) in 2007 that the smart grid is an electri-

cal grid which integrates a variety of operational and energy measures including smart meters, smart

appliances, renewable energy resources, and energy efficient resources to support the active demand

side management [3]. The framework for smart grid interoperability standardsdefined by the National

Institute of Standards and Technology (NIST) is illustrated in Figure1.1[1].

Research and realization of various smart grid concepts andtechnologies have received tremen-

dous investment from governments worldwide. In particular, advanced information and communica-

tion technology (ICT) infrastructure has been significantly upgraded in many countries [4–6] where a

massive number of smart meters has been installed, e.g., over 45 million smart meters was deployed in

2013 with the Department of Energy (DoE) smart grid investment grant [7]. Moreover, the deployed

communications networks and data management systems form the advanced metering infrastructure

(AMI), which enables two-way communication between the utilities and customers [8]. The upgraded

ICT infrastructure has paved the way for the realization of active demand side management [9–15].

Smart decision making taken by demand-side entities can receive benefits from the smart grid [2]. For

example, home energy consumers can exploit dynamic pricingschemes to minimize their electricity

consumption costs by smartly scheduling their energy consumption [16–23]. Here, the main decision

making problem is to schedule energy consumption wisely to reduce the energy payment while still

maintaining certain operations, user comfort, privacy requirements.

Thanks to the advanced grid’s ICT infrastructure, home energy consumers and the grid operator

are inter-connected and demand response (DR) services can be offered to the grid operator through

changing the energy consumption [13, 14, 24–27], which can enable the grid to operate more efficiently.

Hence, the grid operator may be interested in motivating their energy customers to actively participate
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in its DR program by using for example a suitable pricing policy. A well-known approach to enable

the grid operator to manage DR services from its customers isto deploy the so-called Load Serving

Entity (LSE) model [28]. Finally, small-scale demand-side entities can cooperate to act as a single

entity under the coordination of a demand-side resource aggregator [29, 30] or a virtual power plant

[31], to purchase energy in the wholesale market since the wholesale energy prices tend to be cheaper

than the retail prices [32]. In order to participate in the wholesale market, demand-side entities have

to make several decisions such as coordination decisions toform a large cooperation coalition, energy

bidding in the market, and sharing cooperation benefits witheach other.

In general, design of smart decision making frameworks for demand-side entities in the smart

grid environment with increasing penetration of renewableenergy can be quite challenging [6, 33].

Although being friendly to environment, renewable energy resources such as solar and wind power can

be quite unpredictable, which implies great difficulties tomaintain efficient and reliable operations for

the grid distribution network [2]. In particular, adoption of a poor energy management strategy can

result in low utilization of renewable energy [19, 34]. In addition, inefficient pricing design cannot

tackle the fluctuation of renewable energy sources, which eventually results in the instability of grid

operations [35]. Finally, appropriate design of a bidding strategy can bring about positive impacts

on the achieved profit/cost for demand-side entities participating in the electricity market. This is an

important issue because market participants must be responsible for managing uncertainties of their

renewable energy sources [29, 36].

In summary, successful exploitation of active demand-sideresources requires to address several

decision making problems for the involved smart grid entities in the distribution network. This disser-

tation aims to address some of these problems. In the following, we discuss research challenges related

to these problems, describe the existing literature, and present the key contributions of this dissertation.

1.2 Challenges in Active Demand-Side Management

Figure1.2 illustrates the demand-side domain in the NIST’s smart gridmodel, which is a part of the

energy consumer domain shown in Figure1.1. As recommended by the Federal Energy Regulatory

Commission (FERC), NIST has highlighted the importance of active demand-side management in the

smart grid. In general, active participation of demand-side resources in the electricity market has been

considered efficient and economic means to balance the supply and demand in smart grids with high

renewable energy integration [10]. However, several challenges must be addressed to fully realize the

benefits of active demand-side management. We discuss some of such challenges in the following.

1.2.1 Challenges in Smart Home Energy Management

One important topic within the active demand-side management domain concerns the demand response

of residential customers [3, 16]. In fact, smart home energy management has received significant

research interests in recent years [16, 17, 20, 23, 37, 57, 58]. In order to fully exploit the opportunities

brought from the smart grid, various major challenges must be addressed and comprehensive decision

making models for home energy management must be developed as discussed below.
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Figure 1.1 –NIST Smart grid conceptual model 3.0 [1]

Figure 1.2 –Demand-side customer centrality in the smart grid [1]

The first challenge in smart home energy management is to appropriately model and exploit the

time-varying electric pricing schemes. In particular, time-varying or dynamic pricing schemes such

as Time of Use (ToU) or real time pricing (RTP) can be employedto replace the traditional fate rate

scheme to better capture the actual price of energy production [16]. Moreover, the time-varying pricing

scheme can be combined with an inclining block rate to improve the conservativeness of the electric

price [17]. One major challenge in smart home energy management concerns how electric users can

adaptively adjust their energy consumption in response to the time-varying pricing signals to save their

electricity consumption cost [15, 20].
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The second challenge concerns the heterogeneous characteristics of smart home appliances. In

practice, home appliances can have very different energy consumption patterns and operation con-

straints [16]. In addition, some energy equipments such as electric vehicles [24, 59, 60], smart water

buffers [61], battery storage [62–64], HVAC and water heating [25, 26] can support direct load controls

and change their energy consumptions flexibly [16]. However, these appliances and equipment require

corresponding models to capture their characteristics.

The third challenge concerns how to efficiently manage renewable energy sources integrated in

smart homes. In particular, renewable energy sources such as rooftop solar bars, small wind turbines

integrated in smart homes [33, 58, 65] produce the amount of energy, which is uncertain and difficult

to predict [2]. Toward this end, modeling the renewable energy uncertainties is an important and chal-

lenging research topic [66]. Finally, guaranteeing user comfort [67] and protecting user privacy [57]

must be considered in home energy management design. How to model and capture these modeling

aspects and constraints in the home energy management design are challenging research issues.

1.2.2 Challenges in Demand Response Design for Distribution Networks

Intelligent demand response (DR) presents one of the most important characteristics of active demand-

side management [28] which can lead to various DR benefits in electricity marketsand power system

operations [6, 68]. However, there are many technical and non-technical challenges related to the DR

design in the distribution network from the grid operator’sviewpoint [9].

The first challenge concerns the scalability of the DR designbecause coordination of DR services

from many households and/or energy consumers is usually required as discussed in the previous sec-

tion. In general, DR can be realized by either direct or indirect load control. Under the direct load

control approach, the grid operator must send a large numberof messages to individual loads such as

EV charging systems [24], HVAC and water heating systems [25, 26]. Indirect load control is quite

promising because the control can be implemented in a decentralized manner using the pricing signals

[2]. However, determining the price is a complicated task [32, 53, 69–72] since it is desirable that the

designed pricing scheme be compatible with the current market structure [2].

The second challenge is related to the development of efficient mechanisms to incentivize electric

customers to participate and provide DR services [6]. In practice, it is not easy or even possible to

obtain permissions from home users to access or control their appliances [24–26, 73] due to the privacy

issue [57]. Another reason for which a dynamic pricing scheme might not be welcomed is that home

owners’ information can be revealed when it adjust its energy consumption in response to changes in

the electricity price [57]. In addition, only certain electric users who have flexibility in changing their

energy consumption can enjoy the DR benefits under current proposed pricing designs [16].

Last but not least, guaranteeing stability of the grid is vital for DR design in the distribution network

since inefficient pricing design can lead to grid instability [35]. Moreover, the proposed DR should be

compatible with the current market structure to motivate DRparticipation. There are some attempts

to develop market based mechanisms for DR services such as a DR exchange market [13, 14, 46, 74],

a regulation market [24], DR contracts [43], load reduction services [10]. However, these proposed

frameworks require some modifications of the current marketstructure, which may not be desirable.
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1.2.3 Challenges in Electricity Market’s Decision Makings

Thanks to the market deregulation, smart grid’s entities from the demand side such as smart homes,

microgrids, and load aggregators, can be aggregated and/orcoordinated to participate in the wholesale

electricity market, i.e., the short-term electricity market [2, 24, 29, 75]. The work [32] shows that

wholesale electricity prices are often much lower than the retail prices, which provides opportunities for

demand-side entities to increase profits or reduce costs. However, design of decision making processes

for demand-side entities to participate in the electricitymarket faces many challenges [2, 31].

The first challenge is related to the responsibility of demand-side entities to maintain the energy

imbalance between their energy bidding scheduled in the day-ahead markets and their actual energy

dispatch [2, 24, 29, 31, 36, 43, 75–77]. As uncertain renewable energy sources such as solar rooftop

bars and small wind turbines are being integrated into the demand side at an increasing rate [29, 33],

demand-side entities must usually rely on a balancing mechanism provided by expensive but control-

lable energy resources in the real-time balancing market tocompensate for their inevitable imbalances

[75, 77]. The prices in this balancing market are also uncertain [31]. Hence, their achieved profits/costs

can be negatively affected if uncertainties are not appropriately addressed [77].

The second challenge concerns the modeling complexity of demand-side entities participating in

the electricity market. These entities can be the aggregation of heterogeneous and different resources

in the distribution network [29, 31, 32], which have different operation constraints [11, 29, 78], or the

aggregation of a large number of similar loads [24, 27, 69], which must be appropriately modeled. In

addition, demand-side entities can participate in severalelectricity markets such as short-term electric-

ity markets including the day ahead (spot) market, real-time balancing market, adjustment market, and

other market frameworks such as the reserve market [50], regulation market [24], and demand response

exchange market [13, 46]. Co-optimization of demand-side entities in multiple markets is a challeng-

ing task in general. Balancing mechanisms can also vary in different markets, e.g., the single pricing

scheme in the US market [29, 36] and the dual pricing scheme in the European markets [75, 77]. In

addition, these entities can be further coordinated under emerging smart grid’s cooperation concepts

such as a virtual power plant (VPP) [31, 50], which can bring about more benefits but renders the

modeling and coordination tasks more challenging.

The third challenge concerns how to choose appropriate solution approaches for underlying deci-

sion making problems. There are two main decisions to be madein the electricity markets, i.e., how

to bid energy to optimize certain objectives such as maximization/minimization of profit/cost [29, 31]

and how to share the profit/cost among cooperating members [32]. The first problem requires choosing

an appropriate optimization model and a suitable solution approach while the other problem can be

addressed with certain solution approaches such as cooperative game theory. These optimization/game

theoretic models are usually complex as mentioned in the second challenge. In general, development

of solution approaches to solve these problems accurately with manageable computation effort is quite

challenging.
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1.3 Literature Review

In this section, we present the literature survey on the decision making issues for active demand-side

management, which is the focus of this PhD dissertation. In particular, we discuss recent research

works in energy management issues for smart homes. Then, we discuss existing research on demand

response integration in distribution network. Finally, wedescribe some recent literature related to the

market participation of aggregated demand-side resourcesunder the market liberalization.

1.3.1 Home Energy Management Under Smart Grid

Research in the smart home energy management topic generally focuses on designing residential de-

mand response solutions through formulating and solving anoptimization problem. As an example,

such an optimization problem aims to minimize the energy payment while guaranteeing home appli-

ances’ operations and user comfort constraints.

Various optimization based decision making models for smart home energy management have been

proposed in the literature where they are different in termsof considered electric pricing schemes and

possible consideration of renewable energy integration. These existing optimization based frameworks

can be classified into deterministic optimization and stochastic optimization models. Deterministic op-

timization models typically assume that the home controller has perfect information about the system

and forecast data over the scheduling horizon [21, 37, 73, 79], e.g., perfect information about the elec-

tricity prices and renewable energy’s generations. For example, the work [37] tackles the load power

control problem under the flat-rate pricing model where the utility determines the thresholds of energy

consumption at different time slots and broadcast these values to end users for load scheduling. The

work [73] studies a deterministic residential microgrid scheduling problem exploiting the smart meter

data and thermal load and evaluates the impacts of differentforecast parameters such as electricity

price, outdoor temperature, and demand on the achievable energy payment. In addition, dynamic pro-

gramming and Markov Decision Process (MDP) theory have alsobeen employed to develop an optimal

control policy that allocates power consumption for each appliance in a deterministic manner [80, 81].

However, the deterministic optimization approach is only applicable to deterministic model, which

might result in poor performance for smart homes experiencing uncertainties. The stochastic optimiza-

tion approach, on the other hand, can effectively capture various system uncertainties [16, 17, 57, 82].

In [17], the model predictive control (MPC) based framework for scheduling home appliances is pro-

posed to minimize the electricity cost. Moreover, residential DR algorithms are developed by using the

rolling online stochastic programming approach in [16, 57].

Study of the heterogeneous smart home setting has also been conducted where various load models

and load classifications have been proposed in the literature. In general, suitable mathematical models

based on physical operations of home appliances must be developed and they are then integrated into

underlying energy management optimization frameworks. Infact, conventional home appliances have

been well modeled and they are generally classified based on their defferablility and interruptibility

characteristics [16, 17, 20, 23, 37, 57, 82]. Moreover, their operation constraints can be linear, mixed

integer linear or mixed integer nonlinear constraints, which can be used to formulate classical optimiza-
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tion frameworks for home energy management. In [83], the authors proposeweather dependent loads,

whose energy consumptions are assumed to be Markovian. Thismodel then enables them to develop a

MDP based energy management algorithm.

Integrating renewable energy as well as eco-friendly and energy efficient home appliances with

automated capabilities into smart homes, especially thermal appliances such as HVAC and the water

heating system, have received considerable attention. A good survey of uncertainty models for renew-

able energy sources can be found in [66]. There has been considerable research interest in combining

thermal systems with the solar energy sources to enhance thecoefficient of performance (COP) of a

standalone HVAC system [39]. In particular, the design of a hybrid solar assisted HVAC and water

heating system is motivated by the abundant presence, environmental sustainability, and quiet opera-

tion of solar energy and the maturity of thermal engineeringresearch [38, 39, 64, 84–87]. Since, the

contribution of HVAC and water heating to the electricity consumption of a typical household (e.g.,

over 50% of the total residential energy consumption [25]) is quite large, integrating the new genera-

tion of home appliances and renewable energy facility into unified energy management optimization

frameworks is an important research topic.

Modeling user comfort and privacy in home energy managementhas also received a lot of attention.

Specifically, different thermal user comfort models have been considered in home energy management

including the simple temperature deviation [18, 19, 48, 58, 59, 65, 83, 88] and a more complicated

Predicted Mean Vote (PMV) model [89, 90]. Various constraints on energy management scheduling

are imposed in [57] where the authors observe that data mining methods can be employed to extract

information regarding which appliances are equipped in thehousehold based on the residential load ad-

justment in DR services. Hence, appropriate operation constraints could be added to prevent potential

exploitation of the home’s data from third parties [57].

1.3.2 Demand Response Designs in Distribution Network

Research related to DR integration in the distribution network has received much interests. However,

it is not straightforward to develop an efficient DR strategythat is compatible with the current market

structure, easy to implement, and receives acceptance fromcustomers. Proposed DR frameworks in the

distribution network can be classified as direct or indirectload control of flexible residential resources.

Direct control of home appliances such as EV charging [24], water heater [25], and HVAC [26] has

been addressed in the literature. However, this centralized approach might require heavy computation

from the grid operator. To address this issue, some aggregation models are proposed [24–26], which

trade computation complexity with the modeling accuracy. Moreover, direct load control also requires

to know the operations of home appliances, which might not bedesirable because of privacy issues [57].

The indirect load control, on the other hand, aims to motivate energy consumers to adjust the energy

consumption by providing incentive through pricing signals. In fact, the indirect load control approach

has received more attention in the decentralized market. However, determining the price, which often

requires to solve a game [69, 88] or an optimization problem [53, 91], is not a straightforward task.

Several existing papers advocate the DR integration by showing its potential benefits and the posi-

tive impacts. Specifically, positive impacts of residential DR on reducing the electricity bill for house-
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hold customers are reported in [16]. Different multi-objective optimization based energy management

frameworks are introduced in [67, 92] to minimize the energy cost for a residential household con-

sidering customer thermal comfort preferences. The impactof DR integration on the market clearing

price is investigated in [93]. In [94], the authors study the potential of DR resources for providing the

frequency regulation service. In [15, 42, 44], different optimization models are proposed to maximize

the benefits of large energy customers with DR capability. Furthermore, a novel load shaping strategy

is presented in [95] exploiting the dynamic pricing and energy storage. These existing works mainly

show that DR can be beneficial to both utilities and customersif it is implemented properly; however,

it is not shown how to coordinate DR resources from several customers.

Pricing design based the indirect load control presented above is a very important research topic

in DR for distribution networks. In general, the price signals can be sent from the grid utility to

customers to motivate load adjustments (i.e., changing consumers’ energy consumptions). Popular

dynamic pricing designs such as time-of-use (TOU) and real-time pricing (RTP) for retail customers,

however, may not be efficient since they may increase the energy cost for some customers with small

flexible loads [16] or lead to the grid instability [35]. Moreover, complicated pricing designs would

result in increasing complexity of the residential energy management [16, 17, 21, 37, 57, 73, 79–82]

and might not receive widespread acceptance from home users.

Some recent papers propose DR contracts among customers, who are DR providers, and utilities or

renewable energy producers, who are DR buyers [10, 13, 32, 43, 46, 96]. In addition, pricing designs

based on game theory [69, 88] or agent based simulation [32] have also been conducted. However,

these designs might be not compatible with the current market structure. Development of a pricing

framework that can utilize flexible loads while maintainingefficient operations of the distribution net-

work operator and ensuring cost saving for energy customersis a challenging problem. This problem

is addressed in this dissertation.

1.3.3 Market Bidding and Cost Sharing Design

Demand-side decision making in the deregulated market has been an active research topic in recent

years. There are two important problems to address: the firstconcerns how to optimize the total

profit/cost of market participants and the second is to sharethe obtained profit/cost. Some aforemen-

tioned challenges must be considered in solving these decision making problems.

As demand-side entities with renewable energy must be responsible for the energy imbalance in

the short-term electricity market, various optimization models and cooperation frameworks have been

proposed to address this issue. In particular, the market bidding problem is often modeled as an op-

timization problem where each market participant aims to minimize the cost or maximize the profit

[2]. Given various system uncertainties, stochastic programming [24, 29, 31, 43, 97] can be employed

to find the optimal bidding quantities in the day ahead marketsuch that the expected cost/profit are

minimized/maximized considering the energy imbalance cost in the real-time balancing market [2].

Moreover, risk control [29, 31, 43] can be considered as design constraints to adjust the variation of

achievable profit/cost after the operation day.
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Many recent works focus on developing an appropriate bidding framework that can compromise the

strengths and weaknesses of heterogeneous demand-side entities by allowing cooperation among them

[31]. The work [10] presents the novel model for an aggregator that aggregatesdifferent DR services to

sell in the DR exchange market. Modeling and bidding design for generic aggregated resources at the

demand side, namely demand-side resource aggregator (DRA), is presented in [29]. The deployment

of advanced communication and computation technologies inthe smart grid enables coordination of

multiple resources in the distribution network [31] through the so-called Virtual Power Plant (VPP)

[31, 50, 97]. In fact, these papers have shown that cooperation among DRAs can lead to cost reduction

or profit improvement by leveraging the strengths and weaknesses of individual members.

The potential of multiple market participation and different balancing mechanisms have also been

well studied. Modeling and bidding strategy of the VPP in theconventional electricity market and

reserve market is studied in [50]. A bidding strategy for a fleet of electric vehicles coordinated by

an aggregator under both the short-term electricity marketand the regulation market is presented in

[24]. The authors also propose an aggregated battery model to capture the charging of a large number

of electric vehicles. The work [43] studies how DR contracts help a microgrid improve its profitand

manage risk due to profit variation when bidding in the short-term electricity market. The single pricing

based balancing market model is considered in [24, 29, 30, 43] while the dual pricing based balancing

market is studied in [31, 96]. In summary, modeling the joint participation in multipleelectricity

markets has been well addressed in the literature.

Although research on modeling and bidding under different demand-side cooperation models has

been conducted by using stochastic programming, it is stillunclear how to share the cost/profit among

heterogeneous cooperative demand-side entities. Some recent papers consider pricing design by for-

mulating and solving certain profit/cost allocation problems. In particular, the work [32] develops an

electricity payment method to motivate the coordination between the EV aggregator and wind power

producer. Moreover, the work [71] presents a ranking based pricing scheme to calculate the partic-

ipants’ cost saving/profit increment based on the submittedload profiles’ flexibility. The work [72]

proposes direct energy trading among producers and consumers where the internal price is determined

by the Shapley value concept. However, all these proposed frameworks require market redesign; thus,

they would not be applicable for current market practice.

In general, sharing profit or cost among cooperative entities can be theoretically addressed by using

the cooperative game concept [54, 55, 98]. In fact, the cooperative game theory has been employed

to address some profit/cost sharing problems in power systems such as energy producers’ multilateral

trading [99], energy management, and market design [70, 72, 100]. However, most papers only con-

sider the profit/cost sharing for a small number of cooperative entities due to the high computational

complexity of this approach [101–104]. Developing an efficient method to solve the profit/cost shar-

ing problem for a large number of cooperative demand-side entities given the notorious computation

burden of applying the cooperative game concepts is a challenging task, which is addressed in this

dissertation.
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1.4 Research Objectives and Contributions

This thesis aims to address three important challenges described above, whose contributions can be

illustrated in Figure1.3and summarized as follows.

In Chapter 3, we study the home energy scheduling problem in the real-time pricing environment.

Specifically, we propose a comprehensive model consideringthe integration of renewable energy in

home energy system, i.e., the eco-friendly solar assisted HVAC-water heating system. Then, we pro-

pose a real-time Model Predictive Control (MPC) based design for a smart home equipped with solar

assisted HVAC-water heating system and other controllableload in response to the real time pricing

signal. We devise a rolling algorithm based on the two-stagestochastic programming for home energy

management so that it can minimize the energy payment cost, guarantee system constraints while ex-

ploiting the energy coupling relation of the solar thermal storage and HVAC system to improve the

system energy efficiency.

In Chapter 4, we consider the pricing design problem in the distribution network to motivate the

demand response participation from energy consumers. In particular, we propose a dynamic pricing

scheme implementable in the distribution network under themodel of Load Serving Entity (LSE),

which is easy to implement and compatible with the current market structure. Our design creates an

incentive for flexible load to perform demand response that can help the LSE address the fluctuations

of electricity prices, conventional nonflexible load, and distributed renewable energy. Specifically, we

present the formulation of the proposed pricing design by using the bilevel programming framework.

Given the lower-level sub-problem is linear, we employ the optimal KKT conditions to convert the

bilevel problem into the single objective mathematical problem with equilibrium constraints (MPEC),

which is then transformed into an equivalent single objective mixed integer linear program (MILP)

by using the Fortuny-Amat formula and strong duality theorem of linear programming. The obtained

MILP can be solved efficiently by using available commercialsolvers. Numerical results are then

presented to illustrate the effectiveness of our design in motivating demand response integration in the

distribution network.

Chapter 5 studies how to share the cost for the cooperative Demand-Side Resource Aggregators

(DRAs), which are based on generic models of active demand-side agents. Specifically, these DRAs

are coordinated under the Virtual Power Plant framework to jointly bid in the electricity market and

the corresponding attained cost must be split among members. Toward this end, we first present the

comprehensive cost allocation model, which is applicable to the current market structure. Then, the

cost allocation problem is modeled as the solution of a cooperative game where all DRAs act as play-

ers and the value function of coalitions of players are the outcomes of their optimal market bidding

strategies which are obtained by solving the correspondingtwo-stage stochastic programs. We show

that the core of the underlying game, which defines all budget-balanced and stable cost allocation

vectors, is nonempty. Then, we propose to determine the costallocation vector inside the core consid-

ering the trade-off between different criteria through solving a bi-objective optimization problem. This

bi-objective optimization problem has an exponential number of constraints with implicit parameters

which are the coalitions’ function values. Since the numberof cost shares are only equal to the number
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Figure 1.3 –Problems addressed in this thesis and their relations

of DRAs, which is much smaller than the number of constraints, we propose an algorithm based on the

combination ofε-constraint and row constraint generation methods to construct the Pareto front with

manageable computation effort.

1.5 Thesis Outline

The remaining of this thesis is structured as follows. Chapter 2 presents some technical background

required to address the decision making problems addressedin this dissertation. Specifically, we will

review fundamental optimization techniques including stochastic programming, bilevel programming,

and multi-objective programming, and cooperative game theory. Chapter 3 discusses the proposed

energy management for smart home equipped with solar assisted HVAC-water heating in the real-time

pricing environment. Chapter 4 describes the dynamic pricing design for demand response integration

in the distribution networks. Chapter 5 studies the cost allocation problem for multiple demand-side

resource aggregators cooperating in the electricity market. Conclusion remarks are presented followed

by some discussions of future research directions in Chapter 6.
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Mathematical Background

This chapter presents some fundamentals of important optimization and game theory methods, namely,

stochastic programming, bilevel programming, multi-objective programming, and cooperative game

theory. These mathematical tools are used to model and solvethe decision-making problems in this

thesis.

2.1 Mathematical Optimization

Many practical decision making problems can be modeled as optimization problems where optimal

decisions must be made to optimize certain objective functions subject to a number of constraints [2].

2.1.1 Basic Concepts

The standard form of an optimization problem can be described as follows [105]:

min
x

f (x) (2.1)

s.t. gi(x)≤ 0, i = 1, . . . ,m

hix= 0, i = 1, . . . , p

wherex∈ Rn is a vector of optimization variables andf (x) ∈ R is an objective function. The set ofx

that satisfies allm inequality andp equality constraints is the feasible set. If the feasible set is empty,

the problem is infeasible. The optimal value of the problem is f ∗(x) = inf{ f (x)‖gi(x)≤ 0, i = 1, . . . ,m,

hix= 0, i = 1, . . . , p}. If f ∗(x) = −∞, the problem is unbounded. Iff ∗(x) = f (x∗) ∈ R thenx∗ is the

optimal solution.

2.1.2 Linear Programming and Mixed Integer Linear Programming

If the objective function and constraints in (2.1) are linear, the problem (2.1) is a linear program which

can be expressed in the following form [105]:
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min
x

cTx (2.2)

s.t. Ax≤ b (2.3)

Cx= d (2.4)

whereA,b,C,d are matrices with appropriate sizes. If some variablesxi are constrained to be inte-

ger, the problem becomes a mixed integer linear program (MILP). There are many methods to solve

LP/MILP problems [2, 105]. In practice, the global optimal solution of LP/MILP can befound by

using available commercial solvers such as CPLEX [106].

2.1.3 Stochastic Programming

If the input data and parameters of an optimization model aredeterministic, we can find the optimal

decision by solving a deterministic optimization problem.However, unknown input data are common

in many smart grid’s decision making problems where decisions must be determined even with the

lack of perfect information [2]. Moreover, if the input data are unknown but bounded in certain ranges,

robust optimization can be used. If the input data are unknown but can be described by some probability

functions which can be approximated by a set of scenarios with associated probability of occurrence,

the stochastic programming technique can be employed.

Uncertainty Characterization

In stochastic programming, uncertain parameters are considered as random variables represented by

a finite set of scenarios [2]. For example, the future wind generationW at a given time slot can be

described by a set of scenariosW(s) with s= 1, . . . ,NS, wheres is the index of scenarios andNS is the

total number of scenarios. Each scenario has a probability of occurrenceπ(s) = P(s|W =W(s)) where

∑NS
s=1 π(s) = 1. If the value of a random variable evolves over time, it is called a stochastic process. A

stochastic process can be understood as a set of dependent random variables sequentially arranged in

time, which can also be captured by scenarios. For example, the tomorrow wind generationW over

24 hour horizon can be captured by a set ofNS scenarios, each is a 24×1 vector that represents one

possible realization of wind generation with a probabilityof occurrenceπ(s) and∑NS
s=1 π(s) = 1.

Since uncertain parameters are described by scenarios, theresulting objective function is a random

variable instead of a real-valued number. In a stochastic programming model, we often aim to optimize

the expected value of the objective function. In addition, optimal decisions are often made over a

decision horizon with a number of stages. Each stage represents a point in time where decisions are

made or where uncertainty is partially or totally realized.Depending on the considered number of

stages, we can have two-stage and multistage stochastic programming problems [2].
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Scenario Generation/Reduction

A popular method that generates scenarios to capture uncertain parameters in stochastic programming

models is Monte-Carlo simulation [107], which is employed in this thesis. In particular, the scenarios

are generated by sampling from probability distribution functions of the uncertain parameters [107].

Popular sampling methods used in the literature include random sampling, Latin Hypercube sampling,

and orthogonal sampling. These methods are slightly different in how to preserve the real variability.

These probability distributions are often chosen and constructed from the historical data [2]. Their pa-

rameters can be calculated from historical data by curve fitting using the maximum likelihood method

[66]. Generally, the chosen distributions are determined by studying the available data [2]. Some well

known distributions in the literature to describe specific types of data include Weibull distribution for

wind speeds [66], beta distribution for solar irradiance [66], Cauchy distribution for financial prices

[63, 108, 109], normal or truncated normal distribution for forecast errors [43].

The number of scenarios should be chosen carefully considering the trade-off between the computa-

tional accuracy and computational burden of the scenario based optimization method. For a large-scale

problem, scenario reduction methods can be employed to reduce the number of generated scenarios

to reduce computational burden [24, 31, 65, 75, 107]. The principle of scenario reduction can be

summarized as follows. Initially, the weights, i.e., the probabilities of occurrence of the generated

scenarios, are adjusted to ensure that the statistical characteristics of the uncertain data are best rep-

resented. This step can be fulfilled by solving a large scale linear programming problem[107]. Then,

the problem of scenario reduction can be understood as choosing and adjusting the weights of a subset

of scenarios where the cardinality of the set is a predefined number. This step can be completed by

solving a combinatorial optimization problem [107]. Popular methods for solving this problem in the

literature are backward, forward, and fast forward, which are dynamic programming methods [107].

The problem of scenario generation/reduction can be solvedby using available commercial software

such as GAMS/SCENRED [40]. In this thesis, GAMS/SCENRED version 2.0 is used for scenario

generation/reduction where the number of generated and reduced scenarios are chosen to guarantee

the accuracy by tuning the parameters of the software.

Two-Stage Stochastic Programming

In a two-stage programming problem, decision variables include a set of first-stage (here and now)

decisions and another set of second-stage (wait and see) decisions [2]. The first stage decision variables

must be determined before the realizations of uncertain parameters at the second stage. Hence, the first-

stage decisions do not depend on future observations. The second-stage decisions are made after the

realization of uncertain parameters. If uncertainties arecaptured by scenarios, second-stage decisions

are scenario dependent, i.e., they are defined for each scenario. In short, the solution of a two-stage

program includes a single first-stage policy and a set of recourse decisions defining which second-

stage action is made for each realized outcome. The general formulation of a two-stage stochastic

linear programming problem is given as follows [2]:
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min
x

cTx+E [Q(x,s)] (2.5)

s.t Ax≤ b,x∈ X (2.6)

wherex is a vector of first stage decision variables and matricesc,A,b represent the known input data.

The termQ(x,s) is the result of the following optimization problem:

Q(x,s) =

{

min
y(s)

q(s)Ty(s), (2.7)

s.t. T(s)x+W(s)y(s) = h(s), (2.8)

y(s) ∈Y

}

(2.9)

wherey(s) is a vector of second-stage decision variables and matricesT(s),W(s),h(s) represent un-

certain input. We call (2.7)-(2.9) a recourse problem since its decision variables are made after un-

certainties are realized, i.e.,T(s),W(s),h(s) are known. Under the some mild assumptions, problem

(2.5)-(2.9) is equivalent to the following deterministic problem:

min
x,y(s)

cTx+
NS

∑
s=1

π(s)q(s)Ty(s) (2.10)

s.t. Ax≤ b, (2.11)

x∈ X, (2.12)

T(s)x+W(s)y(s) = h(s), (2.13)

y(s) ∈Y. (2.14)

The bidding strategy of a market agent in the short-term two-settlement electricity market can be

formulated as a two-stage program [24, 29, 31, 43, 48, 65, 77, 78, 102, 110–112]. The submitted bid-

ding quantities are first-stage decisions, i.e., they are determined before the realization of day-ahead

prices. The energy exchanges in the balancing market duringthe operation day are second-stage vari-

ables [24]. In many cases, the decision making consists of more than two stages, i.e., bidding in market

with multiple trading floors [74, 75]. In this case, the decision making problem should be modeled as

a multi-stage stochastic programming problem [2].
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2.1.4 Bilevel Programming

In bilevel programming model, we are interested in solving the following optimization problem [113]:

min
x∈X,y

F(x,y) (2.15)

s.t.G(x,y)≤ 0, (2.16)

min
y∈Y

f (x,y) (2.17)

s.tg(x,y)≤ 0 (2.18)

where problem (2.15)-(2.16) is called the upper-level problem and problem (2.17)-(2.18) is called the

lower-level problem,F(x,y) ∈ R and f (x,y) ∈ R are upper-level and lower-level objective functions,

x∈ Rd andy∈ Rq are upper-level and lower-level optimization variables, (2.15) and (2.18) are upper-

level and lower-level constraints withG(x,y) ∈ Rm andg(x,y)l , respectively.

This bilevel optimization problem cannot be solved directly since it does not follow the standard

form. It should be transformed to the solvable single objective optimization problem. Depending on the

form of the studied problem, several methods are proposed inthe literature such as the Karush-Kuhn-

Tucker (KKT) equivalent conditions, complementary pivoting, and penalty function [113]. Generally,

it is difficult to find the global optimal solution of the bilevel problem. However, in specific cases, we

can transform it to an equivalent problem whose optimal solution can be found.

In particular, if the lower-level problem is a linear program, we can replace it by its KKT conditions.

Hence, the original bilevel problem can be transformed intothe following mathematical program with

equilibrium constraints (MPEC) [113]

min
x∈X,y

F(x,y) (2.19)

s.t. G(x,y)≤ 0, (2.20)

λi ≥ 0, i = 1, . . . , l , (2.21)

λigi(x,y) = 0, i = 1, . . . , l (2.22)

∇yL (x,y,λ ) = 0. (2.23)

where (2.21)-(2.23) represent the KKT optimal conditions of the lower-level problem (2.17)-(2.18).

The MPEC has nonlinear sources including the complementaryconstraints (2.22) and the bilinear

terms in the formula of (2.23). The complementary constraint (2.22) can be replaced by a set of mixed

integer linear constraints by using the Fortuny-Amat formula [47]. The bilinear terms appeared in the

formula of (2.23) can be eliminated by using the strong duality of the linear programming theory [113].

If the upper-level problem (2.15)-(2.16) is LP or MILP, the obtained equivalent problem is a MILP

which can be solved efficiently by using the branch and cut algorithm employed in available solvers

such as CPLEX [106].

Bilevel programming has been used to study different problems in power systems such as transmis-

sion and generation expansion planning [114, 115], generation maintenance [116], market equilibria
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[117], and strategic bidding for power producers [118], retailers [91], and distribution companies [119].

In [120], a bilevel problem model is used to study the interaction between a large central production

unit and an energy service provider (ESP) managing several microgrids (MGs). The central production

unit computes and sends an optimal energy price signal to theESP, then the ESP decides the optimal

amount of energy purchased from the central generation unitas well as schedules its power generation

and consumption accordingly. However, the formulated problem is a nonlinear mixed integer problem

which requires nonlinear solvers. Stochastic bilevel formulation was also proposed in [121] to analyze

the interaction between a distribution network operator (DNO) and networked MGs considering the

renewable energy generation uncertainty where each entityaims at minimizing its individual operation

cost. Our dissertation employs the bilevel programming to design a novel pricing signal for DR in the

distribution network.

2.1.5 Multi-Objective Programming

Multi-objective programming or multi-objective optimization is an area of multiple criteria decision

making where there are more than one objective function to beoptimized simultaneously [122]. In

general, we must find optimal decisions considering trade-offs between two or more conflicting objec-

tives. Mathematically speaking, the multi-objective optimization can be formulated as [122]

min
x∈X

F(x) (2.24)

whereF(x) = [ f1(x), . . . , fm(x)]
T , F(x) ∈ Rm, m≥ 2 is the vector valued objective function,x is a

vector of decision variables, andX is the feasible region ofx. Unfortunately, there are no single

solution for this optimization problem since optimizing one objective can result in degradation of the

others. In multi-objective programming, we are interestedin Pareto optimal solutions where we cannot

improve one objective function without degrading the others. A set of Pareto optimal solutions is called

the Pareto front. There are many methods to construct the Pareto front for a general multi-objective

optimization problem. This thesis considers the application of multi-objective linear programming

[56]. There are two main classical optimization methods that construct the Pareto front for the linear

case, namely the scalar (weighted) method andε-constraint method [56].

In the ε-constraint method, one objective function is chosen to be optimized while the other is

converted into a constraint [56]. For example,f1(x) is chosen to be optimized while otherfi(x), i =

2, . . . ,mare converted to constraints with chosen parametersεi as follows:

min
x∈X

f1(x) (2.25)

s.t. fi(x)≤ εi, i = 2, . . . ,m (2.26)

In the scalar method, the multi-objectives are converted tothe single objective problem by consid-

ering the weighted sum of all objective functions as follows:
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min
x∈X

m

∑
i=1

wi fi(x) (2.27)

wherewi , i = 1, . . . ,m represent the weights.

The ε-constraint method has several advantages over the scalar method for linear problems [56].

Specifically, theε-constraint method alters the original feasible region to obtain non-extreme Pareto op-

timal solutions. On the other hand, the scalar method often results in a corner solution. Consequently,

there can be many combinations of weights that result in the same Pareto optimal solution. Using

theε-constraint method, we can obtain a different Pareto optimal point by solving the corresponding

ε-constraint based single objective problem, which improves the Pareto front’s representation. In the

ε-constraint method, it is easier to control the number of thegenerated Pareto optimal points by ad-

justing the number of grid points, which is not easy with the scalar method. Finally, the scalar method

requires the objective functions to be scaled appropriately before forming the weighted sum, which is

not necessary in theε-constraint method [56, 122].

Many smart grid’s decision making problems can be formulated as multi-objective programming

problems. For example, for an optimal bidding strategy in the two-settlement electricity market, we

usually aim to maximize the expected profit but limiting its variance. This problem can be formulated

as a multi-objective optimization problem where we must determine the day-head bidding quantities

such that the expected profit is maximized and the risk measure is minimized.

2.2 Cooperative Game Theory

In the decentralized market, several market agents can cooperate with each other to gain the bene-

fit. One problem is how to share the benefit of cooperation among members. This decision-making

problem can be addressed by using the cooperative game theory.

2.2.1 Basic Concepts

A cooperative game with transferable utilityG (K ,v) is defined by an ordered pair(K ,v). K =

{1,2, . . . ,NK} is a finite and nonempty set of players which are decision makers. K also denotes the

grand coalition [98]. The transferable utility means the commodity, which can be cost or profit, can

be transferred among the players without any third instance[54]. Every subsetS∈ K of cooperating

players is called a coalitionSrepresented by an indication vectoreS=
[

eS
1,e

S
2, . . . ,e

S
NK

]T
whereeS

k = 1 if

k∈ SandeS
k = 0, otherwise [98]. The notationv denotes the game characteristic function which maps

each coalitionS to a real numberv(S) [54, 55, 98] as follows:

v : 2NK → R+, v( /0) = 0 (2.28)

wherev can be interpreted as profit or cost andG (K ,v) is called the cost game or profit game accord-

ingly [54].
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In a profit game, players prefer more allocated profit to less allocated profit. The profit game is

superadditiveif v(S1∪S2)≥ v(S1)+v(S2) for any disjointS1 andS2. In a cost game, players prefer

less cost allocated to more cost allocated. The cost game issubadditiveif v(S1∪S2)≤ v(S1)+v(S2)

for any disjointS1 andS2. These conditions imply that the total profit/cost is maximized/minimized if

all players join the grand coalitionK .

A balanced map m: 2NK 7→ [0,1] is a map that satisfies∑
S∈2NK

m(S)eS
k = 1, ∀k∈ K [55, 98].

A balanced (cost) gameis a game that has∑
S∈2NK

m(S)v(S) ≥ v(K ), for any balanced mapm [55,

98].

A cooperative gameG (K ,v) is calledtotally balancedif for each coalitionSthe sub-gameG (S,v)

is balanced [55, 98].

2.2.2 Solution Concepts and The Core

In general, we consider the case when the grand coalition is formed and we are interested in dividing

the profit/cost to each member of the grand coalition. A payoff division or profit/cost allocation vector

x∈ RNK, wherexk is profit/cost allocated to playerk, is considered as the cooperative game’s solution

concept. A comprehensive literature review of solution concepts for cooperative games with transfer-

able utility can be found in [123]. One important solution concept of cooperative game is called the

core.

The coreC (v) is the set of payoff divisions such that no coalition can havebetter cost saving than

the sum of the members’ current allocated costs:

C (v)=







x∈ R
NK :

NK

∑
k=1

xk=v(K , ∑
k∈S

xk≤v(S),∀S∈2NK\{ /0}







. (2.29)

A game solutionx is called a rational allocation [54] if it lies in the core of the gamex∈C (v). The

core is nonempty if the game isbalanced[98].

2.2.3 Linear Programming (LP) Game

In many practical smart grid models, the players can be interested in cooperation to maximize/minimize

the total profit/cost and the characteristic functionv(S) can be modeled as an optimum (maximum/minimum)

of an optimization problem corresponding to the coalitionS[55]. In many cases, the optimization prob-

lem is modeled as a linear program.

Consider the following linear program:

(P)

vP(A,H,b,d,c) = min
z

cTzs.t: zA≤ b.

zH= d, (2.30)

z≥ 0 (2.31)
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wherez∈ Rm denotes the optimization variables,c ∈ Rm,b ∈ Rp,d ∈ Rn, A is a m× p matrix, H

is an m× r matrix, and ˆz is the optimal solution,cTx̂ is the optimum of the linear program P, and

vP(A,H,b,d,c) = cTẑ.

The cooperative gameG (K ,v) can be constructed from (P) by making all, or some of the right

hand sides in the constraints, depend on the coalitionsS [55]. This can be done in several ways. One

way is to make the right hand side of constraints in (P) a linear combination ofeS
k. In addition,v(S)

is assumed to be well-defined, i.e., problem (P) withS is feasible and the value ofv(S) obtained from

solving (P) is a real number [55].

Definition: A cooperative gameG (K ,v) is called a LP game if there exists anm× p matrix

A, an m× r matrix H, vectorsb(S) ∈ P, and d(S) ∈ Rr for all S∈ 2NK\{ /0} such thatv(S) =

vP(A,H,b(S),d(S),c) [55].

A LP-game is totally balanced (see Theorem 2.2.3 in [55]). That means the core of a LP game is

nonempty. The proof can be found in [55] (page 24, Theorem 2.2.3).

2.3 Computation Setup and Numerical Study

All decision-making problems studied in this dissertationare modeled in the GAMS environment [40].

In the first part of this thesis, we model the home energy management problem with solar assisted

thermal load under the real-time pricing scheme as a rollingtwo-stage stochastic program, which is

converted into MILP by using the scenario based approach. Inthe second part, we model the pricing

design problem of a Load Serving Entity (LSE) as a bilevel programming problem which is converted

to a single-objective MILP. In the third part, we model the cost allocation problem of a virtual power

plant consisting multiple demand-side resource aggregators as a cooperative LP game. To find the cost

allocation vector inside the core, we consider a multi-objective programming problem. In addition, the

scenario reduction is performed by using the GAMS/SCENRED package. All MILP/LP problems are

solved by CPLEX [106] under GAMS [40] in a computer using Windows 8, Intel Core i5 3.3 GHz

processor, and 8 GB RAM.

2.4 Summary

This chapter discussed several basic concepts of mathematical optimization methods and cooperative

game theory. Firstly, basic concepts of mathematical optimization are introduced. In particular, we

briefly discussed threes classes of optimization problems,which are used to model the decision making

problems studied in this thesis. They are stochastic programming, bilevel programming, and multi-

objective programming. Finally, we presented the cooperative game with transferable utility which

is used to model the profit/cost sharing problem. Specifically, we presented the concept of the core

which defines how the benefit of cooperation should be dividedand the form of linear programming

game which can capture many cooperation models in smart grid. Finally, the computation setup for

numerical studies in the thesis was presented.





Chapter 3

Energy Management of Smart Home with
Solar Assisted Thermal Load Considering
Price and Renewable Energy Uncertainties

This chapter studies DR from residential sector. In particular, we investigate how a single smart home

equipped with renewable energy based appliances can respond to time-varying price signals in the best

economic way. The content of this chapter was published in IEEE Transactions on Smart Grid in the

following paper:

Hieu Trung Nguyen, Duong Tung Nguyen, and L. B. Le, “Energy Management for Households

With Solar Assisted Thermal Load Considering Renewable Energy and Price Uncertainty,”IEEE Trans-

actions on Smart Grid, vol. 6, no. 1, pp. 301-314, Jan. 2015. doi: 10.1109/TSG.2014.2350831

3.1 Abstract

This chapter investigates the energy scheduling problem for a household equipped with a solar assisted

Heating, Ventilation, and Air Conditioning (HVAC) and water heating system in the real-time pricing

(RTP) environment. Our objective is to minimize the electricity cost while maintaining users’ thermal

comfort requirements. We consider different types of loadswith different characteristics, detailed

modeling of thermal dynamics, and uncertainty in electricity price and solar energy. The advantage

of the proposed design lies in the exploitation of the solar assisted thermal system that can flexibly

utilize the energy from the solar source or from the grid during low-price periods to support the home

hot water demand, user thermal preference while reducing the electricity cost. Obtained numerical

results are presented to illustrate the effectiveness of our proposed design. In particular, we show that

the proposed design can achieve significant cost saving, allow flexible tradeoff between user comfort

tolerance and electricity cost reduction, and efficiently adjust the electricity consumption load profile.

The influence of solar assisted thermal system factors such as the water tank temperature limit, solar

collector size, and weather condition on the achievable cost are also analyzed.
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3.2 Introduction

Household appliance scheduling has been receiving significant research interest over the past few years

[16–18, 23, 34, 37, 57]. Research works in this topic are very diverse in terms of mathematical models

and solution approaches. In particular, some existing works determine residential demand response so-

lutions by solving deterministic optimization problems assuming that the scheduler has perfect system

and forecast information over the scheduling horizon [21, 37, 73, 79]. In [37], the authors tackle the

load power control problem under the flat-rate pricing modelwhere the utility is assumed to determine

the thresholds of energy consumption at different time slots and broadcast these values to end users for

load scheduling. Then, scheduling decisions are made by theend users to adapt to the utility control

signal based on the predefined priority levels of different appliances. However, uncertainties in the

real-time price, outdoor temperature, and load demand are not considered.

More recently, research on residential energy management has considered more complicated sys-

tems that integrate renewable energy resources, home energy automation system and smart appliances,

novel electricity pricing schemes as well as smart grid communications. Facilitated by these technolo-

gies, residential energy users can actively participate invarious demand response (DR) programs to

minimize the electricity payment. The work [73] focuses on the scheduling of a residential micro-

grid exploiting smart meter data and thermal load and it evaluates the sensitivity of different forecast

parameters such as electricity price, outdoor temperature, and demand on the achievable energy cost.

However, it does not consider the uncertainties of these parameters in the proposed optimization frame-

work. In [79], the scheduling design for households with renewable energy under the Time of Use

(TOU) pricing scheme is conducted assuming that pricing information is known for the whole schedul-

ing horizon. This type of deterministic models may not result in good performance in practice since

various forms of uncertainties are not captured.

There have been also some existing works showing that Real Time Pricing (RTP) can offer better

economic and environmental advantages over flat-rate and time of use (TOU) pricing schemes [17]. In

fact, RTP reflects the real-time and varying energy production cost of the power system [16], which

would better guide the end users to schedule their energy consumption [17]. However, RTP may

lead to certain grid stability issues [35] since many users may shift their loads to low-price period

simultaneously. It has been shown that employment of “inclining block rate” (IBR) [17, 82] or optimal

real-time pricing design under suitable criteria considering demand response activities [124] can help

maintain the grid stability.

Engineering of home energy management algorithms under RTPis an important and hot research

topic [17],[16],[57],[80]. In [17], an optimization framework for scheduling home appliances is pro-

posed to minimize the electricity cost. In addition, the works [80], [81] propose to employ dynamic

programming in conjunction with Markov Decision Process (MDP) theory to determine an optimal

control policy that allocates power consumption for each appliance. In [16, 57], the authors develop

Demand Response (DR) algorithms for a household with various types of residential appliances and

price uncertainty by using the rolling online stochastic programming approach. The authors of [82]

model the scheduling delay as a penalty term in the objectivefunction of the scheduling problem,
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which is solved by using genetic algorithms. All these works, however, focus on conventional types

of home appliances, model the uncertainty of only real-timepricing where integration of renewable

energy is not considered.

In general, thermal loads such as HVAC and the water heating system make considerable contribu-

tion to the electricity consumption of a typical household (e.g., over 50% of the total residential energy

consumption [25]). Research on optimal scheduling for thermal loads and exploiting them for various

smart-grid services are also very active research areas. The works [16, 57] consider HVAC and the

water heating system in their scheduling problem formulations, which, however, rely on very simple

thermal dynamic models. The authors of [25–27] study the possibility of employing the water heater

and HVAC for load regulation services; however, energy management for other loads is not considered.

In addition, exploiting building thermal mass [18, 48, 59] or water heating buffer [61] as energy stor-

age for DR are also studied. The works [58, 65] suggest that proper cooperation of various electricity,

renewable energy resources, and energy storage facilitiescan improve the building energy efficiency

and DR ability. These papers, however, consider a large building application with a Combined Cooling

Heat and Power (CCHP) system, which may not be applicable forsmall household scenarios. Overall,

these existing works consider the HVAC and water heating system in separation where the potential

benefit of the combined hybrid HVAC and water heating system is not studied.

Recently, design of the HVAC and water heating system for better energy efficiency has attracted a

lot of attention. In particular, there is considerable interest in combining the thermal system with the

solar energy source. In fact, the coefficient of performance(COP) of a standalone HVAC system, which

is about 2–3, can be improved significantly when being combined with solar energy sources [39]. The

development of the hybrid solar assisted HVAC and water heating system is motivated by the abundant

presence, environmental sustainability, and quiet operation of solar energy [38, 39, 64, 84–87]. The

key component of this hybrid system is the solar hot water tank, which stores the energy from solar

collector for supporting both HVAC and hot water demand [84].

In the hybrid solar assisted HVAC and water heating system, heat from the solar water tank can be

used to increase the enthalpy for refrigerant after condenser process, thus reducing the working cycle

and energy usage of the HVAC compressor [39]. For the design in [38], a solar cooling system is

connected to the conventional air conditioner to reduce thecondensing temperature, which improves

the COP of the hybrid system. In [87], it is proposed that water from the solar tank is delivered to

support the water heating demand and for the heat-pump to support HVAC. The work [86] investigates

the system coefficient of operation and empirical modeling for hybrid solar HVAC and water heating

system. In [64, 86], optimal control algorithms, empirical modeling, and system identification of

hybrid solar HVAC and water heating system are investigated. The papers [84, 85] review various

mathematical models of solar assisted thermal loads. The work [61] focuses on modeling and designing

the control interface for the water storage tank.

None of the previous works have considered exploiting the benefits of the hybrid solar assisted

HVAC-water heating system in home energy management. In this study, we investigate the home en-

ergy scheduling considering solar assisted HVAC and water heating system and other types of house-

hold appliances. We propose to exploit the thermal solar water tank as a dynamic storage facility to
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support thermal demand of water heating and the HVAC system.The main contributions of this study

can be summarized as follows:

1. We propose a comprehensive model for home energy management including hybrid solar as-

sisted thermal loads and various types of controllable appliances, which aims to minimize the

electricity cost and maintain user comfort. Our model accounts for detailed modeling of the

hybrid solar assisted HVAC and water heating system, characteristics of other loads, users’ com-

fort preference, and thermal dynamics. We also consider theuncertainty of solar energy and

electricity price.

2. We describe how to solve the underlying energy schedulingproblem by using rolling stochas-

tic optimization approach. We investigate the potential economic benefits achieved by smartly

scheduling the solar assisted HVAC and water heating systemand other household loads. In

particular, we show that the solar assisted thermal system can help reduce the energy cost signif-

icantly.

3. We study the impacts of different parameters on the total energy cost including solar collector

size, tank temperature level, thermal comfort tolerance, and weather condition.

The remaining of this chapter is organized as follows. The notations used in this study are presented

in Section 3.3. The system model is presented in Section 3.4.The proposed energy management design

is presented in Section 3.5. Section 3.6 presents numericalresults and Section 3.7 concludes this study.

3.3 Notations

Notation Explanation

Sets and Indices

t, j Time slot index,t = 1, 2, . . . , N

s scenarios,s= 1, 2, . . . , NS

A Set of loads

i Load index

Parameters

a1 1.505 (W/m2K) APSE-10 solar collector parameter

a2 0.0111 (W/m2K2) APSE-10 solar collector parameter

G 800(W/m2) APSE-10 Solar collector parameter

ps
i,t Power consumption att for load i scenarios (kW)

ηs
sl,t Solar collector energy conversion efficiency att scenarios

N Number of time slots

NS Number of scenarios

aI ,bI Beta distribution parameters

∆T Room (indoor) thermal comfort tolerance (oC)

aλ ,bλ Cauchy distribution parameters

Ts
o,t Ambient (outdoor) temperature att scenarios (oC)
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σ Heating (1) or cooling mode (-1)

Ra Room equivalent thermal resistance(oC/kW)

cs
t Electricity price att scenarios ($/kWh)

τ Duration of time slots (hours)

Asl Solar collector size (m2)

COPa HVAC coefficient of performance at stand alone mode

COPc HVAC coefficient of performance at combination with renewable energy

mode

Cr Room thermal capacity (kWh/oC)

Ts
r,t Room (indoor) temperature att, scenarios

Aw Room effective window (m2)

I s
t Solar irradiance att, scenarios (kW/m2)

ρs Probability of scenarios

Cwt Thermal capacity of water tank storage (kWh/oC)

Awt Surrounding area associated with tank heat loss (m2)

Uwt Tank heat loss factor due to radiation

Variables

ps
sh,t Heat support HVAC from water tank storage att scenarios (kW)

ps
sl,t Power captured from solar collector att scenarios (kW)

ps
wd,t Water demand att scenarios (kW)

ps
u,t Heat transfer att scenarios (kW)

ps
hvac,t Power consumption of HVAC att scenarios

ps,a
hvac,t Power consumption of HVAC in standalone mode att scenarios (kW)

ps,c
hvac,t Power consumption of HVAC in combination mode att scenarios (kW)

ps,c
h,t Power consumption of back up auxiliary heater att scenarios (kW)

Ts
wt,t Tank temperature att scenarios (oC)

us
i,t binary operation status att for load i scenarios (0-off, 1-on)

ys
i,t “Turn-on” status att for load i, scenarios

zs
i,t “Shut-down” status att for load i, scenarios

3.4 System Model

We consider a typical household in the RTP environment whereenergy scheduling is performed for the

24-hour scheduling period. The household is equipped with asolar assisted HVAC-water heating sys-

tem and other loads of different types such as electric vehicle (EV), washing machine, washing dryer,

television, and water supply pump. The household loads excluding the joint HVAC-water heating sys-

tem is classified into controllable and non-controllable types [37]. Non-controllable loads are those

whose operations are dependent on the will of users such as computer, lighting, and television. The

operations of non-controllable loads are not considered inour optimization. In contrast, the operation

schedule of controllable loads can be optimized without disturbing the user life style. We divide the



76
Energy Management of Smart Home with Solar Assisted ThermalLoad Considering Price and

Renewable Energy Uncertainties

Figure 3.1 –Solar assisted HVAC-water heating system

considered scheduling period intoN scheduling time slots of equal lengthτ where the electricity price

in each time slot is assumed to be constant.

DenoteA as the set of all controllable appliances andA1 represents the HVAC,A2 for interuptible

and deferrable loads,A3 for noninterruptible and deferrable loads, andA4 for noninterruptible and

nondeferrable loads. Then, we haveA= A1∪A2∪A3∪A4.

The solar assisted HVAC-water heating system represents animportant load of the household,

which is described in the following. The typical componentsand design of this system is illustrated

in Figure3.1 [38]. It consists of a solar collector, a water storage tank, andthe HVAC system. Solar

energy is collected and transformed into thermal energy which is stored in the water tank by the solar

collector. Hot water from the tank then supports the domestic hot water demand and heating/cooling

demand of the HVAC system. The operation of HVAC is based on the principle that energy which is

used to move heat around is often smaller than the energy usedto generate heat. Hence, extra heat

from the water tank can be used to support the necessary energy which is used to control the heat cycle

in heating/cooling mode of HVAC. To cover the remaining heatdemand for the cloudy day or during

night time, the water tank is also equipped with an auxiliaryheater. In this chapter, we uset ands to

denote time slot and scenario indices, respectively.

3.5 Energy Management Design

3.5.1 Design Objective and Solution Approach

In this study, we explicitly consider the uncertainties in the electricity price and renewable energy in our

energy management problem. Our design objective is to minimize the electricity cost (i.e., payment

of the home owner). In fact, there is quite rich literature onhome energy management considering

various system uncertainties and using different solutiontechniques. In [80], [81], the scheduling

problem is modeled as a Markov Decision Process (MDP), whichis solved by using the dynamic

programming approach. In general, if the system uncertainties do not depend on the taken decisions at

each time interval, which is the case for our model, then the MDP would not be a useful approach [125].

In [82], the energy management problem is solved by using genetic algorithms. However, genetic
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Figure 3.2 –Rolling stochastic scheduling for Home Energy Mangement system

algorithms may not scale well with the system size, which implies that only suboptimal solutions can

be obtained in practice. Rolling online stochastic programming is another efficient tool to deal with

uncertainties, which has been employed in several existingworks [16],[57],[125]. It is indeed suitable

for our problem formulation since the system uncertaintiesare exogenous and do not depend on the

taken decisions [57],[125]. In addition, this method enables us to determine an optimal immediate

decision given the revealed information of uncertainties at the beginning of each time slot.

In this study, we employ the two-stage stochastic programming to formulate the scheduling prob-

lem where the Monte Carlo simulation technique is used to generate random scenarios. In addition,

the formulated problem is solved by using the rolling procedure [16]. Toward this end, we repeatedly

solve the underlying stochastic optimization problem in each time slot given the realization of the ran-

dom variables (i.e., electricity price and renewable energy) in the current time slott0. In particular, we

minimize the sum of the electricity cost due to energy consumption at the current timet0 (as electricity

price, solar irradiance, and outdoor temperature at the current time slot are known) and the expected

electricity cost from time slott0+1 to the last time slotN. Known information about system uncer-

tainties such as price, solar irradiance, outdoor temperature, non-controllable load power consumption

are updated during this rolling process. Therefore, we consider the following optimization objective at

each timet0

min
pi,t

∑
i∈A

{

pi,t0ct0τ +
NS

∑
s=1

ρs
N

∑
t=t0+1

ps
i,tc

s
t τ

}

(3.1)

whereρs denotes the probability of scenarios, which is used to calculate the expected cost toward the

end of the scheduling period.

This rolling two-stage stochastic programming technique for home energy management follows the

tree reduction method where multiple scenarios are generated to capture the uncertainty in electricity

price and weather factors [16]. The underlying optimization in each time slot can be solved by using

the GAMS/CPLEX solver. This optimization problem is subject to various constraints, which are

described in the following.
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3.5.2 Solar Assisted HVAC and Water Heating System

In the solar assisted HVAC and water heating system, solar energy is collected and transformed into

thermal energy which is stored in the water tank by solar collector. In addition, HVAC transfers heat by

circulating a refrigerant through a cycle of evaporation and condensation. The refrigerant is pumped

between two heat exchanger coils named evaporator and condenser by the compressor pump. In the

evaporator coil, the refrigerant is evaporated at the low pressure and absorbs heat from its surroundings.

The refrigerant is compressed at high pressure and then transferred to the condenser coil where it is

condensed at the high pressure and releases the heat it absorbed earlier in the evaporator. The cycle

is fully reversible; hence, the HVAC can provide cooling andheating mode. For cooling, the heat is

extracted from home and released to outside area. For heating, the heat extracted from outside is used

to heat the indoor area.

Energy consumption of HVAC lies mostly in the compressor pump and condenser, especially to

maintain temperature at the condenser [39]. By adding support heat to the condenser, less energy

consumption is needed for the HVAC to operate the heat cycle,hence the coefficient of operation

(COP) is increased. For solar assisted HVAC, the heat captured in the water tank is used to support

heat for the HVAC. For modeling, we impose the following constraints for the solar assisted HVAC

and water heating system.

Solar Collector

The solar energy collected by the solar collector is transformed into thermal energy of the water tank.

This solar energy can be calculated as

ps
sl,t = ηs

slAslI
s
t (3.2)

where the conversion efficiencyηsl is generally not a fixed value but it depends on the outdoor temper-

ature and solar parameters as

ηsl = η0
sl−

a1

G

(

Ts
sl,t−Ts

o,t

)

−
a2

G

(

Ts
sl,t−Ts

o,t

)2
. (3.3)

The curve representing the relationship betweenηsl and related parametersa1,a2,G is often provided

in the product manual. This second-order curve can be approximated in the linearized form as

ηs
sl = η0

sl− ā
(

Ts
sl,t−Ts

o,t

)

. (3.4)

Since we typically havea2 << a1, we can approximate ¯a≈ a1
G .
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Water Storage

Since the thermal stratification technology is usually usedin the storage tank to improve its thermal

capacity, the tank can be modeled to consist of a number of mixed water layers [61, 64, 85]. This

model, however, is complicated and may not be valid for the long time scale of minutes. Instead,

the first-order and one layered model is sufficient for describing the heat dynamics of the tank [126].

This is indeed based on the energy balance equation where thetank can receive energy from the solar

collector, back-up auxiliary heater and dispatch energy tosupport hot water demand and HVAC.

Cwt
Twt
dt

= ph+ psl−UwtAwt (Twt−Tr)− psh− pwd. (3.5)

This equation can be converted into the discrete form over discrete intervals ofτ as

Ts
wt,t+1 =

(

1−
τUwtAwt

Cwt

)

Ts
wt,t+

UwtAwtτ
Cwt

Ts
r,t+

τ
Cwt

(

ph,t + ps
sl,t− ps

wd,t− ps
sh,t

)

. (3.6)

To counteract the randomness in the output solar energy, thewater tank employs an electric auxil-

iary heater as a backup heat source. The power consumption constraint of this auxiliary heater can be

written as

pmin
h us

h,t ≤ ps
h,t ≤ pmax

h us
h,t. (3.7)

Finally, we need to impose the following constraint on the water temperature

Tmin
wt ≤ Ts

wt,t ≤ Tmax
wt . (3.8)

HVAC Load

The energy scheduling for the HVAC system must be performed in such a way that the indoor tem-

perature is maintained in a predetermined range [Tmin
r , Tmax

r ] during the scheduling time window

[αHVAC,βHVAC] when the household is occupied, i.e.,

Tmin
r ≤ Ts

r,t ≤ Tmax
r , t ∈ [αhvac,βhvac] . (3.9)

There is an inherent relationship between indoor temperatureTr in consecutive time slots that depends

on the energy supplied to the HVAC, outdoor temperatureTo, solar irradianceI , and other building

parameters. This relationship is captured in a thermal dynamics model expressed as follows [59, 127]:

Cr
dTr

dt
=

To−Tr

Ra
+ηwAwI +σhpu. (3.10)
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wherepu denotes the heat that the HVAC transfers. This thermal dynamics can be transformed into the

discrete form for scenarios as

Ts
r,t+1 =

(

1−
τ

RaCr

)

Ts
r,t +

τ
RaCr

Ts
o,t +

ηwAwτ
Cr

I s
t

+σ
ps

u,tτ
Cr

(3.11)

In order to transferpu,t , the HVAC needs to consume the power ofphvac. The ratio between the amount

of heat transferpu,t and the amount of electricity consumption represents the COP of the HVAC, i.e.,

COP= pu,t/phvac.

By using the thermal storage to support the HVAC, the system COP can be improved significantly

[86]. DenoteCOPa andCOPc as the COP of the system as it operates in the standalone mode and as

it is supported by thermal storage, respectively. When the HVAC works at standalone mode, we have

pu =COPaphvac. When the HVAC operates in the combined mode, a portion of itsrequired energy is

provided by the water thermal storage, which can be written as

pu =COPa(phvac+ psh) =COPcphvac. (3.12)

Hence, we have the following constraints for the HVAC system

ps
u,t =COPaps,a

hvac,t+COPcps,c
hvac,t (3.13)

us,a
hvac,t,+us,c

hvac,t ≤ 1 (3.14)

us,a
hvac,tp

min
hvac ≤ ps,a

hvac,t ≤ us,a
hvac,tp

max
hvac (3.15)

us,c
hvac,tp

min
hvac ≤ ps,c

hvac,t ≤ us,c
hvac,tp

max
hvac. (3.16)

Here, the constraints (3.13), (3.14) capture the fact that the HVAC can operate in the standaloneor coop-

erated mode with extra heat support (its control variables areus,a
hvac,t andus,c

hvac,t, respectively); however,

only one mode can be chosen at any time interval. Also, the constraints (3.15), (3.16) represent the

max and min power limits of the HVAC.

Also, the electricity consumption of HVAC system can be expressed as

ps
hvac,t = ps,a

hvac,t+ ps,c
hvac,t. (3.17)

And the support power from thermal storage is

ps
sh,t =

COPc−COPa

COPa
ps,c
hvac,t. (3.18)

Finally, the total electricity consumption of solar assisted HVAC and water heating in one time

slot is due to the total electricity consumption of back-up heater of the water tank and the HVAC, i.e.,

pA1,t = ps
sh,t+ ps

hvac,t.
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Thermal Load With Non-continuously Modulated Power Consumption

In the previous presented formulation, the power consumptions of HVAC and auxiliary heater are

assumed to be continuously modulated. That means their power consumption can be adjusted in a

continuous range
[

Pmin,Pmax
]

when these systems are turned on. This assumption for HVAC and

water heating system would only be valid when these systems are equipped with variable frequency

drives (VFD). This may not be the case in reality where control actions can be simply ON-OFF. In this

case the power consumption constrains of water auxiliary heater and HVAC (3.7), (3.15), (3.16) can be

replaced by (3.19), (3.20), and (3.21) respectively as follows:

ps
h,t = pRatedh us

h,t (3.19)

ps,a
hvac,t = pRatedhvac us,a

hvac,t (3.20)

ps,c
hvac,t = pRatedhvac us,c

hvac,t. (3.21)

Therefore, the scheduling solution can be obtained accordingly in the case considering these new con-

straints.

3.5.3 System Constraints

In general, total power consumption of all controllable loads is limited due to the power limit that can

be transferred from the distribution grid to the home grid point of common coupling [23]. Suppose that

power consumption of other non-controllable loads can be extracted from historical data then we have

to impose the following constraint

∑
i∈A

ps
i,t +Ps

NCL,t ≤ Pmax
grid (3.22)

wherePs
NCL,t is total power consumption of non-controllable load.

We further impose energy consumption limitsEmax
δ (kWh) for each hourδ [17]. This means the

total energy consumption during all time slots of one particular hour must be upper bounded by the

corresponding limit. This is required to avoid being over-charged by the utility. We can write this

constraint as follows:

∑
i∈A

Kδ

∑
t=K(δ−1)+1

ps
i,tτ ≤ Emax

δ ,δ = 1,2, . . . ,24 (3.23)

whereK denotes the number of scheduling slots per hour.

3.5.4 Constraints for Different Controllable Loads

Suppose each controllable loadi is required to operate in the time window[αi ,βi] then we need to

impose the following constraint
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pi,t = 0, t /∈ [αi ,βi]. (3.24)

Constraints of Deferrable Load

For a deferrable loadi with the maximum tolerable delay ofDi time slots, we have the following

constraint

αi+Di−1

∑
t=αi

us
i,t ≥ 1. (3.25)

If load i is nondeferable then we can simply setDi = 0.

We may also want to impose additional constraints on the number of times that a particular load can

be turned on and shut down in the scheduling interval. This istypically required to maintain desirable

lifetime of the underlying appliances. These constraints can be written as

us
i,t −us

i,t−1−yi,t +zi,t = 0 (3.26)

ys
i,t +zi,t ≤ 1 (3.27)

βi

∑
t=αi

yi,t +zi,t ≤ Li (3.28)

whereLi denotes the maximum number of times that loadi can change its state.

Constraints of Interruptible and Deferrable Loads (Type I)

We will consider electric vehicle (EV) as an example of this load in the study. For this load, we have

the following constraints

Ei,βi
≥ Eid (3.29)

Es
i,t+1 = Es

i,t +ηevi p
s
i,tτ (3.30)

Emin
i ≤ Es

i,t ≤ Emax
i (3.31)

whereηevi represents the charging efficiency coefficient,Ei,βi
is the energy stored in the EV atβi ,

Emin(max)
i is the EV minimum (maximum) levels of energy (kWh),Es

i,t is energy stored in EV (kWh)

at timet, scenarios, andEid describes the charging demand. In reality, some EV batteries can perform

both charging and discharging operations. Other EVs can only draw energy from the grid in one

direction without being able to send energy back to the grid.In this study, since our objective is to

focus on the control of the solar assisted HVAC and water heating system, we only consider EV as

a conventional energy consumption appliance whose charging task can be deferrable and interuptible

[16].
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Constraints of Noninteruptible and Deferrable Loads (TypeII)

This load requires the following constraint:

t+Hi

∑
t̂=t+1

us
i,t̂ ≥ Hi

(

us
i,t+1−us

i,t

)

, t ∈ [αi,βi ] (3.32)

whereDi denotes the delay tolerance andHi represents the number of operation time slots required by

the load.

Constraints of Noninteruptible and Nondeferrable Loads (Type III)

For this type of load, we only need to impose the operation time constraint as1

αi+Hi−1

∑
t=αi

us
i,t = Hi. (3.33)

3.5.5 Uncertainty Modeling

We consider the uncertainty in the RTP where the price att can be modeled as

ct = c̄t +λct (3.34)

wherec̄t denotes the value of DAP or estimated price, which is assumedto be provided by aggregator

or obtained by certain price estimation algorithm embeddedin the home energy management system.

Also, λct represents the price forecast error with known probabilitydensity function. In this study, we

assume the price forecast error follows the Cauchy distribution [109] whose the probability density

function (pdf) is

fΛct
(λct ) =

bλ

π
[

(λct −aλ )
2+b2

λ

] . (3.35)

The parametersaλ andbλ in this pdf can be obtained from historical data by curve fitting using

the maximum likelihood method. Note that the Cauchy distribution has been also used to represent

electricity price uncertainty in the literature [108], [109], [63]. The solar irradiance is also subject to

uncertainty, which depends on the weather condition. Its uncertainty is assumed to follow the beta

distribution as follows:

fIt (It) =
Γ(aI +bI )

Γ(aI )Γ(bI)

(

It
I0

)aI−1(

1−
It
I0

)bI−1

(3.36)

1This type of loads does not allow flexible scheduling control. We simply need to maintain their operation constraints.
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where the values ofaI andbI can be calculated from historical data by curve fitting usingthe maximum

likelihood method [66]. Outdoor temperature can be modeled as

Ts
o,t = T̄o,t +λTo,t (3.37)

whereT̄o,t denotes forecast outdoor temperature andλTo,t denotes the outdoor temperature uncertainty

factor which is assumed to follow Gaussian distribution.

3.5.6 Energy Scheduling Optimization Problem

In summary, the energy scheduling optimization problem canbe applied for a household with any

combination of the considered load types. Considering the RTP scheme with uncertainty, we propose

to repeatedly solve the following rolling optimization problems for each time slott0 in the scheduling

interval

min ∑
i∈A

{

pi,t0ct0τ +
NS

∑
s=1

ρs
N

∑
t=t0+1

ps
i,tc

s
t τ

}

(3.38)

s. t. Solar HVAC-water heating constraints (3.2), (3.4),

(3.6)− (3.9),(3.11),(3.13)− (3.18)

System constraints (3.22)-(3.23)

Remaining load constraints (3.24)-(3.33).

This problem is a MILP, which is solved by using the CPLEX solver under GAMS. We assume

that this problem is feasible, which is the case if the exchanged power and energy limits with the grid

(i.e.,Pmax
grid andEmax

δ ) are sufficiently large. In addition, CPLEX can typically find the optimal solution

of this problem within affordable time. We will illustrate typical computation time of this problem in

Section IV.

We employ the Monte Carlo simulation method to generate scenarios to represent various uncertain

factors including price forecast error, solar irradiance,outdoor temperature, and power consumption

of non-controllable load. In general, the number of generated scenarios needs to be sufficiently large

to guarantee the energy scheduling efficiency. However, a large number of scenarios may lead to

large computation complexity. For a large-scale problem, ascenario reduction method can be used

to eliminate the scenario with very low probability, aggregate scenarios of close distances based on

certain probability metric, reduce the number of scenarios, and consequently relax the computation

burden. We use GAMS/SCENRED software [40] to generate/reduce the set of scenarios in this study.

3.5.7 Grid Stability under RTP

In this study, we consider the energy scheduling problem of asingle house and assume that its impact

on the grid is negligible. In reality, the large number of users participating in DR activities under

real-time pricing could cause volatility to the grid [35]. The utility can employ the“conservation rate

model with inclining block rate (IBR)”to discourage many users to draw energy from the grid during
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low-price periods, which, therefore, helps maintain the grid stability [17]. In general, the design of

pricing schemes that can exploit the DR benefits while maintaining the grid stability is an important

research area, which is beyond the scope of the current study. We would like to address these research

issues in our future works.

3.6 Numerical Results

3.6.1 Simulation Data

We consider a typical household with solar assisted HVAC-water heating and 3 different controllable

loads whose parameters are given in Table3.2. The power limit of all controllable loads is assumed 20

KW for simplicity and the threshold for energy consumption in one hour is 15 KWh. Water demand

data is taken from [25]. The parameters for solar assisted HVAC and water heating system are described

as follows. The solar collector has aperture area about 5m2, the peak power of auxiliary heater is 5

KW, and the initial energy conversion efficiencyη0
sl = 0.7. The solar efficiency curve is shown in Fig

3.4(e). The thermal storage tank has volume of 84gal, which is equivalent to 0.32 m3. The tank can

receive energy from the heater and solar collector.COPof hybrid and stand alone system are 5 and

3, respectively [39]. Other parameters of the solar system are taken from [41]. Tank temperature is

required to be in the range of [40oC, 70oC]2. The temperature comfort range is chosen as [20−∆T,

20+ ∆T] where ∆T represents the thermal tolerance, which is set equal 1 unless stated otherwise.

Details on the parameter setting for the base case are given in Table 3.3and Table3.4.

We divide one hour intoK = 4 equal scheduling time slots, each of which is 15 mins. The outdoor

temperature, solar irradiation, and electricity price data are taken from National Oceanic and Atmo-

spheric Administration (NOAA) and ISO New England (ISO-NE)websites on July 17th, 2012, which

are shown in Figure3.4. We employ the neural network technique for electricity price estimation in

RTP [128]. The uncertainty factors for electricity price and solar irradiation are obtained from the

historical data by curve fitting using the maximum likelihood method [66], [109]. The number of sce-

narios generated is 1000 and the number of reduced scenariosis 10 to solve the underlying stochastic

optimization problem. The average computation time in eachtime slot is about 150s as shown in Fig-

ure3.3, which suggests that real-time implementation can be realized since the length of one time slot

is 15 mins.

3.6.2 Energy Management Performance

We consider two case studies, namely using solar assisted thermal load (case 1) and conventional
thermal load (case 2), respectively. Figures3.5and3.6show the energy consumption of different loads
in the two cases. Figure3.5(a)illustrates the thermal energy stored in the water tank. It is obvious that
more energy is charged to the tank in the thermal form during the low-price period and/or when the
solar energy is abundant (from 6am to 19pm). When the solar energy is abundant, the auxiliary heater

2The water is typically required to be stored at sufficiently high temperature to eliminate Legionella (most active at 30-
35oC) and is used at lower temperature to prevent skin burn. Various daily activities can require quite different temperature
levels. Also, anti-scald mixing valves installed at each point of use can automatically adjust the output temperature by
mixing hot and cold water with a suitable ratio for the different purposes.
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Figure 3.3 –Computation time of proposed scheduling algorithm

Table 3.2 –Parameters for Different Loads

Loads EV Washing Machine Clothes Dryer
Type I II III
Power (kW) 3.3 0.5 2.5
Starting Time 17:00 11:30 17:00
Ending Time 8:00 17:30 18:00
Required Slots N/A 10 4

remains off since solar energy is utilized to charge the water tank, which is shown in Figure3.5(d). In
the conventional system (case 2), the auxiliary heater is the only energy source, hence it must operate
through out the day, which increases the electricity consumption as shown in Figure3.6(d). In addition,
due to the limit power of the heater, the maximum tank temperature in the conventional system (case
2) is smaller than that in the new system (case 1) where both electricity and solar energy are used. This
implies the better utilization of water tank thermal capacity. The new system also has shorter HVAC
working cycle compared with the conventional HVAC system, which is confirmed by Figures3.5(c)
and3.6(c). Furthermore, Figures3.5(b)and3.6(b)show that the indoor temperature falls in the range
of interest[19,21]oC.

Figure3.7shows the water tank temperature when solar energy is used for water heating only. Due
to the page constraint, we do not show the detailed power consumption of other loads since they are
quite similar to the conventional HVAC and water heating case. It is interesting to notice that the
maximum temperature in this figure is higher than those in thetwo cases above. This is due to the fact
that tank thermal energy only supports water demand withoutconsidering HVAC consumption. In fact,
the temperature evolution shows that, due to the heat loss, solar energy stored in the tank can be wasted
if it is not utilized during the day. Figure3.8 presents the energy consumption of other controllable
loads, which are the same for the three considered cases. In addition, Figure3.9 shows total energy

Table 3.3 –Solar assisted HVAC-water heating for based case

η0
sl a1 a2 Asl G pmax

h
(

W/m2K
) (

W/m2K2
) (

m2
) (

W/m2
)

(kW)
0.7 1.505 0.0111 5 800 5

Cwt Awt Uwt pmax
hvac COPa COPc

(kWh/oC)
(

m2
)

(kW)
1.77 3.62 0.1 4 3 5
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Figure 3.4 –Simulation data for numerical results

consumption of all scheduled loads, which illustrates the significant energy consumption reduction for
the household using the solar assisted HVAC and water heating system.
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Table 3.4 –House Thermal Parameters

Cr Aw Ra

(kWh/oC)
(

m2
)

(oC/kW)
8.188 20.203 47.984

Figure3.10and3.11 illustrate the electricity consumption and system dynamics for the solar as-
sisted HVAC-water heating and conventional HVAC-water heating when the power consumption is
non-continuously modulated (i.e., the control action at each time slot is On-Off only). In general, the
results are quite similar to the case where power consumption of thermal system is continuously modu-
lated. The exploitation of solar energy and the joint coordination of HVAC and water heating can help
reduce the working cycle of HVAC and the auxiliary heater of the water tank significantly. Similar to
Figure3.5(a)and3.6(a), water temperature in the solar assisted system is also higher than conventional
system, which is demonstrated in Figure3.10(a)and3.11(a). This is because the water tank in the solar
assisted case can exploit both solar energy and electricityof auxiliary heater, while electricity is the
only energy source in the conventional system. This impliesthat the solar assisted thermal system can
achieve better energy and cost saving than the conventionalone.

It is worth to mention that, due to the only On-Off operation,the room temperature and water
temperature are not as smooth as in the continuously modulated power case. However, the temperature
still falls in the requirement range even through it fluctuates more over time. Figure3.12 presents
the energy cost comparison for continuously and non-continuously modulated power based thermal
system. The figure shows that system with only On-Off controlaction achieves slightly higher cost
than that with continuously modulated power consumption. Note, however, the later may require
higher investment cost, which should be considered in practical system design.

3.6.3 Parameter Sensitivities Analysis

The operations and corresponding costs of the household areinfluenced by different system parameters
including the thermal comfort tolerance, water tank temperature constraint, and solar collector size. We
study the variations of energy cost for three different cases, namely conventional HVAC-water heating,
conventional HVAC-solar water heating, and solar assistedHVAC-water heating. First, the effect of
room temperature tolerance on the energy cost is shown in Figure 3.13(a). This figure shows that
increasing the room temperature tolerance result in reduction of electricity cost as expected.

Figure3.13(b)illustrates the influence of maximum water tank temperatureon energy cost. By
increasing the maximum temperature of water tank, more energy can be stored, which allow more
flexibility in scheduling energy consumption to reduce the electricity cost. It is interesting to notice
that the electricity cost decreases before saturating at the minimum value. This implies that for a given
solar collector size and auxiliary heater, the amount of captured solar energy and the heater power are
limited; hence, the energy stored in tank is also limited. Note also that increasing the maximum water
tank temperature can result in better cost-saving, which, however, may affect the equipment life time.

Figure3.13(c)describes the variation of electricity cost with the solar collector size. For the con-
ventional HVAC and water heating system, solar energy is notutilized so the electricity cost remained
unchanged. For systems integrating solar energy, as we increase the solar collector size, which means
more solar energy can be captured, the electricity cost reduces before setting down at the minimum
value. The minimum value corresponds to the thermal capacity limit of the water tank. From the re-
sults in Figures3.13(a), 3.13(b), and3.13(c), it can be seen that the solar assisted HVAC-water heating
achieves the largest cost saving. This is indeed thanks to the utilization of solar energy and the flexible
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Figure 3.5 –Energy management with solar assisted HVAC-water heating

operation of the water tank, which serves as energy storage facility to support both HVAC and water
heating loads.

Figures3.14(a)and3.14(b)illustrate the impacts of the solar collector size and maximum water
tank temperature allowance, which is proportional to the tank thermal capacity, on the energy cost.
These figures show that increasing the maximum water tank temperature allowance, which would
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(d) Electricity consumption of auxiliary heater

Figure 3.6 –Energy management with conventional HVAC and water heating

reduce the life time of the water tank, and increasing solar collector size result in the reduction of
energy cost. However, the energy cost converges asymptotically to its minimum values. Thus, above
a certain value of solar collector size and maximum temperature allowance, the working cycle of the
auxiliary heater reaches its minimum to maintain the water tank temperature when the solar is not
available. This minimum value corresponds to the water tankcapacity (m3) and the heat loss. When
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Figure 3.7 –Water tank temperature in conventional HVAC and solar waterheating system
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(c) Clothes dryer

Figure 3.8 –Energy consumptions of other controllable loads

the solar collector size is small, apparently the cost is noteffected by the auxiliary heater. This is
because the captured solar energy is insufficient to supportthe heat loss and the thermal load. Hence,
the tank operates mainly by relying on its auxiliary heater.The impact of the maximum water tank
temperature limit is only significant when the solar collector size is large enough (above 3m2) when
the amount of solar energy captured is considerable.

Similarly, Figures3.15(a)and3.15(b)show the impacts of other parameters on the energy cost.
The presented results demonstrate that relaxing room and water tank temperature constraints as well as
increasing solar collector size can reduce the energy cost.Specifically, increasing the room temperature
tolerance can reduce the cost significantly but this cost saving would compromise the user comfort. In
these figures, we consider the maximum room temperature deviation of 3oC, which corresponds to the
worst case of building class C with over 30% level of dissatisfaction according to the ISO 7730 : 2005
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(a) Solar assisted HVAC and water heating
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(b) Conventional HVAC and water heating
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(c) Conventional HVAC and solar water heating

Figure 3.9 –Total energy consumption of scheduled loads.

standard. Water temperature also affects user comfort since various daily activities may need different
water temperature. However, this requirement can be achieved easily since the water temperature at
end-user points can be adjusted automatically by using household water mixing valves. Hence, the
water tank temperature can vary in a large range, for example43−70oC, 43−65oC [61], due to its
high thermal insulation3. However, increasing the water temperature limits as well as solar collector
size only helps reduce the cost up to a certain value due to thetank thermal capacity limit.

In general, the amount of solar energy varies over differentseasons, which is typically high in the
summer and low in the winter. Figure3.4(a) illustrates the differences in the solar energy between
summer and winter seasons. In addition, energy consumptionto support heating or cooling demands
also depends on the seasons. We compare the electricity costs in different months corresponding to the
four seasons, i.e., spring, summer, autumn, and winter in Figure3.16. In the summer, the strong solar
intensity can provide more energy to the system but it may also require large cooling demand. In the
winter, the solar irradiance is low while the outdoor temperature can fall below zero, which is also far
from the preferred indoor temperature. This implies that the larger HVAC load demand is required to
meet users’ comfort requirement. Another factor contributing to the larger electricity cost in the winter
is the low energy coefficiency of the solar system as can be seen in Figure3.4(e). It can be seen that the

3According to the Apricus solar hot water system owner manual, the large-size Caleffi solar storage tank can reach the
maximum temperature 180oC under high pressure. Hot water is mixed with cold water for domestic usage by anti-scald
mixing valves.
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(a) Water tank temperature
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(b) Room temperature
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(c) Electricity consumption of HVAC
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(d) Electricity consumption of auxiliary heater

Figure 3.10 –Energy management with solar assisted HVAC-water heating (Noncontiously Modulated Power)

system with solar assisted thermal load achieve the lowest cost in comparison with the two remaining
systems, which confirms the advantages of our proposed design.

The results in Figure3.16can be used to calculate the cost saving per year, which can then be used
to calculate the Return of Investment on the capital cost andeconomics of the solar assisted thermal
load system for the given investment cost (of solar collector and thermal storage).

3.7 Conclusion and Future Works

We have proposed unified HEM design to minimize the electricity cost that considers users’ comfort
preference and solar assisted thermal load. The developed mathematical model captures the joint op-
eration of the solar assisted HVAC and hot water system accounting for detailed operations of various
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(b) Room temperature
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(c) Electricity consumption of HVAC
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(d) Electricity consumption of auxiliary heater

Figure 3.11 –Energy management conventional HVAC and water heating (Noncontiously Modulated Power)

types of home appliances and the uncertainty in the solar energy and electricity price. We have pro-
posed to solve the energy problem by using the rolling two-stage stochastic optimization approach.
Finally, numerical results have been presented to show the significant energy saving for the system
with solar assisted thermal load in comparison with other conventional systems.

It is worth to mention that the solar thermal tank is an example of short-term solar storage facility
since the energy cannot be stored for a long time due to heat loss. Household energy management
using long-term solar storage facility such as seasonal thermal storage, which can capture and store
solar energy for several months, is an interesting direction for further research. In general, solar energy
technologies have been under rapid development and there isa rich area of research, which explores
how various solar storage technologies can be exploited foractive DR and energy management. This
indeed offers many open research problems for our future studies.
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Figure 3.13 –Effects of system parameters on electricity cost
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Figure 3.14 –Energy cost versus solar collector size and tank temperature limit
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Figure 3.15 –Pareto-optimal constant-cost curves vs solar collector size, room temperature tolerance, tank
temperature limit
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Chapter 4

Dynamic Pricing Design for Demand
Response Integration in Distribution
Networks

In this chapter, we discuss how to design that price signal tomotivate the customers to adjust their
energy consumption such that the total system’s economics are improved. The content of this chapter
was published in IEEE Transactions on Power Systems in the following paper:

Duong Tung Nguyen, Hieu Trung Nguyen, and L. B. Le, “Dynamic Pricing Design for Demand
Response Integration in Power Distribution Networks,”IEEE Transactions on Power Systems, vol. 31,
no. 5, pp. 3457-3472, Sept. 2016. doi: 10.1109/TPWRS.2015.2510612

4.1 Abstract

This chapter presents optimal pricing design for demand response (DR) integration in the distribution
network. In particular, we study the energy scheduling problem for a load serving entity (LSE) that
serves two types of loads, namely inflexible and flexible loads. Inflexible loads are charged under
a regular pricing tariff while flexible loads enjoy a dynamicpricing tariff that ensures cost saving
for them. Moreover, flexible loads are assumed to be aggregated by several DR aggregators. The
interaction between the LSE and its customers is formulatedas a bilevel optimization problem where
the LSE is the leader and DR aggregators are the followers. The optimal solution of this problem
corresponds to the optimal pricing tariff for flexible loads. The key advantage of the proposed model
is that it can be readily implemented thanks to its compatibility with existing pricing structures in
the retail market. Extensive numerical results show that the proposed approach provides a win-win
solution for both the LSE and its customers.

4.2 Introduction

Demand response have been studied at higher system levels such as stochastic security constrained unit
commitment of system operators [129], DR aggregator in DR exchange market [10], market clearing
optimization [93], ancillary services [24, 27, 94], large energy customers with DR capabilities [15, 42,
44], and DR exchange market operator [13]. In previous chapter, we also discussed a rich literature
review on demand response of residential sectors [16–19, 67, 82, 92, 95]. A question arises: how
entities at system levels can aggregate or motivate smallerentities at lower levels, i.e., smart homes,
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provide demand response services? This question can be addressed by efficient pricing designs, which
is the main concentration of this chapter.

This chapter presents a novel pricing design for DR in the distribution network by using the bilevel
programming approach. In fact, bilevel programming has been used to study different problems in
power systems such as transmission and generation expansion planning [114, 115], generation main-
tenance [31], market equilibria [117], and strategic bidding for power producers [118], retailers [91],
and distribution companies [119]. Recently, there have been some research works on the energy man-
agement design for smart grids using bilevel programming. In particular, Asimakopoulouet al. [120]
formulated a bilevel problem to study the interaction between a large central production unit and an
energy service provider (ESP) managing several microgrids(MGs). The central production unit com-
putes and sends an optimal energy price signal to the ESP, then the ESP decides the optimal amount of
energy purchased from the central generation unit as well asschedules its power generation and con-
sumption accordingly. However, renewable energy sources (RESs) and the interaction with the main
grid (utility grid) were not considered in this chapter. Moreover, the formulated problem in [120] is a
nonlinear mixed integer problem which requires nonlinear solvers.

Stochastic bilevel formulation was also proposed in [121] to analyze the interaction between a
distribution network operator (DNO) and networked MGs considering the renewable energy genera-
tion uncertainty where each entity aims at minimizing its individual operation cost. The information
exchanged between the DNO and MGs includes the generation and demand of MGs while the price
of energy exchange between the DNO and MGs is fixed. In both [120, 121], the authors studied
single-period optimization problems. In contrast, we consider a multi-period optimization problem
which is able to capture time-coupling constraints such as raming limit of dispatchable DGs, charg-
ing/discharging constraints of batteries, especially theprice arbitrage potential in electricity markets.

In this work, the retail price that the LSE charges flexible loads is set dynamically, which depends
on actual operation conditions of the system (e.g., renewable energy generation, grid electricity price,
status of batteries and DGs). The key optimization variablein this design is the DR price which is de-
fined as the retail price that the LSE charges flexible load customers. Hence, it is expected that the DR
capability of flexible loads can be exploited more efficiently to maximize the benefits of both the LSE
and energy customers. Table4.1describes a few state-of-the-art designs related to DR research, which
help demonstrate the novelty of our proposed design compared to the existing literature. In particular,
our proposed system is suitable for exploiting DR capabilities of small and medium-sized customers in
the distribution network while it does not require significant changes to the existing market structure.
Furthermore, the proposed pricing design considers the time-varying nature of the operation condi-
tions of system components under the control of the LSE and the willingness of changing loads from
customers so that the optimal DR price will maximize the benefits of both the LSE and its customers.
Finally, our pricing design takes some practical aspects ofeconomic design in the distribution network
to attract flexible load customers to participate in our scheme, as will be explained in the following.

Different from prevailing time-varying pricing schemes such as time-of-use (TOU) and real-time
pricing (RTP) for retail customers [16], which may increase the energy cost for some customers with
small flexible loads, the proposed scheme does not have negative impacts on inflexible customers.
Our proposed model aims at exploiting flexible loads to achieve efficient operations of a LSE via a
smart pricing scheme which ensures cost saving for energy customers of the LSE. Indeed, there can be
various uncertainty factors in the system such as renewableenergy generation and grid electricity price.
However, uncertainty modeling is not considered in this study since our main design objective is to
demonstrate the benefits of smart pricing for facilitating DR integration into the distribution network.
It is possible to extend our model to integrate system uncertainties, for example, by using stochastic
optimization frameworks as considered in [19, 43, 48] and other popular optimization techniques such
as robust optimization [15]. Our main contributions can be summarized as follows.
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Table 4.1 –Summary of discussed DR methodologies

Paper Solution approach Pros Cons
[43] Stochastic -Optimal day-ahead bidding design -DR prices are fixed

programming -Risk measure is considered and do not depend on the
-Economic contracts between actual system operation
MG aggregator vs DR resources conditions

[10] MILP -DR services from -DR aggregators interact directly
small/medium-sized customers with the wholesale market.
including load curtailment, load shifting, -Requires significant changes
utilizing on-site generation, and utilizing in the wholesale market
energy storage

[15] Rolling -Maximize energy customers’ utility -Customers are passive, i.e,
robust (households/small businesses) receiving prices from
optimization considering price uncertainty system operators

-Pricing design is not addressed
[42] Rolling -Maximize energy customers’ utilizes -Customers are passive entities [15]

robust considering price and -Pricing design between system controller
optimization renewable energy uncertainties and flexible loads is not considered

[44] Stochastic -Optimize the bidding curve -The model targets large customers
bilevel of a large customer in pool market
programming in the pool market -Does not consider DR integration

considering uncertainties in the distribution networks
[16] Rolling stochastic -Motivates residential load shifting -Pricing signal design is not mentioned

programming and by real time pricing signal -Negative impact on less flexible customers
robust optimization -Detailed modeling of home appliances -Applicable for small scale residential load

[67, 92] Multi-objective -Comfort and lifestyle -Pricing signal design
optimization are addressed is not mentioned

[95] Distributed -Maximize customer’s utility -Applicable for small scale residential load
optimization -Minimize grid fluctuation

-Dynamic pricing design for households
[120] Bilevel -Pricing design between -The final problem is a MINLP

programming microgrids and a LSE - Single period optimization
-Does not consider renewable energy
and main grid

[121] Stochastic p -Uncertainties are captured -Pricing design among MGs
bilevel -minimize MG’s cost is not considered
programming -Applicable for networked MGs

Our study Bilevel -A novel and practical -Uncertainties are not considered
programming pricing scheme between a and will be the subject

LSE and energy customers of our future work
-Compatible with existing
retail market structures
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• We present a comprehensive decision-making framework forshort-term operation of a LSE in
the future smart grids where distributed energy resources (DERs), renewable energy, DR, and
other important system parameters are considered. We introduce a novel and practical pricing
model for DR loads in the distribution network. The proposedmodel can be readily implemented
since it does not require any significant changes to the existing retail market structure.

• We model the interaction between the LSE and its customers as a bilevel programming problem
where the LSE is the leader and each DR aggregator is a follower. The nonlinear bilevel mixed-
integer program is transformed into a single mixed integer linear program (MILP) using some
transformation techniques such as the Karush-Kuhn-Tucker(KKT) optimality conditions and
strong duality theorem. The outcome of this problem contains the optimal hourly retail prices
for flexible (DR) loads. Extensive numerical results show that the proposed scheme provides
a win-win solution for both the LSE and its customers. In particular, it can help improve the
optimal profit for the LSE, increase the payoffs for DR aggregators, and decrease the amount of
potential involuntary load curtailment as well as renewable energy curtailment.

The remaining of this chapter is organized as follows. In Section 4.3, we present the notations
used in this study. In Section 4.4, we describe the proposed system model. Section 4.5 formulates the
problem and Section 4.6 presents the solution approach. Numerical results are shown in Section 4.7
followed by conclusion in Section 4.8.

4.3 Notations

Notation Explanation
Abbrevations
RES Renewable energy source
DER Distributed energy resource
DR Demand response
DG Dispatchable distributed generator
LSE Load serving entity
PCC Point of common coupling
ILC Involuntary load curtailment
RESSF RES scaling factor
Indices
i Index of DGs
k Index of batteries
t Index of time slots
Parameters
NT Number of time slots
NG,NB Number of DGs/batteries
ND Number of DR aggregators
d Index of DR aggregators
m Index of demand blocks of DR aggregators
NMd Number of demand blocks of DR aggregatord
ud,m,t Marginal utility of demand blockm of DR aggregatord at timet ($/MWh)
Ud,t(.) Utility function of DR aggregatord at timet
Ed Minimum total energy consumption of DR aggregatord over the scheduling

horizon (MWh)
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RD
d Ramping down limit of DR aggregatord (MW)

RU
d Ramping up limit of DR aggregatord (MW)

Pd,t Scheduled load for DR aggregatord (MW)
Pmin

d,t Minimum power consumption of DR aggregatord at timet (MW)
Pmax

d,m,t Maximum load of demand blockm of DR aggregatord at timet (MW)

PRES,a
t Available renewable generation at timet (MW)

Pg,max
t Power limit at point of common coupling (MW)

∆T Length of time slot
ηc

k ,η
d
k Charging/discharging efficiency of batteryk

Pc
k Maximum charging power of batteryk (MW)

Pd
k Maximum discharging power of batteryk (MW)

Ek Capacity of batteryk (MWh)
Dt Inflexible load at timet (MW)
cRt Regular retail price at timet ($/MWh)
cgt Grid electricity price ($/MWh)
cRESt Renewable energy cost at timet ($/MWh)
cLC Cost of involuntary load curtailment ($/MWh)
Pmin

i ,Pmax
i Minimum/maximum power generation of DGi (MW)

CUi,t Start-up offer cost of DGi ($)
DTi ,UTi Minimum down/up time of DGi (h)
DRi ,URi Ramping-down/up rate limit of DGi (MW)
Variables
Pd,m,t Scheduled load for demand blockm of DR aggregatord (MW)
PRES

t Scheduled renewable generation at timet (MW)
Pg

t Power exchange with the main grid at timet (MW)
cDRt Retail price for DR aggregators ($/MWh)
DLC

t Involuntary load curtailment at timet (MW)
Pc

k,t Charging power of batteryk at timet (MW)
Pd

k,t Discharging power of batteryk at timet (MW)
bck,t ,b

d
k,t Binary variable, “1” if charging/discharging

SOCk,t State of charge of batteryk
Ii,t Commitment status of DGi at timet {0, 1}
Ci(.) Production cost of DGi ($)
SUi,t Start-up cost of DGi ($)
yi,t ,zi,t Start-up and shutdown indicators {0, 1}
Pi,t Power generation of DGi at timet (MW)

4.4 System Model

The energy scheduling problem is considered in a one-day period which is divided into 24 equal time
slots. We consider a LSE which can procure energy from various sources including the main grid, DR
resources, batteries, and local DERs including RESs (e.g.,wind and solar energy) and dispatchable
DGs (e.g., diesel generators, microturbines, and fuel cells) to serve its customers. Figure4.1illustrates
the considered system model.

The LSE itself may possess some DERs and it can also buy energyfrom privately owned DERs
(e.g., from third party companies, households). If the LSE purchases electricity from third party com-
panies or households, it must pay these entities for the procured energy. The price paid to each privately
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Figure 4.1 –System Model

owned DER can be different, which depends on specific agreements or contracts between the LSE and
those sources. If a third party company or a household owns some DERs, the company or the house-
hold is responsible for the operation cost of those energy generating sources; however, it can receive
the revenue from selling energy to the LSE. On the other hand,if the LSE operates some DERs by
itself, the operation cost of those DERs is imposed directlyon the LSE.

For simplicity, we assume that the LSE possesses several conventional DGs such as diesel genera-
tors and fuel cells, and it does not buy energy from privatelyowned conventional DGs. Additionally,
the LSE does not own any renewable energy sources. We assume that the LSE hastake-or-paycon-
tracts [42], which are also called Power Purchase Agreements (PPA) in some markets [42, 43], with
local wind farms and/or solar farms to buy renewable energy from them. In thetake-or-paycontracts,
the LSE buys all available renewable energy generated from these wind/solar farms at a fixed price
which is typically lower than the average price from the maingrid [42]. Without loss of generality, we
assume that the prices paid to all renewable energy sources are the same (cRESt )1. Finally, the LSE may
own some battery storage units.

1The LSE must pay for all available renewable energyPRES,a
t (i.e., it does not just pay for the amount of scheduled

renewable energyPRES
t ).
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System loads are assumed to belong to one of the two categories, namely flexible and inflexible
loads. Inflexible loads or critical loads are those that the LSE has to serve. If the LSE cannot fully serve
the inflexible loads, a portion of the inflexible loads has to be shed, which is called involuntary load
curtailment (ILC). A very high penalty cost (cLC) is imposed on the LSE for ILC since the main goal
of the LSE is to guarantee electricity supply to its customers [43]. Inflexible loads are charged under
the regular retail price (cRt ). In contrast, flexible loads are assumed to be aggregated byone or several
DR aggregators which enjoy a dynamic pricing tariff that should be designed to bring advantages to
the DR aggregators. One practical strategy to encourage DR aggregators participating in our proposed
operation model is to ensure cost saving for them.

In practice, a flexible load customer might be hesitant to participate in a real-time pricing scheme
since electricity prices in this scheme may be greater than the regular retail price for several hours
of a day. The loads of a flexible load customer include critical load which should not be shed or
shifted and flexible load that can be shed or shifted. Therefore, if the flexible load customer has a large
portion of critical load during high price hours, we might not be able to guarantee cost saving for the
customer compared to the case where the customer is charged at the fixed retail price. Hence, one of
the most practical approaches that the LSE may use to attractflexible load customers to participate in
the proposed pricing model is to offer DR price (i.e., the retail price that the LSE charges flexible loads
or DR aggregators), which is always lower or equal to the retail price in each hour. In the worst case
when the DR price is equal to the regular retail price, the cost imposed on participating entities is the
same with the one when they are charged under the regular retail price.

The proposed system model can be applied to the practical setting where a LSE provides energy
services to a certain geographical area. In particular, there can be several DR aggregators in the area
which aggregate flexible loads from energy users and each DR aggregator serves a given set of flexible
loads. A DR aggregator can be a company which is interested inthe DR market (e.g., EnerNOC).2

This design allows us to prevent individual small flexible energy customers from interacting directly
with the wholesale market, which would complicate the operation of the wholesale market. Moreover,
our design ensures that the number of participating partiesin our model as well as the number of
variables in our formulated optimization problem be reduced significantly. In addition, we assume that
DR aggregators have DR contracts with flexible load customers so that these customers can declare the
characteristics of their loads (e.g., utility function [14, 42, 44–46] or discomfort function in the case
of load reduction or load shifting [10, 43, 44]) to the DR aggregators. Based on the load information
provided by their customers, each DR aggregator can construct a suitable aggregated utility function,
as described in Section4.5.9, which is then sent to the LSE. Detailed study on how DR aggregators
interact with their customers and construct their aggregated utility function is out of scope of this study.

The underlying optimization problem is formulated as a bilevel program where the LSE is the
leader and each DR aggregator is a follower. The outcome of this problem contains optimal dynamic
DR price series (cDRt ) over the scheduling horizon. Additionally, the outputs ofthe proposed problem
include the hourly energy trading between the LSE and the main grid (Pg

t ), the scheduled generation
of local RESs (PRES

t ) and local DGs (Pi,t), charging/discharging power of batteries (Pc
k,t ,P

d
k,t), amount

of ILC (DLC
t ), and hourly energy consumption of DR aggregators (Pd,t).

2 http://www.enernoc.com/
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4.5 Problem Formulation

4.5.1 Objective Function of the LSE

We are interested in maximizing the profit of the LSE which is given as follows:

Pro f it = Rev−Cost (4.1)

whereRevis the retail revenue obtained by serving inflexible loads (at pricecRt ) and flexible loads (at
pricecDRt ), i.e.,

Rev=
NT

∑
t=1

∆T

[

cRt (Dt −DLC
t )+

ND

∑
d=1

cDRt Pd,t

]

(4.2)

whereDt −DLC
t is the amount of inflexible load that the LSE serves at timet.

The operating cost of the LSE includes the cost of buying/selling electricity from/to the main grid
cgt Pg

t , renewable energy procurement costcRESt PRES,a
t , operation costs of DGs including start-up cost

and dispatch cost∑NG
i=1(SUi,t +Ci(Pi,t)) [43], and the penalty cost for involuntary load curtailment

cLCDLC
t . For simplicity, the battery operation cost is not considered in this study. Hence, we have

Cost=
NT

∑
t=1

∆T

[

cgt Pg
t +cRESt PRES,a

t +
NG

∑
i=1

(SUi,t +Ci(Pi,t))+cLCDLC
t

]

. (4.3)

From these expressions, the design objective becomes

max
cDR
t ,Pg

t ,Pi,t ,PRES
t ,DLC

t ,Pc
k,t ,P

d
k,t,Pd,t

NT

∑
t=1

∆T

[

cRt (Dt −DLC
t )+

ND

∑
d=1

cDRt Pd,t

]

−
NT

∑
t=1

∆T

[

Pg
t cgt +cRESt PRES,a

t +
NG

∑
i=1

(SUi,t +Ci(Pi,t))+cLCDLC
t

]

(4.4)

subject to the following constraints.

4.5.2 Power Balance Constraints

At any time slott, the total power generation including power exchanged withthe main gridPg
t , power

generated by DGs∑NG
i=1Pi,t, power generated by renewable energy resourcesPRES

t , power dispatched of
batteries∑NB

k=1(P
d
k,t −Pc

k,t), and load curtailmentDLC
t must be equal to the total power consumption of

nonflexible loadDt and flexible load∑ND
d=1Pd,t. This condition is described by the following constraint:

Pg
t +

NG

∑
i=1

Pi,t +PRES
t +

NB

∑
k=1

(Pd
k,t −Pc

k,t)+DLC
t = Dt +

ND

∑
d=1

Pd,t, ∀ t. (4.5)
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4.5.3 Power Trading with Main Grid

The power exchanged with the main grid is constrained byPg,max
t , which is described as follows:

−Pg,max
t ≤ Pg

t ≤ Pg,max
t , ∀ t. (4.6)

4.5.4 Renewable Energy Constraints

The scheduled renewable energy generation must be smaller or equal to the available renewable energy
generation. Hence,

0≤ PRES
t ≤ PRES,a

t , ∀ t. (4.7)

4.5.5 Involuntary Load Curtailment

The amount of involuntary load curtailment is always smaller or equal to the total inflexible load, i.e.,
we have

0≤ DLC
t ≤ Dt , ∀ t. (4.8)

4.5.6 DR Price

As explained in Section4.4, the DR price is set to be smaller or equal to the regular retail price at every
time slott to attract the participation of DR aggregators in the proposed DR pricing scheme, i.e., we
have

cDRt ≤ cRt , ∀ t. (4.9)

4.5.7 Operation Constraints of DGs

In this study, a widely used piecewise linear cost function [31, 43, 130] is employed to model ap-
proximately the production costCi(.) of DG i wheren andNi are the segment indices and number of
segments in the cost function of DGi, respectively. Parameterλi,n ($/MWh) denotes the marginal cost
associated with segmentn in the cost function of DGi. The cost of operating DGi at its minimum
power generation [130] is ai . Finally, we definePi,n (MW) as the upper limit of power generation from
then-th segment in the cost function of DGi andPi,n,t is scheduled power generation of DGi from the
n-th segment at timet. We have [31, 43, 130]

Ci(Pi,t) = ai Ii,t +∆T
Ni

∑
n=1

λi,nPi,n,t (4.10)

0≤ Pi,n,t ≤ Pi,n; Pi,t = Pmin
i Ii,t +

Ni

∑
n=1

Pi,n,t (4.11)

where constraints (4.10)–(4.11) describe the generation cost and power output of DGi. Additionally,
the following constraints are imposed on the operation of DGi [31]:
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Pmin
i Ii,t ≤ Pi,t ≤ Pmax

i Ii,t; SUi,t =CUiyi,t (4.12)

Pi,t −Pi,t−1 ≤URi (4.13)

Pi,t−1−Pi,t ≤ DRi (4.14)
t+UTi−1

∑
h=t

Ii,h ≥UTiyi,t (4.15)

t+DTi−1

∑
h=t

(1− Ii,h)≥ DTkzi,t (4.16)

yi,t −zi,t = Ii,t − Ii,t−1; yi,t +zi,t ≤ 1. (4.17)

Power generation limits and start-up cost are described in (4.12). The remaining constraints capture
ramping up/down limits, limits on minimum ON/OFF duration,and relationship between binary vari-
ables [31, 43, 130].

4.5.8 Battery Constraints

The following constraints are imposed on the operation of batteryk for ∀t [131]:

0≤ Pc
k,t ≤ bck,tP

c
k ; 0≤ Pd

k,t ≤ bdk,tP
d
k (4.18)

SOCmin
k ≤ SOCk,t ≤ SOCmax

k (4.19)

SOCk,t+1 = SOCk,t +∆T

(

ηc
kPc

k,t

Ek
−

Pd
k,t

ηd
k Ek

)

(4.20)

bck,t +bdk,t ≤ 1; bck,t , bdk,t ∈ {0, 1}. (4.21)

Limits on the charging and discharging power of batteryk are presented in (4.18). Constraint (4.19)
imposes limits on State of Charge (SOC) of batteryk. Note that SOCmax

k and SOCmin
k are the maximum

SOC and minimum SOC of batteryk, respectively. Battery energy dynamics model is given in (4.20).
Finally, conditions on binary variables representing battery charging/discharging status are captured in
(4.21) so that batteryk cannot be charged and discharged simultaneously.

4.5.9 Follower Problems

In addition to the above operation constraints, the optimization of the leader problem is subject toND
follower problems each of which corresponds to an optimization problem of DR aggregatord. The
lower-level problem for DR aggregatord is presented in the following. First, we define the payoff
function for each DR aggregator as the utility (benefit) minus the cost due to energy consumption over
the scheduling horizon. We assume that each DR aggregator wishes to maximize its payoff function as
follows:

max
Pd,t

NT

∑
t=1

[

Ud,t(Pd,t)−∆TcDRt Pd,t

]

. (4.22)
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Figure 4.2 –DR utility function

In this study, the utility functions of DR aggregators are modeled by multi-block utility functions3,
which are commonly used in the literature [42, 44–46]. The marginal utility of a demand block de-
creases as the index of demand blocks increases. Figure4.2shows the utility function of DR aggrega-
tor d at timet. As we can observe, this function has four demand blocks (i.e., NMd = 4). The values at
point A, C, D, E arePmax

d,1,t , Pmax
d,1,t + Pmax

d,2,t , Pmax
d,1,t+Pmax

d,2,t+Pmax
d,3,t , andPmax

d,1,t+Pmax
d,2,t+Pmax

d,3,t+Pmax
d,4,t , respectively.

If the scheduled demand of DR aggregatord at timet is OB (i.e.,Pd,t = OB), then the utility value for
load consumption of aggregatord at timet is equal to the shaded area. Generally, we have

Ud,t(Pd,t) = ∆T
NMd

∑
m=1

ud,m,tPd,m,t (4.23)

Pd,t =
NMd

∑
m=1

Pd,m,t. (4.24)

Therefore, the follower (lower) optimization problem of DRaggregatord can be written as follows:

min
Pd,t , Pd,t,m

∆T
NT

∑
t=1

[cDRt Pd,t −
NMd

∑
m=1

ud,m,tPd,m,t] (4.25)

3In the literature, there exist other models for flexible loads. For example, price elasticity of the load model is considered
in [51–53]. However, we choose the multi-block utility function model since it is suitable for the proposed solution approach
and current practice in the electricity market.
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subject to

Pd,t =
NMd

∑
m=1

Pd,m,t, ∀t (λd,t) (4.26)

Pd,m,t ≤ Pmax
d,m,t, ∀m, t (µ1

d,m,t) (4.27)

Pd,m,t ≥ 0, ∀m, t (µ2
d,m,t) (4.28)

∆T
NT

∑
t=1

Pd,t ≥ Ed, (µ3
d) (4.29)

Pd,t ≥ Pmin
d,t , ∀t (µ4

d,t) (4.30)

Pd,t −Pd,t−1 ≤ RU
d , ∀t (µ5

d,t) (4.31)

Pd,t−1−Pd,t ≤ RD
d , ∀t (µ6

d,t). (4.32)

The power constraints for each demand blockm for the flexible load of DR aggregatord are cap-
tured in (4.27)-(4.28). Constraint (4.29) describes the minimum energy consumption for the load of
DR aggregatord over the scheduling horizon. The constraint on the minimum power consumption for
DR aggregatord at each time slott is expressed in (4.30) while maximum power consumption con-
straints for DR aggregatord are described in (4.26)-(4.27). Finally, (4.31)-(4.32) impose the ramping
up and ramping down constraints for the load of DR aggregatord wherePd,0 is the initial load of DR
aggregatord. In addition,λd,t ,µ1

d,m,t ,µ
2
d,m,t ,µ

3
d ,µ

4
d,t ,µ

5
d,t , andµ6

d,t are the Lagrange multipliers which
associated with these constraints.

4.5.10 Extension with Power Flow Constraints

For ease of exposition, in the problem formulation described above, we have implicitly assumed that
all entities are located at one bus, which is valid for a small-scale system (e.g., a LSE manages loads
in a small town or a village). However, a general distribution network model can also be integrated
into our optimization framework. The power flow constraintsare described as follows. We definep,q
as the indices of two buses,Bp,q is the susceptance of linep-q, Fmax

p,q is the transmission capacity of
line p-q, andθp,t is the voltage angle of busp at timet. Additionally, we defineAp as the set of buses
connected to busp, Bp as the set of batteries located at busp, Cp is the set of DGs located at busp,and
Dp as the set of DR aggregators located at busp. Moreover,Dp,t is the total inflexible load at busp and
time t while DLC

p,t is the amount of involuntary load curtailment at busp and timet (DLC
p,t ≤ Dp,t ,∀p, t).

In addition,PRES
p,t is the amount of scheduled renewable energy generation at bus p and timet; andPg

p,t

is the amount of energy exchange with the main grid at busp and timet. Note thatPg
p,t = 0, ∀t if bus

p is not connected to the main grid.
For simplicity, reactive power is not considered in this study and the lossless DC power flow model

is used to model the distribution network [78], which imposes the following constraints:

Pg
p,t + ∑

i∈Cp

Pi,t +PRES
t + ∑

k∈Bp

(Pd
k,t −Pc

k,t)+DLC
p,t −Dp,t + ∑

d∈Dp

Pd,t = ∑
q∈Ap

Bp,q(θp,t −θq,t), ∀p, t.

(4.33)

−Fmax
p,q ≤ Bp,q(θp,t −θq,t)≤ Fmax

p,q , ∀t, p, q (4.34)

where constraint (4.33) enforces the power balance at each bus in the system while constraint (4.34)
presents power flow limits of each line. All operation constraints of the LSE as well as the follower
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problem remain the same as in Section4.5. However, the power balance constraint (4.5) is replaced by
the set of power flow constraints presented above.

We are aware of the fact that the lossless DC power flow model may not be the most suitable for
the distribution network. Integration of a full power flow model and reactive power management into
the proposed optimization framework is a subject of our future work. In particular, the adoption of
DC power flow model enables the tractability of solving the underlying bilevel optimization problem.
This approach is also used in [78] where the DC power flow is used in the distribution company’s
optimization model. To accurately capture reactive power flows and voltage stability’s constraints, a
full model of AC power flow can be adopted, which results in a MINLP. In this case, various heuristic
evolutionary algorithms such as genetic algorithm or particle swarm can be used, which is the subject
of our future work. A recent linearized power flow model for distribution network is proposed in [11]
where the accuracy of the approximation model is well justified. Consideration of this linearized model,
which results in the MILP, will also be the subject of our future research.

4.6 Solution Approach

We propose to convert the optimization problem of the LSE into an equivalent MILP problem. Note
that optimization variables in each follower problem include Pd,m,t andPd,t . Moreover, the variable
cDRt in the upper-level (leader) problem is a parameter in each lower-level (follower) problem. Also,
for a given vectorcDRt , each follower problem is simply a linear program. Therefore, we can replace
each follower problem with its corresponding KKT optimality conditions [91]. Toward this end, the
Lagrangian of each lower-level problem (4.25)-(4.32) for DR aggregatord can be expressed as

Ld = ∆T
NT

∑
t=1

[cDRt Pd,t −
NMd

∑
m=1

ud,m,tPd,m,t]+
NT

∑
t=1

λd,t(Pd,t −
NMd

∑
m=1

Pd,m,t)

+
NT

∑
t=1

NMd

∑
m=1

µ1
d,m,t(Pd,m,t −Pmax

d,m,t)−
NT

∑
t=1

NMd

∑
m=1

µ2
d,m,tPd,m,t −µ3

d(∆T
NT

∑
t=1

Pd,t −Ed)

−
NT

∑
t=1

µ4
d,t(Pd,t −Pmin

d,t )+
NT

∑
t=1

µ5
d,t(Pd,t −Pd,t−1−RU

d )+
NT

∑
t=1

µ6
d,t(Pd,t−1−Pd,t −RD

d ) (4.35)

whereλd,t ,µ1
d,m,t ,µ

2
d,m,t ,µ

3
d ,µ

4
d,t ,µ

5
d,t , andµ6

d,t denote the Lagrange multipliers associated with the con-
straints in the corresponding follower problem. The KKT necessary optimality conditions of the lower-
level problem of DR aggregatord include the primal feasibility constraint (4.26) and the following
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constraints

δLd

Pd,t
= ∆TcDRt +λd,t −∆Tµ3

d −µ4
d,t +µ5

d,t −µ5
d,t+1

+µ6
d,t+1−µ6

d,t = 0, ∀ t < NT (4.36)

δLd

Pd,t
= ∆TcDRt +λd,t −∆Tµ3

d −µ4
d,t +µ5

d,t

−µ6
d,t = 0, if t = NT (4.37)

δLd

Pd,m,t
=−∆Tud,m,t −λd,t +µ1

d,m,t −µ2
d,m,t = 0

, ∀m, t (4.38)

0≤ µ1
d,m,t⊥Pmax

d,m,t −Pd,m,t ≥ 0, ∀m, t (4.39)

0≤ µ2
d,m,t⊥Pd,m,t ≥ 0, ∀m, t (4.40)

0≤ µ3
d⊥∆T

NT

∑
t=1

Pd,t −Ed ≥ 0, (4.41)

0≤ µ4
d,t⊥Pd,t −Pmin

d,t ≥ 0, ∀t (4.42)

0≤ µ5
d,t⊥RU

d −Pd,t +Pd,t−1 ≥ 0, ∀t (4.43)

0≤ µ6
d,t⊥RD

d −Pd,t−1+Pd,t ≥ 0, ∀t. (4.44)

Complementarity conditions associated with the inequality constraints (4.27)-(4.32) are given in
(4.39)-(4.44). Note that a complementarity condition 0≤ µ⊥P ≥ 0 (i.e., P ≥ 0; µTP = 0; µ ≥ 0)
can be transformed into the following set of mixed-integer constraints based on the Fortuny-Amat
transformation [44, 47, 115]:

µ ≥ 0; P≥ 0 (4.45)

µ ≤ (1−u)M (4.46)

P≤ uM (4.47)

u∈ {0,1} (4.48)

where M is a sufficiently large constant. Note that the value of M will affect the effectiveness of the
proposed solution. In particular, we should selectM appropriately to avoid numerical ill-conditioning
[132]. Several guideline on how to select a suitable value ofM can be found in [47, 132, 133]. We need
to select a sufficiently large value ofM so as not to make the optimal solution outside the feasible space
of (4.46) [132]. On the other hand, a too large value ofM may result in computational inefficiencies
for the solution of the resulting mixed-integer optimization problems [132]. A general principle to find
a reasonable constantM is based on thetrial and error approach [133]. However, in some cases, a
suitable value ofM can be found based on specific characteristics of the studiedproblems [133].
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Therefore, the set of constraints (4.39)-(4.44) can be rewritten as follows:

µ1
d,m,t ≥ 0; Pmax

d,m,t −Pd,m,t ≥ 0 (4.49)

µ1
d,m,t ≤ (1−v1

d,m,t)M
1; Pmax

d,m,t −Pd,m,t ≤ v1
d,m,tM

1 (4.50)

µ2
d,m,t ≥ 0; Pd,m,t ≥ 0 (4.51)

µ2
d,m,t ≤ (1−v2

d,m,t)M
2; Pd,m,t ≤ v2

d,m,tM
2 (4.52)

µ3
d ≥ 0;

NT

∑
t=1

Pd,t −Ed ≥ 0 (4.53)

µ3
d ≤ (1−v3

d)M
3; ∆T

NT

∑
t=1

Pd,t −Ed ≤ v3
dM3 (4.54)

µ4
d,t ≥ 0; Pd,t −Pmin

d,t ≥ 0 (4.55)

µ4
d,t ≤ (1−v4

d,t)M
4; Pd,t −Pmin

d,t ≤ v4
d,tM

4 (4.56)

µ5
d,t ≥ 0; RU

d −Pd,t +Pd,t−1 ≥ 0 (4.57)

µ5
d,t ≤ (1−v5

d,t)M
5; RU

d −Pd,t +Pd,t−1 ≤ v5
d,tM

5 (4.58)

µ6
d,t ≥ 0; RU

d −Pd,t +Pd,t−1 ≥ 0 (4.59)

µ6
d,t ≤ (1−v6

d,t)M
6; RD

d −Pd,t−1+Pd,t ≤ v6
d,tM

6 (4.60)

v1
d,m,t , v2

d,m,t , v3
d, v4

d,t , v5
d,t , v6

d,t ∈ {0, 1} (4.61)

whereM1, M2, M3, M4, M5, andM6 are sufficiently large numbers. After the follower problemsare
replaced by the sets of mixed-integer linear constraints aspresented above, the upper-level optimization
problem is still a mixed-integer nonlinear (MINLP) problemsince the term∆T ∑NT

t=1 ∑ND
d=1cDRt Pd,t in the

objective function (4.4), which is the sum of several bilinear product of variablescDRt Pd,t, is nonlinear.
However, each term∆T ∑NT

t=1cDRt Pd,t of the sum can be equivalently replaced by linear expressions
by using the strong duality theorem [44, 91]. Please refer [134] for more details. The strong duality
theorem renders

∆T
NT

∑
t=1

cDRt Pd,t = ∆T
NT

∑
t=1

NMd

∑
m=1

ud,m,tPd,m,t

+
NT

∑
t=1

[
NMd

∑
m=1

−µ1
d,m,tP

max
d,m,t +µ4

d,tP
min
d,t ]+µ3

dEd

−
NT

∑
t=1

µ5
d,tR

U
d −

NT

∑
t=1

µ6
d,tR

D
d . (4.62)
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Substitute the results in (4.62) into the objective function in (4.4), we arrive at

Pro f it =
ND

∑
d=1

∆T
NT

∑
t=1

NMd

∑
m=1

ud,m,tPd,m,t

+
NT

∑
t=1

[−
NMd

∑
m=1

µ1
d,m,tP

max
d,m,t +µ4

d,tP
min
d,t ]+µ3

dEd

−
NT

∑
t=1

µ5
d,tR

U
d −

NT

∑
t=1

µ6
d,tR

D
d +

NT

∑
t=1

∆TcRt (Dt −DLC
t )

−
NT

∑
t=1

∆T
[

Pg
t cgt +cRESt PRES,a

t

+
NG

∑
i=1

(SUi,t +Ci(Pi,t))+cLCDLC
t

]

. (4.63)

Finally, the original nonlinear bilevel optimization problem can be recast by the following MILP

min
Pd,t ,Pd,t,m,cDR

t ,Pg
t ,P

RES
t ,DLC

t ,Pc
k,t ,P

d
k,t

Pro f it (4.64)

subject to

(4.5)− (4.9), (4.26), (4.36)− (4.38), (4.49)− (4.61), (4.62), (4.63).

Figure 4.3 summarizes the proposed solution technique. The proposed optimization model is
indeed a bilevel optimization problem, which is transformed to a single level optimization problem
by replacing the lower problem with its equilibrium KKT conditions since the lower problem is linear
and convex. The obtained mathematical problem with equilibrium constraints (MPEC) is, however,
still difficult to solve, due to the bi-linear term and complementary constraints. Hence, strong duality
theorem and big M approximation are utilized to transform the given MPEC to an equilibrium mixed
integer linear programming (MILP), which can be solved efficiently by branch and bound algorithm
implemented in commercial software such as CPLEX [106].

In practice, the proposed system can be implemented as follows. First, each DR aggregator collects
load preference information from flexible load customers and constructs aggregated utility functions
for each hour in the operating day. Then, DR aggregators sendthese constructed utility functions to
the LSE. Based on data supplied by the forecasting entities,data related to specifications and status
of batteries, DGs, and operation constraints (e.g., maximum power exchange with the main grid), and
flexible load data, the LSE solves the optimization problem (59). The outcome of this problem is the
optimal DR price and scheduled decisions of flexible loads. These results are sent back to the DR
aggregators to implement corresponding load scheduling actions and to be utilized for quantification
of cost and revenue.

4.7 Numerical Results

4.7.1 Simulation Data

Simulation data in the base case is given in Table4.3. Specifically, the penalty cost for involuntary
load curtailment is set equal to 1000 $/MWh [48]. The renewable energy price that the LSE pays
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Figure 4.3 –Summary of the proposed solution algorithm

for local wind/solar farms is assumed to be 40 $/MWh. For simplicity, we assume thatPg,max
t =

Pgrid andcRt = cR, ∀t. The regular retail price in the base case is $60/MWh and we assume the LSE
does not possess any battery storage unit in the base case. Dispatchable DG data is taken from [48].
Moreover, we assume that the LSE can predict electricity price, inflexible load, and renewable energy
generation with high accuracy. For simplicity, we use historical data of the correspondding system
parameters as their forecast values. Electricity price data is taken from PJM website [48]. Hourly
inflexible load data is retrieved from [135]. Renewable energy generation data is constructed from
data in [48]. Figs.4.4(a), 4.4(b)shows forecast data of electricity price, inflexible load, and renewable
energy generation.

Table 4.3 –System Parameters in Base Case

cLC cRESt Pgrid cR Battery DG

($/MWh) ($/MWh) (MW) ($/MWh)

1000 40 40 60 No No

We assume that flexible loads are aggregated by three DR aggregators. The modeling method
in [42, 44] is employed to construct flexible load data. The data of thebase-case multi-block utility
functionsfor DR aggregators is given in Table4.4. To obtain the utility functions for DR aggregators
over the scheduling horizon, we multiply the base-case utility by 0.8, 1.0, and 1.2 in periods (1-8),
(9-16), and (17-24), respectively [42]. For simplicity, the amount of flexible load (i.e., demand blocks)
is assumed to be the same for all time slots. The minimum energy consumption (Ed) of each DR
aggregatord over the considering day is set equal to 60% of its maximum energy consumption level
(e.g.,E3 = 0.6x(1+1+2+2)x24 = 86.4 MWh). For simplicity, the minimumhourly power consumption
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Figure 4.4 –Forecast data

of every DR aggregator is set to be zero (i.e.,Pmin
d,t = 0, ∀d, t). Without loss of generality, limits on

load ramping up and ramping down are assumed to be sufficiently large.

Table 4.4 –Data for DR aggregators

d Load blocks (MW) Marginal utility ($/MWh) Ed (MWh)

1 1, 1, 1, 1 56, 52, 51, 46 57.6

2 1, 1, 1, 1 61, 56, 52, 46 57.6

3 1, 1, 2, 2 59, 56, 52, 47 86.4
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4.7.2 Sensitivity Analysis

We consider the two following schemes.
• Scheme 1 (S1): The LSE solves the proposed optimization model. The DR aggregators enjoy a

dynamic retail price tariff.

• Scheme 2 (S2): The LSE solves the same optimization problem. However, theregular retail
price is applied to DR aggregators (i.e.,cDRt = cRt ,∀t). In this scheme, DR aggregators have no
incentives to modify their loads.

Table 4.5 –Comparison between Scheme 1 and Scheme 2

cR
t Payoff 1 Payoff 2 Profit 1 Profit 2 DR1 DR 2

$/MWh $ $ $ $ MWh MWh

47 2607.2 2403.2 695.7 146.8 272.0 213.6

50 2061.2 1786.6 2103.9 1476.9 270.0 201.6

55 1250.2 778.6 4599.9 3942.8 240.0 201.6

60 251.0 -229.4 7191.3 6408.7 201.6 201.6

65 -756.9 -1237.4 9657.2 8874.6 201.6 201.6

Table 4.5 presents the performance comparison between Scheme 1 and Scheme 2 for different
values of the regular retail price. Payoff 1, Payoff 2 represent total payoffs of DR aggregators; Profit
1, Profit 2 indicate the optimal profit values of the LSE; and DR1 and DR2 represent the total energy
consumption of DR aggregators over the scheduling horizon for Scheme 1 and Scheme 2, respectively.
We can see from Table4.5that the minimum energy consumption level of all DR aggregators is 201.6
MWh. Table4.5 also shows that the total payoff of DR aggregators as well as the optimal profit of
the LSE in Scheme 1 are significantly larger than those in Scheme 2. Therefore, we can conclude that
Scheme 1 outperforms Scheme 2 in terms of DR aggregators’ payoffs and LSE’s profit.

Furthermore, we can observe that the total energy consumption of DR aggregators over the schedul-
ing horizon in Scheme 1 is greater than the minimum energy consumption requirement (i.e., 60% of the
total flexible loads or 201.6 MWh) for regular retail prices of 47 $/MWh, 50 $/MWh, and 55 $/MWh,
and is equal to the minimum level for regular retail prices of60 $/MWh and 65 $/MWh. Similar ob-
servation can be drawn for Scheme 2. Additionally, for the same value of regular retail price, DR1 is
greater than DR2 since DR prices in Scheme 1 are always smaller or equal to the regular retail price
while DR prices in Scheme 2 are equal to the regular retail price.

Figure4.5shows the optimal hourly DR prices over the scheduling horizon for different values of
cR andPgrid. We can observe that DR price is very low during time slots 1-8, quite low for some period
during time slots 9-16, and very high during time slots 17-24. Intuitively, the LSE would set a low DR
price during some time slots to encourage DR aggregators to consume more energy. In addition, it can
set a high DR price (i.e., close or equal to the regular retailprice) to discourage DR aggregators from
consuming energy.

There are several reasons for the LSE to set low DR price. First, when thegrid price is low, the
LSE would be interested in buying more energy from the main grid to serve its customers at a DR
price between the grid price and the regular retail price. Second, the grid price can vary significantly
over the scheduling horizon, which offers opportunities for the LSE to arbitrate between low and high
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Figure 4.5 –DR price

price periods. Therefore, the LSE sets low DR prices at some time slots and high at some other time
slots to encourage load shifting from DR aggregators in order to reduce the importing cost of energy
from the main grid. Also, DR aggregators can reduce their bills by shifting their loads to low DR price
hours. Finally, if renewable energy generation is high, theLSE faces the power limit at the PCC (i.e.,
Pgrid); hence, it would sell as much energy as possible as to its customers at low DR prices rather than
curtailing the renewable energy surplus.

During hours 1-8, the marginal utility (benefit) of consuming load for DR aggregators is relatively
low (i.e., 0.8 times the base-case marginal utility in Table4.4), and the grid price is low. Therefore, the
optimal DR price is low during this period to encourage DR aggregators to consume more energy and
to shift load to this period. During hours 9-16, although themarginal utility is the same as the base-case
marginal utility, the grid price is high; therefore, only for some first hours in this period, DR prices are
lower than the regular retail prices. During hours 17-24, the grid prices include both high price hours
and low price hours; however, the marginal utilities of consuming energy achieved by DR aggregators
are high, which are equal to 1.2 times the base-case utilities. DR prices are high during this period even
during low price hours. This is because the benefits of consuming energy for DR aggregators outweigh
the energy costs. Furthermore, we can observe that whenPgrid is 20 MW, DR prices during hours 1-8
tend to be lower than DR prices whenPgrid is 40 MW. As will be illustrated in Figs.4.6(a), 4.6(b), 4.7,
and 4.8, involuntary load curtailment occurs for some hours in timeslots 17-24 whenPgrid is 20 MW.
This explains why the DR prices are lower during hours 1-8 so as to encourage DR aggregators to shift
their load to this period.

Figs.4.6(a)and4.6(b)present the total hourly load of DR aggregators over the scheduling horizon
with the regular retail prices of 60 $/MWh and 65 $/MWh, respectively. For Scheme 24, the total
DR load is low during hours 1-8, higher during hours 9-16, andhighest during hours 17-24. This is
because the marginal utility prices of DR aggregators are lowest during hours 1-8, and highest during
hours 17-24. Furthermore, the DR price in Scheme 2 is equal tothe regular retail price (i.e., fixed);
hence, DR aggregators have no incentive to shift their loads. On the other hand, DR load in Scheme 1 is
significantly higher than that in Scheme 2 during hours 1-8, and DR load in Scheme 1 is generally lower
than DR load in Scheme 2 during time slots 9-24. This demonstrates the effectiveness of the proposed
scheme in shifting load in favor of the LSE. Moreover, we can observe that more load shifting occurs
whenPgrid is 20 MW than whenPgrid is 40 MW. This is to reduce load curtailment whenPgrid is 20
MW since renewable energy generation during time slots 19-24 is low. When the regular retail price

4Note that results for Scheme 2 are independent of the grid limit Pgrid.
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Figure 4.6 –DR load

is 60 $/MWh, utility due to energy consumption tends to outweigh the energy cost; therefore, even
if the LSE sets lower DR price during hours 1-8, DR aggregators still consume a significant amount
of energy during hours 17-24. On the other hand, when the regular retail price is 65 $/MWh, DR
aggregators have more incentive to shift their loads to low DR price hours.

The results in Figure4.7 can be explained by the results in Figs.4.6(a)and4.6(b). Renewable
energy generation is generally low during hours 18-24 and the total load of DR aggregators is very
high during hours 17-24. For Scheme 1, more load shifting occurs when the regular retail price is
65 $/MWh than that when the regular retail price is 60 $/MWh. As a result, Scheme 1 outperforms
Scheme 2 in terms of involuntary load curtailment. The hourly power trading between the LSE and
main grid is shown in Figure4.8. As we can observe, in Scheme 2, the LSE has to sell electricity to the
main grid during hours 1-8 when the grid prices are low, and ithas to import a large amount of energy
during high price hours to serve load. However, in Scheme 1, the LSE imports electricity during low
price hours 1-8; hence, it can reduce the amount of imported electricity during high price hours.

Figs.4.9(a), 4.9(b) illustrate the impact of the minimum energy consumption requirement of DR
aggregators on the optimal solution. ParameterminDRis the ratio between the minimum energy con-
sumptionEd and the maximum total load of each DR aggregatord. As we can observe, the optimal
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Figure 4.7 –Involuntary load curtailment

0 3 6 9 12 15 18 21 24
−5

0

5

10

15

20

25

30

Time (h)

P
ow

er
 (

M
W

)

 

 

Scheme 1, Pgrid = 40 MW

Scheme 1, Pgrid = 20 MW

Scheme 2, Pgrid = 40 MW

Scheme 2, Pgrid = 20 MW

Figure 4.8 –Power exchange with the main grid (cR
t = 60 $/MWh)

profit of the LSE tends to increase asminDRincreases. This is because DR aggregators are forced to
consume more energy asminDR increases. Furthermore, the total payoff of DR aggregatorstends to
decrease asminDR increases. WhenminDR is equal to 100%, the loads of DR aggregators become
inflexible since DR aggregators have to consume the maximum energy level. Also, whenminDR is
smaller than 100%, Scheme 1 outperforms Scheme 2 in terms of optimal LSE profit as well as total
payoff of DR aggregators.

In Figs.4.10(a), 4.10(b), 4.11, and4.12, we show the impact of renewable energy generation on the
optimal solution wherePgrid is 20 MW. ParameterRESSF(Renewable Energy Source Scaling Factor)
is a scaling factor to scale the base-case renewable energy generation profile in Figure4.4(b). As we
can observe in Figs.4.10(a), 4.10(b), Scheme 1 outperforms Scheme 2 in reducing renewable energy
curtailment. The results in Figure4.10(a)can be explained by those in Figure4.11. Compared to
Scheme 2, DR aggregators consume a significantly larger amount of energy in Scheme 1 during hours
with high renewable energy generation and lower during hours with low renewable energy generation.
Furthermore, DR aggregators consume much more energy asRESSFis 3 than whenRESSFis 2.5. This
is because DR prices are very low asRESSFis 3, and DR aggregators consume more energy to increase
their utilities. Utility due to energy consumption outweighs the energy cost in this case. Hourly DR
prices are shown in Figure4.12.
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Figure 4.9 –Impact of min DR on the optimal revenue

Finally, in Figure4.13, we consider the case wherePgrid is equal to 20 MW and there is no re-
newable energy (i.e.,PRES,a

t = 0, ∀t). Hourly power trading between the LSE and the main grid (Pg
t ),

total hourly DR load of DR aggregators, and total hourly involuntary load curtailment in Scheme 1 and
Scheme 2 are presented in Figure4.13. Due to load shifting from DR aggregators in Scheme 1, we
can observe that the power exchange with the main grid in Scheme 1 is higher than that in Scheme 2
during low grid price hours 1-8, and it tends to be lower than that in Scheme 2 during high grid price
hours 9-17. Furthermore, involuntary load curtailment in Scheme 1 is significantly lower than that in
Scheme 2.

4.7.3 Complexity of Proposed Approach

In this study, the proposed pricing model is formulated as a bilevel program which can be recast as a
single level MILP by using appropriate approximation methods. The global optimal solution of MILP
can be obtained efficiently by using branch and cut algorithms embedded in available commercial
solvers [31]. The optimization problem (4.64) is solved by CPLEX 12.4 [106] under GAMS [40] on
a laptop with 3.5 GHz Intel Core i7-3370 CPU and 8 GB RAM. The optimal solution is obtained
with an optimality gap of 0.1%. The computation time with respect to number of DR aggregators
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Figure 4.10 –Renewable energy curtailment
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Figure 4.13 –Comparison between Scheme 1 (S1) and Scheme 2 (S2)

is summarized in Table4.6. For fairness, the power limit at PCC (Pg,max
t ) is set to be 500 MW to

ensure that the LSE’s load can be served when the number of DR aggregators increases. Obviously,
as the number of aggregators increases, the number of binaryvariables, and number of columns and
rows in the reduced MILP obtained by GAMS/CPLEX increases, which results in the increase in the
computation time. However, the computation time with 7 DR aggregators is only about 28s, which is
acceptable.

The computation burden of the MILP, however, depends on several factors, especially the num-
ber of binary variables and constraints. The computation time of our model depends on many factors
such as number of DGs, number of batteries, and the number of DG aggregators since these elements
determine the number of binary variables and constraints. For example, operational constraints of con-
ventional DGs such as ramping rate, minimum ON/OFF time duration increase the number of binaries
and constraints, which consequently increase the computation burden. However, in this chapter, we
focus on a small-scale LSE that provides electricity to a community or a small network located at one
single node or at a few nodes. The number of generators and thenumber of DR aggregators are, there-
fore, expected to be small. Hence, the underlying MILP can besolved efficiently using GAMS/CPLEX
within reasonable computation time.
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Table 4.6 –Impact of number of DR aggregators on computation time

Number Binaries Columns Rows Computation
DR aggregators Time

3 499 1293 1283 12.387s
4 676 1736 1739 19.773s
5 837 2141 2148 21.126s
6 998 2564 2570 25.237s
7 1159 2964 2981 28.453s

Figure 4.14 –IEEE 6-bus system

For a larger-scale application (e.g., a LSE serving a large distribution network with a significant
number of generators and loads), it can be very challenging to solve the resulted large scale MILP.
In this case, state-of-the-art decomposition techniques for a large scale MILP or the application of
evolutionary algorithms such as particle swarm optimization (PSO) can be employed to reduce the
computational time. However, these issues will be the subject of our future work.

4.7.4 Constraints of Distribution Network, Batteries, andDGs

For the simulation, the network of LSE is modeled using a widely used IEEE 6-bus system as in [12].
For simplicity, the network flow limits at each line are set sufficiently large (i.e. 15 MW) to avoid
congestion. Furthermore, we assume that the LSE owns three DGs and one battery. The data of these
components are available in [48]. The minimum power outputs of DGs arePmin

i = 0.5 MW, both
ramping up and ramping down are set to 0.5 MW, minimum ON/OFF duration is 2 h. DR aggregators
1, 2, and 3 are located at bus 3, 4, and 5, respectively. DG 1 with generation capacity of 2 MW is
located at bus 6. The 1 MWh battery (SOCmin = 0.2, SOCmax = 0.9, SOC0 = 0.5, Pc = Pd = 0.1 MW)
and two DGs 2 and 3 each of which has generation capacity of 1 MW, are located at bus 2. Other
system data is the same as in the base case. The inflexible loadin Figure4.4(b)is allocated evenly to
buses 3, 4, and 5. The network’s line susceptance data is taken from MatPower software [136]. The
considered system topology is presented in Figure4.14.
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Figure 4.15 –Dispatch of DGs

Figure 4.15(a)presents the outputs of DGs, which increases significantly in the period between
time slots 14 and 21, which is associated with high grid electricity price and peak load period. In
particular, during on-peak time with high grid price the LSEtends to increase its energy generated
from DGs to reduce the energy drawn from the grid and to compensate for the increase of customers’
demand and the deficit of renewable energy generation.

The difference of power dispatch schedules of DGs in the two cases with and without consideration
of ramp rate and minimum ON/OFF time constraints are shown inFigure 4.15(a)and Figure4.15(b),
respectively. It is revealed that without these technical constraints, the LSE has more flexibilities to
adjust its on-site DGs’ power generation. When ramp rate andminimum ON/OFF time constraints
are more relaxed, the outputs of DGs exhibit larger variation. The LSE tends to turn on all units all
the time (the minimum power of each unit isPmin

i = 0.5 MW) to reduce the energy drawn from the
grid. Consequently, the profit of LSE is slightly better, e.g., it is equal to 10216$ with ramp rate and
minimum ON/OFF duration constraints and equal to 10518$ when these inter-temporal constraints are
ignored. Batteries and DGs add additional flexibility to theoperation of the LSE. The increasing LSE’s
generation’s flexibility enables the LSE to exploit the advantages of time-varying grid electricity price,
which is illustrated in Figure4.16. For example, it can buy less energy from the grid or sell more
energy to the main grid during periods with high grid price toimprove its profit.

The computation time of the optimization problem considering distribution network constraints
(IEEE 6-bus system), batteries, and ramp rate and minimum ON/OFF time constraints of DGs is
18.627s, which is slightly higher than the computation time reported in Table4.6 (with 3 DR aggre-
gators). This is due to the additional constraints including the network flow constraints and operation
constraints of batteries and DGs, which increase the computation burden of the problem.
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Figure 4.16 –Power exchange with the main grid

Our design in this chapter aims at developing an efficient DR pricing scheme which is suitable for
a LSE deployed over a small area. Hence, the number of nodes inthe LSE’s network is assumed to
be small, and in many cases, all entities in the system can be located at just one node (e.g., a LSE
supplies electricity to a small town or a village). In fact, the computation burden of the proposed
LSE optimization model depends mainly on the number of DR aggregators, DGs, and batteries since
these added elements introduce more binary variables. The proposed optimization can be extended to
a stochastic bilevel programming problem, which can be tackled by using the scenario-based optimiza-
tion approach. Due to the space constraint, study of the stochastic problem is reserved for our future
works. In the stochastic case, the computation burden of thestochastic mathematical programs with
equilibrium constraints (MPECs) depends highly on the number of scenarios. However, the complex-
ity of the stochastic MPEC problem can be reduced by using a novel coordinate decent algorithm [44]
to decompose the stochastic problem by scenario, or by usingBender decomposition as suggested in
[110], or heuristic evolutionary algorithms [137].

4.8 Conclusion and Future Directions

In this chapter, we have proposed a novel operation framework for a LSE, which serves both flexible
and inflexible loads. The proposed pricing scheme can be readily implemented since it is compatible
with the existing pricing structure in the retail market. Extensive numerical results have shown that
the proposed scheme helps increase the profit of the LSE, increase payoff for DR aggregators, reduce
involuntary load curtailment, and renewable energy curtailment.

There are several directions that the proposed optimization framework can be further extended.
• First, there are various uncertain system parameters in the considered model such as renewable

energy generation and grid electricity price. Addressing this uncertainty issue by using popu-
lar optimization techniques such as robust optimization [15], stochastic optimization [16], and
model predictive control [138] is an interesting research topic for further works. The MPC-based
design, however, must consider the feasibility and stability of the closed loop system.

• Reactive power management is an important technical issuein the distribution network. Our fu-
ture work will consider how the reactive power management can be integrated into the proposed
optimization framework.

• The complexity of the proposed model increases as the number of DR aggregators increases.
Additionally, the computational burden of the model increases significantly if we consider a
scenario-based stochastic model to tackle the system uncertainties. The proposed model is com-
putationally tractable when the number of DR aggregators and/or the number of scenarios is
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moderate, which is a reasonable assumption for the setting where the LSE serves a small area. It
is interesting to study how one can reduce the computationaltime of the proposed model.

• There could be several LSEs operating in one (large) geographical area, and DR aggregators can
choose the best LSE based on the offered DR prices. Therefore, LSEs need to determine an
optimal DR pricing offer to attract more DR loads while maximizing their profits. The problem
then becomes a multi-leader multi-follower game, which will be considered in the future.





Chapter 5

Cost Allocation for Cooperative Demand-Side
Resource Aggregators

Previous chapters discussed the decision making problems of demand-side entities in real-time opera-
tion [2], i.e., how smart homes respond to time-varying price signals and how Load Serving Entities
(LSE) determine the price signals. In smart grid, demand-side resources can be aggregated to partici-
pate in the electricity market [24, 29, 30], which can be considered as a short-term time scale decision
making problem [2]. We will investigate how the aggregate demand-side resources bid energy in the
market and allocate the cost to each member. The content of this chapter was published in IEEE
Transactions on Smart Grid in the following paper:

Hieu Trung Nguyen and Long Bao Le, “Bi-Objective Based Cost Allocation for Cooperative
Demand-Side Resource Aggregators,”IEEE Transactions on Smart Grid, vol.PP, no.99, pp.1-1, doi:
10.1109/TSG.2017.2653060

5.1 Abstract

This chapter presents a cooperative game theoretic approach to tackle the cost allocation problem for a
virtual power plant (VPP) which consists of multiple demand-side resource aggregators (DRAs) partic-
ipating in the short-term two settlement electricity market. Given the considered game is balanced, we
propose to employ the cooperative game theory’s core cost allocation concept to efficiently allocate the
bidding cost to the DRAs. Since the non-empty core contains many potential solutions, a bi-objective
optimization framework is used to determine the core cost allocation solution that can achieve efficient
tradeoff between stability and fairness. To solve this problem, we jointly employ theε-constraint and
row constraint generation methods to construct the Pareto front, based on which we can specify a de-
sired operation point with reasonable computation effort.Numerical studies show that our proposed
design can efficiently exploit the non-empty core to find a cost allocation for the participants, achieve
the desirable tradeoff between stability and fairness, andcan address the practical DRAs’ large-scale
cooperation design.

5.2 Introduction

5.2.1 Background and Motivation

Active participation of demand-side resources in the electricity market has been considered efficient
and economic means to balance the supply and demand in smart grids with high renewable energy
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integration [10]. Demand-side resource aggregators (DRA), which can coordinate various demand-side
resources and bid in the Day-ahead (DA) and real-time (RT) electricity market with certain objectives
(e.g., minimization of energy payment cost, maximization the total utilities) will play an important role
in the electricity market [24, 29]. However, participation in the electricity market can be challenging
for DRAs due to the uncertainty of renewable energy resources, nonflexible load consumption, and
market price volatility [31].

Cooperation among different market participants has been considered as an efficient approach to
address the uncertainties and reduce the bidding risk in theelectricity market [24, 29–32, 43, 50, 71,
72, 97, 100, 102, 139]. Thanks to the reconstruction of the electricity market, multiple DRAs [30] can
be coordinated under an emerging smart grid cooperation entity, namely virtual power plant (VPP), to
further exploit the aforementioned resources [31, 50]. Although cooperation among different DRAs
which might belong to different stakeholders [32] can result in benefits such as total cost reduction or
profit improvement, how to efficiently share the cooperationbenefits, e.g., determine the cost shares,
among participants is an important and open research issue.

5.2.2 Aims and Approach

This chapter aims at developing an efficient cost allocationscheme for a VPP consisting of multiple
DRAs [29, 30] that participate in the two settlement short-term electricity market [24, 29, 30]. We
consider a generic DRA model which includes distributed renewable energy resources, aggregated
flexible load, aggregated nonflexible load, and reducible load [29]. We assume that a large number of
DRAs can be coordinated and jointly bids in the electricity market througha commercial VPP[50].
The bidding strategy is modeled as a risk averse two-stage stochastic optimization problem [24, 31, 43].
Given the uncertainties of renewable energy generations, load demands, and market prices, the VPP
cannot allocate a fixed cost to each participant. Instead, the VPP can allocate a percentage quota of
expected total bidding cost to each DRA, which must be determined before the planning horizon.

The cost allocation problem is modeled as a cooperative gamewhere each DRA acts as a player and
the value of the cost function is the outcome of the market bidding optimization. Given the considered
cooperative game is a linear programming game [55], which is totally balanced, we propose a cost
allocation scheme based on the game core concept [54, 98]. Because a nonempty core can contain many
allocation vectors, choosing an arbitrary cost allocationin the core can lead to very small cost reduction
for certain coalitions of DRAs making the cooperationless stable, or high deviation in percentage cost
reduction among DRAs making the cooperationunfair [54] (i.e., some DRAs may have significantly
smaller percentage cost reduction than others). To addressthese issues, we formulate the cost allocation
problem as a bi-objective optimization problem which aims at determining an efficient solution in the
core of the game with desirable tradeoff between stability and fairness.

5.2.3 Literature Review, Contributions, and Chapter Organization

Modeling and bidding of DRA in the electricity market are active research topics. In particular, mod-
eling and bidding design for a single aggregator is presented in [10, 24, 29, 43] while coordination
of multiple DRAs in a VPP framework is studied in [31, 50, 97]. These papers show that coopera-
tion among DRAs can lead to cost reduction or profit improvement by leveraging the strengths and
weaknesses of individual aggregators. However, they do notaddress how to share the cooperation gain
among the participants. The work [32] develops an electricity payment method to motivate the coordi-
nation between the EV aggregator and wind power producer. The work [71] presents a ranking based
pricing scheme to calculate participants’ cost saving/profit increment based on submitted load profiles’
flexibility. The work [72] proposes direct energy trading among producers and consumers where the
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internal price is determined by the Shapley value concept. However, all these proposed frameworks
require market redesign; thus, they would not be applicablefor current market practice.

Cooperative game theory has been employed to address various design problems in power systems
such as energy producers’ multilateral trading [99], energy management, and market design [70, 72,
100]. It is also used to study the cooperation’s profit sharing under current market practice [112]
where the nucleolus based allocation is used to split profit of multiple renewable energy producers
which jointly bid in the forward market. Although the nucleolus is unique and lies in the core, other
core cost allocation vectors, which can have advantages over the nucleolus, are ignored. Moreover,
none of aforementioned papers considers the cooperation among heterogeneous participants.1 More
importantly, none of them explores the core, which containsa large number of potential allocation
solutions, for flexible and efficient cost allocation design. Our current study addresses these major
issues where we make the following contributions.

1. We present a cooperative game model for the cost allocation problem for a VPP that consists of
multiple DRAs participating in the two settlement short-term electricity market. The framework
can be applied to the current market structure considering heterogeneous characteristics of the
participants.

2. We study a bi-objective optimization based core cost allocation design that can achieve efficient
tradeoff between stability, i.e., the minimal cost saving among all coalitions, and fairness, i.e.,
the deviation of percentage cost saving among individual DRAs.

3. We develop a computationally efficient procedure to compute a desirable Pareto optimal cost
allocation vector and construct the Pareto front, which canbe applied to practical large-scale
settings.

4. Extensive numerical results are presented. We demonstrate the advantages and efficacy of the
proposed design framework where a desirable cost allocation solution on the Pareto front can be
achieved and we also study the computation complexity of ourproposed design.

The remainder of this chapter is organized as follows. Section 5.3 explains the notations used
in this study. Section 5.4 presents the system model and assumptions of the cost allocation problem
for cooperative DRAs. Section 5.5 presents the cooperativegame formulation of the cost allocation
problem. The proposed bi-objective core cost allocation design are described in Section 5.6. The
proposed solution approach is presented in Section 5.7. Section 5.8 presents numerical results, Section
5.9 discusses extensions and future work, and Section 5.10 concludes the chapter.

5.3 Notations

Notation Explanation
Sets and Indices
t,s Time intervals, scenarios
k Demand-side resource aggregators (DRA),k= 1,2, . . . ,NK
b Block b in multi-utility block function of DRAk’s flexible load model,b∈Bk

m Pareto front’s point,m= 0,1. . . ,M
i1, i2, i3 Iterations in Pareto front’s construction
S,eS CoalitionSand its indicate vectoreS

K Grand coalitions of DRAs

1Heterogeneous participants are those having various typesof resources with different operation constraints.
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v(.) Cost function of the gameG (K ,v)
C (v) Core set of the gameG (K ,v)
Parameters
NI Total number of iterations in Pareto font’s construction
NK Number of demand side resource aggregators (DRAs)
NS Number of scenarios
NT Number of time slots (24)
∆T Length of one time slot, 1h
πs Probability of scenarios
λDA

t,s ,λRT
t,s Day ahead (DA)/Real-time (RT) electricity price ($/MWh)

λ p Penalty cost of energy mismatch between DA and RT ($/MWh)
λ r

k Load reduction (LR) cost of DRAk ($/MWh)
ER

k,t,s Load reduction capacity of DRAk, (MWh)
EF

k Flexible load minimum requirement of DRAk, (MWh)
uk,b,t Marginal utility of demand blockb of DRA k, ($/MWh)
DF,max

k,b,t Maximum load of demand blockb of DRA k, (MW)
RU

k ,R
D
k Ramping Up/Down limits of flexible load of DRAk, (MW)

DI
k,t,s Inflexible load of aggregatork, (MW)

PG,max
k,t,s Maximum aggregated renewable DG power of DRAk, (MW)

Pmax
k Maximum power bidding of DRAk, (15MW)

Variables
PDA

t DA power bidding, (MW)
PRT

t,s RT power dispatch, (MW)
DF

k,t,s Flexible load power consumption of DRAk, (MW)
DF

k,b,t,s Flexible load power consumption at blockb of DRA k, (MW)
Uk,t,s Utility of flexible load of DRAk, ($)
PG

k,t,s Renewable DG power of DRAk, (MW)
DR

k,t,s Reducible load of DRAk, (MW)
ξ ,ηs Auxiliary variables used to calculate CVaR

5.4 System Model

5.4.1 Cooperative Demand-Side Resource Aggregator under Virtual Power Plant

We consider a set of cooperative DRAs [29] coordinated by a commercialvirtual power plant(VPP)
[31] as shown in Figure5.1. The commercial VPP [50] manages the output of on-site distributed re-
newable energy generators, energy consumption of flexible loads, deploys load reduction services, and
satisfies nonflexible load demands of multiple cooperative DRAs [29]. Each DRA can be considered as
a cluster of several types of load, namely nonflexible load, flexible load, reducible load, and distributed
renewable energy sources such as rooftop solar panels and wind turbines [29]. Nonflexible load is the
one whose energy consumption cannot be deferred [16, 29]. The flexible load is modeled by a multi-
block utility function widely adopted in the literature [14, 28, 42, 44–46]2. The DRA can employ
various load reduction services including load curtailment, back-up generator, and battery which are
captured via “reducible load” [10]. Detailed load reduction modeling is not considered for simplicity
[10].

2Other flexible load models such as energy aggregation [29], EV aggregator [24], HVAC aggregator [16], load elastic
model [51–53] and their uncertainties can be integrated into the model, which will be considered in our future work.
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Figure 5.1 –Schematic of cooperative DRAs under the VPP’s coordination

5.4.2 Market Framework

All DRAs are coordinated via a commercial VPP [50], which participates in the short-term two-
settlement electricity market including the wholesale day-ahead (DA) and the real-time (RT) markets
[24, 29] as a single entity [31]. The VPP is assumed to act as a price taker [31] and the bids do not
affect the DA/RT clearing prices [24, 29, 31]. Unidirectional interaction with the grid is adopted [24],
i.e., we can bid to purchase but cannot sell surplus energy tothe grid [24, 29, 30]. The uniform pric-
ing rule and two-settlement system are used to model the financial settlement of DA and RT energy
deliveries [24]. In particular, the market participant pays [24, 29]:

∆TλDA
t,s PDA

t +∆TλRT
t,s

(

PRT
t,s −PDA

t

)

,

where∆T
(

PRT
t,s −PDA

t

)

represents the energy deviation between DA bidding and RT dispatch. In ad-
dition, the total cost of VPP or coalitions of DRAs must include the penalty cost of energy bidding
deviation [24], the load reduction services’ cost [10], and the flexible load utility [42], which will be
presented in Section IV. Detailed description of the considered market framework is presented in [24].

5.4.3 Cost Allocation Procedure

Previous days’ data including market prices and each DRA’s nonflexible energy consumption, renew-
able energy are available. Each DRA also needs to aggregate and submit its load reduction services’
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capacity and price, and flexible load parameters to the VPP [30, 42]. The VPP makes decisions on
the joint bidding strategy, i.e., the DA bidding decisions before the stochastic scenario materializes
[29, 31]3, and determines the cost share of each DRA.

In this study, the bidding strategy is modeled as risk aversetwo-stage stochastic program widely
used in electricity market bidding strategy [2]:

v(K ) = min (1−β )E(Cost)+βCVaRα (Cost) ,

whereE(Cost) is the expected cost and CVaRα (Cost) is its Conditional Value at Risk (CVaR) atα
confidence level,α often takes value from 0.9 to 0.99 [76]. CVaR is employed as a risk measure since
it has been widely used in the literature [2, 29, 43, 75, 76] to control the tradeoff between the expected
cost and the cost variation given its advantages over other risk measures (e.g., variance, shortfall prob-
ability, expected shortage, value-at-risk) [2]. When uncertainties are captured by scenarios, CVaRα is
defined approximately as the expected cost over the(1−α)×100% worst scenarios [2]. The weight
β represents the tradeoff between the expected cost and CVaR.

The resulting bidding costv(K ) must be split among the participants, i.e., the VPP needs to al-
locate each DRA’s percentage quotaxk(%) of total expected bidding costv(K ) before the planning
horizon begins:

NK

∑
k=1

xk = 1 (100%),xk ≥ 0.

Hence, the expected cost that is allocated to each DRA is equal to xkv(K ). The cost allocation
problem, i.e., the determination ofxk, is addressed by using the cooperative game theory [54].

5.4.4 Uncertainties Modeling

Uncertainties of renewable energy, nonflexible load, and electricity prices are captured via scenarios,
which are generated by using the Monte Carlo simulation approach [107]. The VPP employs appro-
priate forecasting tools to forecast renewable energy, nonflexible load, and market prices based on
available historical datasets with high accuracy. This task can be achieved by employing certain fore-
casting methods such as time series prediction, artificial neural networks, and support vector machines
[2], whose detailed design is outside the scope of this thesis.Since any forecasting technique can suffer
from inevitable forecasting errors [2], an efficient model for forecasting errors should be based on the
studied datasets. We assume that the VPP can achieve a reliable modeling of uncertainties by fitting
the forecasting error data into appropriate distributionsor time series based on the historical data and
forecast data over a sufficiently long period [2, 43].

Modeling forecasting errors, which is an important research topic [2], is not the focus of this study.
In this study, for simplicity, the forecast errors of DA, RT prices, renewable energy, and nonflexible
load are assumed to follow zero-mean normal distributions whose standard deviations are 10%, 10%,
15%, and 10% of the forecast values, respectively [43]. Note that the assumption that forecasting er-
rors of system load [65, 140], renewable energy [65, 139–142], and electricity prices [140, 142] follow
normal distributions is widely adopted in the literature. We further assume the system uncertainties
are independent [139, 142]. This assumption is also adopted in [142] where the authors conduct their
study on the same dataset [143] used in this chapter. Note, however, that considerations of other distri-
butions (e.g., Weibull distribution for wind speed) or the correlation among different uncertainties [66]

3PJM time line:http://pjm.com/ /media/training/nerc-certifications/EM3-twosettlement.ashx
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can be easily integrated into our proposed cost allocation framework by applying a suitable sampling
technique in the scenario generation procedure [2, 141].

5.5 Problem Formulation

In this study, we model the cost allocation for a VPP that consists ofNK DRAs as a cooperative game
with transferable utilityG (K ,v). The cost functionv is modeled as the optimal cost value achieved
by a risk averse bidding optimization in the electricity market and the percentage quotaxk(%) of the
total VPP’s bidding costv(K ) is considered as the solution of the studied cooperative game.

5.5.1 Cost Function

The cost functionv(S) of a coalitionSof DRAs can be defined as follows:

v(S) = v
(

eS
)

= min
PDA

t ,PRT
t,s ,DF

k,t,s,D
F
k,b,t,s,Uk,t,s,PG

k,t,s,D
R
k,t,s,ξ ,ηs

(1−β )
NS

∑
s=1

πs

NT

∑
t=1

{

λDA
t,s PDA

t ∆T

+λRT
t,s

(

PRT
t,s −PDA

t

)

∆T+λ p
∣

∣

∣
PRT

t,s −PDA
t

∣

∣

∣
∆T+

NK

∑
k=1

(

λ r
kDR

k,t,s∆T −Uk,t,s

)

}

+β

(

ξ+
1

1−α

NS

∑
s=1

πsηs

)

.

(5.1)

The cost function value obtained from (5.1) results from the risk averse expected cost minimization
of a coalitionSconsisting of individual DRAsk∈ Sparticipating in the two-settlement electricity mar-
ket. It is the weighted sum of the expected cost of market bidding and the CVaR (the last term) which
are multiplied with coefficients 1−β andβ , respectively. The expected market bidding’s cost includes
the energy trading costs in DA marketλDA

t,s PDA
t ∆T, RT marketλRT

t,s

(

PRT
t,s −PDA

t

)

∆T, plus penalty cost
due to mismatch between DA bidding and RT dispatchλ p

∣

∣PRT
t,s −PDA

t

∣

∣∆T [24, 29], plus the cost of

using load reduction minus flexible load’s utility
NK

∑
k=1

(

λ r
kDR

k,t,s∆T −Uk,t,s

)

[10, 42]. These cost com-

ponents are calculated overNT time slots andNS generated scenarios whereπs is the probability of
scenarios. Note that although this formulation can be applied to a coalition Swith upNK aggregators,
only the values of individual DRAsk ∈ Sare activated based on the values ofeS

k, i.e.,eS
k = 0 if k /∈ S,

as will be explained later. This optimization is subject to the following constraints.

Constraints of Flexible Load

Each DRAk can aggregate various flexible load, which can be modeled by the multi-block utility
function [14, 28, 42, 44–46], as follows:

Uk,t,s= ∆T
NBk

∑
b=1

uk,b,tD
F
k,b,t,s, (5.2)

DF
k,t,s =

NBk

∑
b=1

DF
k,b,t,s, 0≤ DF

k,b,t,s ≤ DF,max
k,b,t eS

k, (5.3)

DF
k,t,s−DF

k,t−1,s ≤ RU
k , DF

k,t−1,s−DF
k,t,s≤ RD

k eS
k, (5.4)

∆T
NT

∑
t=1

DF
k,t,s≥ EF

k eS
k. (5.5)
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Constraint (5.2) calculates the flexible load’s utility of DRAk at each time slott and scenario
s. The constraint corresponding to each demand blockb is given in (5.3). Ramping up and down
constraints are captured in (5.4). The temporal constraint (5.5) means that the energy consumption of
the total flexible load over the scheduling horizon must be greater than a predefined minimum value
EF

k . Detailed description and how to construct the considered flexible load model can be found in [42].
Note that for any DRAk/∈S, we haveeS

k=0, then the condition 0≤ DF
k,b,t,s ≤ DF,max

k,b,t eS
k in (5.3) is

satisfied becauseDF
k,b,t,s=0, which results inDF

k,t,s=
NBk

∑
b=1

DF
k,b,t,s=0. Consequently, we haveUk,t,s=0

according to (5.2), which means its value is not counted in the objective function (5.1). Moreover,
constraints (5.4) and (5.5) for k /∈ Sare always satisfied and they will not affect the feasible region of
the underlying optimization problem. In other words, the DRA k’s flexible load constraints (5.2)-(5.5)
for k /∈ Sare not activated since they do not affect the objective function (5.1) and the power balance
constraint (5.8) given later. That means we exclude the flexible load constraints (5.2)-(5.5) for DRAs
k /∈ Sand only consider the constraints ofk∈ S in computingv(S).

Constraint of Reducible Load

Each DRA can utilize several load reduction services which can be considered as a negative load
behind the meters [10]. We assume that in each time slot, the amount of energy consumption reduction
of DRA k can be upper-bounded by a certain aggregated load reductionvalueER

k,t,s, which is charged
at the priceλ r

k . In particular, we have

0≤ DR
k,t,s∆T ≤ ER

k,t,se
S
k. (5.6)

Similarly, for DRA k /∈ S,eS
k = 0 thenDR

k,t,s= 0 and it does not affect the power balance constraint
(5.8). It can be interpreted that only constraint (5.6) for DRA k∈ S is considered for the computation
of v(S) while constraint (5.6) for DRA k /∈ S is not activated.

Constraint of DGs

Renewable energy resources can be aggregated by the DRAs [29]. Similar to the reducible load, ag-
gregated renewable DGs can be considered as a negative load behind the meters. We assume that
renewable energy is free of charge (the price of renewable energy is 0). Moreover, the time-varying
maximum generation profile of DRA’s total renewable energy,which can be forecast and captured by
scenarios, is denoted asPG,max

k,t,s . Then, the actual output of distributed generators in scenario s can be

controlled by the DRA ranging from 0 toPG,max
k,t,s as follows [29]:

0≤ PG
k,t,s≤ PG,max

k,t,s eS
k. (5.7)

Again, for DRAk /∈ S,eS
k = 0 thenPG

k,t,s= 0 and it does not affect power balance constraint (5.8). It

can be interpreted equivalently as DRAk’s constraint (5.7) is not activated, i.e.,PG
k,t,s is not considered

in the computation ofv(S).
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Power Balance Constraints

These constraints can be expressed as

PRT
t,s =

NK

∑
k=1

(

DI
k,t,se

S
k+DF

k,t,s−DR
k,t,s−PG

k,t,s

)

(5.8)

0≤ PDA
t , PRT

t,s ≤
NK

∑
k=1

Pmax
k eS

k. (5.9)

Constraint (5.8) describes the power balance constraint in real time dispatch while constraint (5.9)
represents the unidirectional power constraint onPDA

t andPRT
t,s [24, 29]. Similarly, constraint (5.8) only

considersk∈ SsinceeS
k = 0 for k /∈ S.

CVaR Constraints

The CVaR constraints can be written according to the Rockafellar and Uryasev formula as follows
[2, 29, 43]:

ηs≥∆T
NT

∑
t=1

{

λDA
t,s PDA

t +λRT
t,s

(

PRT
t,s −PDA

t

)

+λ p
∣

∣

∣
PRT

t,s −PDA
t

∣

∣

∣
+

NK

∑
k=1

(

λ r
kDR

k,t,s−Uk,t,s

)

}

−ξ (5.10)

ηs ≥ 0. (5.11)

5.5.2 Bi-objective Optimization Based Core Cost Allocation

In this study, the form of the cost functionsv(S) = v(eS) is defined as the optimum of a linear program
where the entire right-hand-side vector due to all constraints is a linear transformation of coalition
indication vectoreS [112]. This is a LP game, which is totally balanced and has a nonempty core [55].
The nonempty core by definition (2.29) is a polyhedron withNK−1 dimensions, which can contain
many potential cost allocation vectorsx. In particular, different allocation vectorsx might result in
different allocation performance with respect to some allocation metrics [54]. An arbitrary allocationx
in the core can correspond to aweak stablesolution since some coalitions attain very small or zero cost
saving value and they might not receive significant benefits to stay in the cooperation [54]. It might
also beunfair since some DRAs have larger percentage cost reduction than others [54].

Therefore, an efficient design must address two main issues mentioned above, namely stability and
fairness. In particular, the stability and fairness metrics employed to design an efficient cost allocation
strategy are described as follows:

• Stability metric:captures the minimal satisfaction, i.e., the worst-case cost savingδ ($) among
all coalitionsS. Although a cost allocation vectorx in the coreC (v) guarantees non-negative
cost saving amongS, i.e., v(S)−∑k∈Sx(s)v(K ) ≥ 0, some coalitionsS have less cost saving
than others and the worst coalition will have very small costsaving, which is denoted asδ ($).
In particular, different values ofx result in different values ofδ , which implies different levels
of stability [54]

• Fairness metric:captures the maximum deviation of the percentage cost saving among individual
DRAs which is the difference in percentage cost savingγ(%) between the DRA that achieves
the highest percentage cost saving and the DRA that achievessmallest percentage cost saving
for a given allocation vectorx∈ C (v) [54]. Obviously, differentx result in different values ofγ,
which implies different levels of fairness [54]
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In summary, to achieve goodstability, the worst-case cost savingδ among all coalitionsSshould
be maximized and to achieve goodfairnessfor the cost allocation, the maximum deviation for the
percentage cost saving of individual DRAsγ should be minimized simultaneously. Moreover, the cost
allocation solution must lie in the core of the game. The corecost allocation design aims to find a cost
allocation vectorx ∈ C (v) that achieves efficient tradeoff between the fairness and stability metrics,
which can be modeled as a bi-objective optimization problemas follows:
(P0)

min
Φ,Φ,δ ,xk,γ

γ (5.12)

min
δ ,xk

−δ (5.13)

s.t:
NK

∑
k=1

xk = 1, xk ≥ 0, (5.14)

δ ≤ v(S)− ∑
k∈S

xkv(K ), ∀S∈ 2NK\{ /0,K } (5.15)

δ ≥ 0 (5.16)

Φ ≤ xk
v(K )

v({k})
≤ Φ, ∀k∈ K (5.17)

γ = Φ−Φ, (5.18)

where the optimization of the objective functions (5.12)-(5.13), which minimizes the valued vector
[γ,−δ ], aims to achieve the fairness and stability, respectively.Moreover, constraint (5.14) means
that the total cost (in fraction) is distributed among all DRAs while the auxiliary variableδ in (5.15)
provides the lower bound of the cost saving of all coalitionsS under cost allocation solutionx. The
minimal satisfaction, i.e., the worst-case cost savingδ ($) among all coalitionsSis maximized in (5.13).
The constraint (5.16) forces the allocation to be in the corex∈C (v)while constraint (5.17) provides the
lower boundΦ and upper boundΦ for the ratio between allocated cost under grand coalition and cost
due to the non-cooperative scenario for all DRAsk (i.e., the cost percentage saving). The maximum
deviationγ of the percentage cost saving of individual DRAs, which is the difference ofΦ andΦ as in
(5.18), is minimized in (5.12).

Fairness Core Allocation

We define problem (P1) as the one with objective (5.12) and the core constraints (5.14)-(5.18). It is
indeed the percentage fairness core allocation problem [54]. Without constraints (5.15)-(5.16), the
fairness core allocation becomes theproportional allocation[54] where the optimumγ∗ = 0, i.e., each
DRA k is allocatedxk = v({k})/∑NK

k′=1v({k′}) fraction ofv(K ), and the cost saving in percentage is
distributed equally to each DRA. In contrast, simply maintaining the core characteristics (2.29) can
cause some deviation in percentage cost saving among DRAs, i.e.,γ > 0. In short, the problem (P1) is
defined as follows:
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(P1)

min
Φ,Φ,δ ,xk,γ

γ

s.t: constraints (5.14) - (5.18).

Nucleolus Allocation

We denote problem (P2) as the one with objective (5.13) and constraints (5.14)-(5.15). It is indeed the
nucleolus allocation problem which aims at maximizing the cooperation’s stability by maximizing the
minimal satisfaction, i.e., the worst case cost savingδ among all coalitions [54, 98]. Constraint (5.16)
is unnecessary since the non-empty core contains the nucleolus [54]. The problem (P2) can be defined
as follows:
(P2)

max
δ ,xk

δ

s.t: constraints (5.14)- (5.15).

It is worth to mention that stability and fairness cannot be achieved at the same time, which moti-
vates the bi-objective optimization framework in this thesis. The nucleolus aims to maximize the worst
case cost savingδ (S∗) among all coalitionsSby reducing the cost allocated to members belong toS∗.
This results in the increase of cost saving in percentage forDRA k ∈ S∗, which results in the deteri-
oration of fairness, i.e., the increase ofγ. On the other hand, improving fairness, i.e., minimizingγ,
only requires the positive value ofδ as shown in constraint (5.16). This results in a very small positive
value ofδ in the fairness core allocation. Mathematically speaking,the fairness core and the nucleolus
are different points located in the coreC (v). In general, solving the cost allocation problems with
different designed objectives will result in different allocation vectors since the core is a polyhedron
with dimensionNK−1.

5.6 Solution Approach

5.6.1 Theε-Constraint Approach

The core cost allocation problem (P0), which is a bi-objective linear program, has no single optimal
solution optimizing both objective functions (5.12) and (5.13) simultaneously. Intuitively, to maximize
the worst case cost savingδ (minimize−δ ) as in (5.13), we need to allocate less cost share to the
DRAs belonging to the coalitionS that has the least cost saving, which results in higher deviation
among the percentage cost saving of individual DRAs. Mathematically speaking, the allocation vector
that maximizes the stability metric (the nucleolus) and theallocation vector that has the best fairness
performance are two different points in the polyhedronC (v). Hence, it is desirable to determine Pareto
optimal solutions where for each of such solutions one cannot improve the value of one objective
function without deteriorating the value of the other objective function [56].

To obtain Pareto optimal points, we propose to convert problem (P0) into a single-objective opti-
mization problem (P3) using theε-constraint method [56] since problem (P0) is linear. In particular,
there are two main methods to solve the multi-objective linear optimization, namely, theε-constraint
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and scalar (weighted) methods. Theε-constraint method has several advantages over the scalar method
for linear problems [122]. Hence, theε-constraint method is adopted.

In the ε-constraint method, one objective function is chosen to be optimized while the other is
converted into a constraint [56]. It can be observed thatγ involves onlyNK fairness constraints (5.17)
wherev({k}) andv(K ) can be pre-computed easily. On the other hand,δ involves 2NK−2 values
of v(S) in (5.15). Hence, the stability objective function (5.13) is chosen to be optimized while the
fairness objective (5.12) is converted into a constraint. LetM+1 be the number of grid points of the
Pareto front andm∈ {0,1, . . . ,M}. Then, themth point on the Pareto front can be obtained by solving
the following single-objective optimization problem:
(P3)

max
Φ,Φ,δ ,xk,γ

δ

s.t: constraints (5.14)-(5.15), (5.17)-(5.18)

γ ≤ γm, (5.19)

whereγm is a parameter defining themth point on the Pareto front. In particular,γm is chosen as
γmin ≤ γm ≤ γmax. γmin andγmax can be obtained from the payoff table when we solve (P1), which
minimizes the maximum deviation of the percentage cost saving γmin, and (P2), which finds the nucle-
olus allocation solution withδmax, respectively. The payoff table contains the 0th point, (γmin, δmin),
and theMth point, (γmax, δmax). In this study, the parameterγm identifyingmth is chosen as follows:

γm = γmin+m
γmax− γmin

M
. (5.20)

Note that constraint (5.16) is unnecessary and ignored in (P3) since constraint (5.20) implies the
intersection of its feasible region and the core is non-empty.

5.6.2 The Row Constraint Generation Approach

In order to construct the Pareto front, we need to solve (P1) and (P2) to obtain the payoff table
first, which indicates the 0th and Mth points. Then, we solve problem (P3) multiple times, each
corresponding to one value ofm to obtain the remainingM− 1 points (i.e., points (γ(m), δ (m)),
m= 1,2, . . . ,M− 1). All three problems (P1), (P2), and P(3) arelarge-scale LPssubject to stabil-
ity constraints (5.15). The full set of stability constraints (5.15) requires the pre-calculation of 2NK−2
values ofv(S) for all coalitionsS which are results of the corresponding stochastic programs. Many
constraints in (5.15) are indeed unnecessary, i.e., we do not need all these 2NK−2 constraints to deter-
mine onlyNK variablesxk.

To reduce the complexity, we employ the row constraint generation method to solve problems (P1),
(P2), and (P3) without imposing all aforementioned 2NK−2 constraints in (5.15). This is realized by
decomposing each problem into a master problem, which is solved to find the allocation vectorx∗, and
a sub-problem, which is solved to find the coalitionS∗ that can violate the stability constraint with the
obtainedx∗ the most. Then, the stability constraint corresponding toS∗ is added to the master problem.
The problem is solved iteratively until no coalition’s stability constraint is found to be violated.
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Solving Problem (P1)

The master problem (MP1) is a relaxed version of the originalproblem (P1). LetO(S) be the set
of coalitions considered in the current iteration and theirvaluesv(S) are already known (in the first
iteration, we initializeO(S) = {{1},{2}, . . . ,{NK}}), problem (MP1) can be cast as the following LP:
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(MP1)

min
Φ,Φ,δ ,xk,γ

γ

s.t: constraints (5.14), (5.16), (5.17),(5.18):

relaxed (5.15): δ≤v(S)−∑
k∈S

xkv(K ),∀S∈O(S). (5.21)

Constraint (5.15) is replaced by its relaxed version (5.21), which only considersS∈ O(S) instead
of ∀S in the set of all 2NK−2 coalitions. Hence, for a givenx∗ obtained from solving (MP1), there are
many coalitionsS that can violate the stability constraint (5.15) of problem (P1). In addition,v(S) is
implicit since it is the optimal value of the objective function of the stochastic program (5.1), which has
not been solved yet. We need to design sub-problems, which identify a uniqueS∗ and its corresponding
valuev(S∗) [144]. We define a sub-problem (SP1) identifying a unexplored coalition S∗ that achieves
the least cost reduction as follows:

(SP1)

δ = min

[

v(S)−
NK

∑
k=1

eS
kx∗kv(K )

]

= min
eS

k,P
DA
t ,PRT

t,s ,DF
k,t,s,D

F
k,b,t,s,Uk,t,s,PG

k,t,s,D
R
k,t,s,ξ ,ηs

(1−β )
NS

∑
s=1

πs

NT

∑
t=1

{

λDA
t,s PDA

t ∆T+λRT
t,s

(

PRT
t,s −PDA

t

)

∆T+λ p
∣

∣

∣
PRT

t,s −PDA
t

∣

∣

∣
∆T+

NK

∑
k=1

(

λ r
kDR

k,t,s∆T −Uk,t,s

)

}

+β

(

ξ+
1

1−α

NS

∑
s=1

πsηs

)

−
NK

∑
k=1

eS
kx∗kv(K ) (5.22)

s.t: 1≤
NK

∑
k=1

eS
k ≤ NK−1,eS

k ∈ {0,1} (5.23)

∑
k∈S

(1−eS
k)+ ∑

k/∈S

(eS
k)≥ 1, ∀S∈ O(S) (5.24)

constraints (5.2)-(5.11). (5.25)

The sub-problem (SP1) is a mixed integer linear program (MILP) with extra binary variableseS
k acting

as first-stage variables. Solving (SP1) enables us to obtaineS
∗
, which giveS∗ andv(S∗) simultaneously.

The purpose of solving problem (SP1) is toidentify the unexplored S∗ /∈ O(S) that can potentially
violate the core stability constraint the most for a given cost allocation vector x∗ (i.e., S∗ has least
cost reduction). Constraint (5.23), which means S∈ 2NK\{ /0,NK,O(S)}, and constraint (5.24), which
meansS/∈O(S), ensures only unexplored coalitionsSare considered in this optimization problem. All
original constraints required in computingv(S) are given in (5.25).

If we solve (MP1) and (SP1) iteratively as summarized in Algorithm 1, we finally reachx∗ such
thatδ ≥ 0 since the core is nonempty. Then,γ is minimized and the obtainedx∗ ∈C (v) is the final cost
allocation solution for (P1). We provide the proof of convergence for Algorithm 1 in the following.

Proof. The proof is based on the result in [144], which is summarized as follows. As (MP1) is the
relaxed version of (P1), its obtained solutionx∗ can be infeasible for (P1). However, ifx∗ is feasible
for (P1), it will be the optimal solution of (P1).
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Algorithm 1 SOLVING PROBLEM P1

1: Initialization: iterationi1 = 0, computev(K ) andv({k}), O(S) = ∪NK
k=1{k}

2: while δ < 0 do
3: Solve (MP1) to obtainx∗ to feed it to (SP1)
4: Solve (SP1) to obtainS∗, v(S∗),
5: UpdateO(S) := O(S)∪S∗, i1=i1+1
6: end while

Suppose at iterationi1, we haveO(S) and obtainx∗ after solving (MP1). LetS∗ denote the optimal
solution of (SP1). If we have

δ = v(S∗)− ∑
k∈S∗

x∗kv(K )< 0, (5.26)

then the following condition of (P1) is not satisfied byx∗:

0≤ δ ≤ v(S∗)− ∑
k∈S∗

x∗kv(K ),

which means the obtained solution is not in the core, i.e.,x∗ /∈ C (v). To move the obtained allocation
solutionx∗ towards the feasible region of (P1) in future iterations, a new constraint corresponding to
S∗ is added to constraint (5.21) of (MP1), i.e.,S∗ is added toO(S) as follows:

δ ≤ v(S∗)− ∑
k∈S∗

xkv(K ). (5.27)

In the next iteration, solving (MP1) will generate a newx∗ and solving (SP1) will generate a new
S∗. Since the size ofO(S) increases, the number of coalitionsS/∈O(S) considered by (SP1) is reduced
after each iteration. Hence, the maximum number of iterations is bounded by 2NK−2−NK. Since the
core is nonempty, we can ultimately findx∗ that satisfies constraint (5.15)and constraint (5.16) of (P1)
for ∀S. Hence, Algorithm 1 converges.

Solving Problem (P2)

Similarly, the master problem (MP2) which is a relaxed version of the original problem (P2) can be
defined as the following LP:
(MP2)

max
xk,δ

δ

s.t: constraints (5.14) and (5.21).

We define a new sub-problem (SP2) identifying a coalitionS∗ that achieves the least cost reduction
as follows:
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Algorithm 2 SOLVING PROBLEM P2/P3

1: Initialization: iterationi2 = 0/i3 = 0, initializeO(S) (andγm for P3)
2: while |δ ∗−δ | ≤ εδ do
3: Solve (MP2)/(MP3) to obtainx∗ andδ ∗, feedx∗ to (SP2)
4: Solve (SP2)/(SP3) to obtainS∗, v(S∗), andδ
5: UpdateO(S) := O(S)∪S∗, i2=i2+1 /i3=i3+1
6: end while

(SP2-3)

δ = min

[

v(S)−
NK

∑
k=1

eS
kx∗kv(K )

]

s.t: 1≤
NK

∑
k=1

eS
k ≤ NK−1,eS

k ∈ {0,1}

constraints (5.2)-(5.11). (5.28)

Sub-problem (SP2) is the same with sub-problem (SP1) exceptthat the constraint (5.24) has been
removed. Problem (SP2) is solved tofind S∗ that can potentially violate the core stability constraintthe
most for a given cost allocation vector x∗ (S∗ has the least cost reductionδ ) over the set2NK\{ /0,NK}
Problem (P2) is solved by Algorithm 2. Due to numerical precision of commercial solvers, the stop-
ping conditions are relaxed as|δ ∗−δ | ≤ εδ whereεδ is a tolerance threshold and the obtained cost
allocation vectorx∗ is the final cost allocation solution of (P2), i.e., the nucleolusxM.

The convergence proof for this algorithm is also based on theresult in [144], which is similar to the
proof of Algorithm 1 presented above. In particular, the difference between (SP1) and (SP2) is due to
the removal of (5.24). However, it is easy to show that the (SP2) never regenerates exploredS∈ O(S)
except at convergence, which means the maximum number of iterations is also bounded and Algorithm
2 must converge. Detailed convergence proof of Algorithm 2 is omitted due to page limitation.

Solving Problem (P3)

Similarly, the master problem (MP3) which is a relaxed version of the original problem (P3) can be
defined as the following LP:
(MP3)

max
xk,δ ,γ ,Φ,Φ

δ

s.t: constraints (5.14), (5.17), and (5.18)

constraint (5.19) of mth grid point,

constraint (5.21).

Constraint (5.15) is replaced by (5.21), which is updated by addingS∗ obtained by solving the
sub-problem (SP3) to the set of explored coalitionsO(S) in each iteration. (SP3) is the same with
(SP2). Similarly, if we solve (MP3) and (SP3) iteratively asshown in Algorithm 2, we finally reach
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Algorithm 3 PARETO-FRONT CONSTRUCTION

1: Run scenario generation/reduction algorithms to obtainthe NS scenarioss, Computev(K ) and v({k}), O(S) =
∪NK

k=1{k}
2: Solve P1 using Algorithm 1 to obtainγmin, δ (0) := δ , x(0) := x∗. The 0th point is then determined. KeepO(S)
3: Solve P2 using Algorithm 2 to obtainδM, δ (0) := δ , x(0) := x∗. TheMth point is then determined. KeepO(S)
4: for m= 1,2, . . .M− 1 do
5: Solve P3 using Algorithm 2 withγm defined in (5.20) to obtainx∗, δ ∗. KeepO(S)
6: Updatexm := x∗, δ m := δ ∗, andmth point is defined.
7: NI= Card(O(S))−NK

8: end for
9: Construct the Pareto-front from the obtainedM+ 1 points.

|δ ∗−δ | ≤ εδ and the obtained cost allocation vectorx∗ is the final cost allocation solution of (P3)
corresponding toγm.

The sub-problems (SP1), (SP2), (SP3) arestochastic programs where the uncertainties are cap-
tured via scenarios. To manage the computation complexity, the scenario reduction method can be
employed [107]. Discussion on scenario based stochastic optimization can be found in [31, 43]. The
resulting MILP with a reduced number of scenarios can be solved efficiently by using available MILP
solvers such as CPLEX.

Pareto Front Construction

The complete procedure to construct the Pareto front of the core cost allocation problem (P0) is
summarized in Algorithm 3. Specifically, we first calculate the VPP’s bidding costv(K ) and initialize
O(S) = ∪NK

k=1{k}, i.e., computeNK individual bidding costv(k), NI. The fairness core cost allocation
problem (P1) is solved by iteratively solving (MP1) and (SP1) as shown in Algorithm 1. Then the
nucleolus allocation problem (P2) is solved by solving (MP2) and (SP2-3) iteratively as shown in
Algorithm 2. Then, the payoff table with the 0th andMth points is obtained. We then computeM−1

remaining points on the Pareto front by solving problem (P3)for the corresponding values ofm∈
{1,2. . .M−1}. Each corresponding problem (P3) is solved by iteratively solving (MP3) and (SP2-3).
Finally, we count the total number of iterationsNI, which is equal to the number of new explored
coalitions added toO(S). We useNI for analyzing the computation performance.

5.7 Numerical Results

5.7.1 Simulation Data

We consider a VPP that coordinates the cooperation ofNK DRAs. The scheduling horizon is one day,
which is divided intoNT = 24 equal time slots, each lasting∆T = 1 hour. The electricity prices are
taken from the PJM market [43]. The penalty priceλ p varies fromλ p = 5$/MWh (PJM market) to
λ p = 150$/MWh (Greek market) [24]. Moreover, 20 profiles of hourly inflexible loads, which are
scaled to the range of 0−10 MW, and the aggregated renewable DG, which is scaled into the range
of 0−8 MW, are taken from [145] and [143], respectively. Figure5.2presents simulation data for the
electricity pricing and the first 10 DRA load/renewable energy profiles. We assume that in each time
slot t, each DRAk can aggregate 10% of total nonflexible load, which can be reduced by using the
load reduction (LR) services with priceλ r = 100$/MWh. The power capacity transferred via main
grid isPmax

k = 15MW. Finally,v(S) is assumed to be well-defined, i.e., the market bidding optimization
problem due to coalitionS is feasible.
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Table 5.2 –Flexible Load Data

Load blocks (MW) Marginal utility ($/MWh) EF
k (MWh)

1, 1, 2, 2 20, 18, 13, 11 86.4

The parameters of the multi-block utility function for DRAsare given in Table5.2. We employ
the modeling method in [42, 44] to construct flexible load data. In particular, we multiplythe base
utility by 0.8, 1.0, and 1.2 in time periods [1-8], [9-16], and [17-24], respectively [42], to obtain the
utility functions for DRAs’ flexible loads over the scheduling horizon. The amount of flexible load (i.e.,
demand blocks) is assumed to be the same for all time slots, the minimum hourly power consumption
is set to be zero, and the limits on load ramping up/down are assumed to be sufficiently large. The
minimum energy consumption (EF

k ) of each DRAk over the scheduling horizon is set equal toEF
scale =

60% of its maximum energy consumption level (e.gEF
k = 0.6× (1+1+2+2)×24= 86.4 MWh)

[42].
We employ the GAMS/SCENRED to reduce scenarios by using thebackwardmethod [107]. Con-

sidering the tradeoff between computation demand and modeling accuracy, we choose 30 from 2000
generated scenarios, which results in sufficiently small variation of the objective functionv(K ). This
is done by conducting some sensitivity analysis which are not presented in this study due to the space
constraint. All the MILPs are solved by using the GAMS/CPLEXin a computer using Windows 8, In-
tel Core i5 3.3 GHz Processor, and 8 GB RAM. For the base case, we setNK= 10, the risk parameters
β andα are set equal to 0.1 and 0.9, respectively.

5.7.2 Numerical Performance Analysis

Figs.5.3(a), 5.3(b), 5.3(c)show the Pareto fronts for the cost allocation problem when we vary the risk
parameterβ , flexible load scaleEF

scale, and penalty priceλ p, respectively. Each obtained Pareto front
describes the tradeoffs between the stability representedby the worst-case cost saving valueδ and
the fairness captured by the maximum deviation of the percentage cost savingγ. For all cases, when
γ = γmin then we haveδ = 0 meaning that we reach the minimum value ofδ while still guaranteeing
to operate in the core whose definition is given in(2.29). On the other hand, asδ reaches its maximum
valueδmax, which corresponds to the nucleolus as the minimum deviation of the percentage cost saving
among players, we achieves its maximum valueγ = γmax.

These two extreme points in the Pareto front correspond to the cases where the cost allocation so-
lution x is either at the fairness core point,γmin, or the lexicographically optimal point, the nucleolus
δmax, in the polyhedronC (v). These figures show that the proposed design enables us to determine
multiple different Pareto-efficient solutions in the core of the underlying cooperative game. Moreover,
one can choose an operation point on the Pareto front with desirable stability-fairness tradeoff. Specif-
ically, for a certain desired value of the maximum deviationof the cost percentage savingγ, one can
determine the corresponding cost allocation vector with the achievable value of the worst-case cost sav-
ing δ being maximized. This demonstrates the flexibility and efficiency of our proposed cost allocation
design compared to other existing designs such as the nucleolus-based cost allocation.

Figure5.4 illustrates the difference of the obtained allocation vectors in the two extreme points.
Figure5.4(a)shows the performance of two allocation schemes in terms of the cost savingcostsaving(k)
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Figure 5.2 –Simulation data

for the base case, which is calculated as follows:

costsaving(k) = 100%−
xkv(K )

v(k)
, (5.29)

wherexkv(K ) is the expected cost that the DRAk receives in grand cooperation andv(k) is its indi-
vidual bidding cost. Figure5.4(a)shows that the gap between the maximum and minimum cost saving
in percentage among DRAs is minimized by the fairness core cost allocation vector while it is not op-
timized in the nucleolus cost allocation. Although both allocation schemes lie in the coreC (v) (both
haveδ ≥ 0), they achieve different performances in terms of fairness and stability metrics. In particu-
lar, the nucleolus allocation (m= M) aims to maximize the worst case cost saving among all coalitions
(the minimal satisfaction)δ M by allocating less cost shares among DRAs in the worst-case coalition,
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which results in high deviation of cost saving in percentageamong DRAsγM. On the other hand, the
fairness core allocation (m= 0) aims to minimize the gap between the maximum and minimum cost
saving in percentage among DRAs while ensuring the core condition is just satisfied, i.e., it requires
the minimum satisfactionδ ≥ 0. This results in the minimized gapγmin with the low value ofδ , i.e.,
δ = 0, which is just enough to satisfy the core condition.

Figure5.4(b) presents the cost shares among DRAs, i.e., the cost allocation vectorx. It can be
observed that a small change inxk can result in a significant change incostsaving(k) shown in Figure

5.4(a)sincev(K )≫ v(k) and equation (5.29) implies
dcostsaving(k)

dxk
= −v(K )

v(k) . It also explains another

observation that for similar change in the cost sharesxk, the DRAk with smallerv(k) has higher change
in the obtained cost saving. Figure5.4(c)shows the individual bidding costs of DRAs, i.e.,v(k). There
are correlations between the evolutions ofxk in both fairness core scheme and nucleolus scheme shown
in Figure5.4(b)and the individual bidding cost of each DRAv(k) shown in Figure5.4(c). In particular,
the DRA which has higher individual bidding costv(k) tends to get more allocated cost valuexk.

We now discuss the impacts of different parameters on two extreme points on the Pareto front,
namely the fairness cost allocation point (the 0th point) achievingγmin and the nucleolus cost alloca-
tion point (theMth point) achievingδmax. It can be observed that as any parametersβ , EF

scale, or λ p

increases,γmin becomes larger, which shifts the Pareto front to the right. The achievedδmax corre-
sponding to nucleolus cost allocation solution, however, varies differently as we vary these parameters.
Specifically, asβ , EF

scale, andλ p increase, the decision making problems faced by the VPP in both bid-
ding and cost allocation become more difficult. In particular, with increasingβ the bidding becomes
more risk conservative in utilizing available resources tocounter uncertainties. Moreover, increasing
EF
scale tightens constraint (5.5) which reduces the flexibility of flexible load and increasesthe amount

of load required to serve while increasingλ p will stress the VPP’s bidding deviation between DA and
RT market.

In general, the shape and size of the coreC (v) as well as the values ofγmin andδmax are compli-
cated functions of different system and design parameters.Moreover, different coalitionsS, depending
on their available resources, can have different levels of impacts on the cost saving achieved via coop-
eration. When the cooperation plays a significant role, it could be harder to distribute the cost saving
fairly for the DRAs while satisfying the core constraint. Harder bidding environment can also affect
the cooperation’s stability, which is captured byδmax where the larger value ofδmax implies greater
cooperation benefits for the DRAs.

Figure5.5 compares the costs under cooperation and noncooperation scenarios for the DRAs as
we vary different parametersβ , EF

scale, λ p, andPmax
k . In all cases, the cooperative bidding strategy

of DRAs results in smaller total cost than that due to the noncooperative bidding strategy taken by
each DRA. This cost reduction due to cooperation can be explained by thesubadditiveproperty of the
underlying cooperative cost game [54]. By cooperation, DRAs can utilize available resources more
efficiently to counter the uncertainties in electricity price and renewable energy, and to reduce energy
imbalance between DA and RT dispatch, which leads to cost reduction.

Adding new DRAs to an existing group of cooperative DRAs can also affect the cooperation gain
significantly, which is illustrated in Figure5.6. Since newly added DRAs may have different profiles
of resources, they can have positive or negative impacts on the stability and fairness of the existing
cooperative DRAs, e.g., decreasing or increasingγmin andδmax. Mathematically speaking, adding a
new DRA will double the number of stability constraints thatdefine the coreC (v). It also illustrates
the main characteristic of the LP game, i.e., totally balanced, which means the core is always nonempty
when adding or removing DRAs to/from the VPP. Since the proposed framework enables us to com-
pletely characterize the Pareto fronts under different sizes of DRAs coordinated by the same VPP,
admission control decisions for DRAs, which are interestedin joining an existing group of cooperative
DRAs, can be made to achieve the best desirable performance.In particular, if one wishes to operate
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Figure 5.3 –Pareto fronts under different parameter settings

the VPP at a specific value ofγ then the achievable values ofδ on the Pareto fronts corresponding
different values ofNK can be determined. This can be used to optimize the number of cooperative
DRAs to achieve the maximum value ofδ .

The market model considered in this study is unidirectional[24, 29]. However, some markets
allow bidirectional power constraint, which grant DRAs theopportunities to sell their surplus energy
to further reduce the costs. To study the impact of bidirectional constraints on power exchange, we
relax the flexible load constraint (5.5) by reducingE f

scale from 60% to 0%, which reduces the total
load demands of each DRA, and multiply the forecast values inthe base case withRESscale by 1.1
and 1.4 respectively, which increases the generated renewable energy of all DRAs. This results in
increasing the chance that DRAs have surplus energy at some time t in scenarioss to sell back to the
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Figure 5.4 –Illustration of Fairness core and Nucleolus allocation

market. Three case studies are conducted, i.e., case 1 withE f
scale = 60%,RESscale = 1.1, case 2 with

E f
scale = 0%,RESscale = 1.1, and case 3 withE f

scale = 0%,RESscale = 1.4. Figure5.7 shows the gap
between the bidirectional and unidirectional market basedindividual bidding cost of DRAs and Figure
5.8shows the obtained Pareto fronts in three case studies. The gap of two Pareto fronts is larger when
there are more chances of surplus energy scenarios. In case 1, bidirectional power constraint has no
impact there is no energy surplus scenarios, the gap shown inFigure5.7 is 0 and both Pareto fronts
in Figure5.8(a)overlap. In case 2, participating in the bidirectional market has a little positive impact
on cost reduction as shown in Figure5.7, which results in slight difference between two Pareto fronts
shown in Figure5.8(b). In case 3, the benefit of participating in the bidirectionalmarket is significant
as shown in Figure5.7, which results in the bigger gap between two Pareto fronts shown in Figure
5.8(c).
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Figure 5.5 –Cost saving due to cooperation

5.7.3 Computation Analysis

We study the impact of several modeling aspects on the computation performance such as the number
of scenarios (NS), the number of DRAs (NK), the number of Pareto points (M+1), and the complexity
of DRA’s model.

Table5.3 illustrates the impacts of number of scenariosNS and number of DRAsNK on the com-
putation time. Part A shows that as the number of scenarios increases, the computation time increases
significantly due to the increasing size of the MILP based sub-problem while the number of iterations
remains stable. In fact, since uncertainties can be captured well with NS=30 scenarios, computation
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Figure 5.7 –The gap of individual bidding cost between bidirectional and unidirectional market

accuracy of sub-problem can be guaranteed while we can maintain the reasonable computational com-
plexity with the relatively small size of the MILP. Part B demonstrates that as the number of DRAsNK

increases, the number of iterations and computation time increase significantly. This is because of the
increasing size of the underlying MILP sub-problem and the increasing number of binary variableseS

k.
We also present the number of iterations required by our design and the original number of stability
constraints 2NK−2 (without using the row constraint method), which demonstrates the huge computa-
tion reduction. In particular, we calculate the ratio between the number of iterations, which equals the
number of coalitionsS to be explored (the number of sub-problems (SP1, SP2, and SP3) to be solved)
over the original number of stability constraints 2NK−2 as follows:

ratio=
NI

2NK−2
. (5.30)

It can be observed that this ratio can be reduced significantly (from 0.044 to 1.29×10−4 for the
studied cases). This confirms computation efficiency of the proposed design in dealing with larger-
scale VPP settings in term ofcomputation reduction, i.e., the number of MILP sub-problems we need
to solve will not increase as exponentially as the original number of stability constraints 2NK−2.

Beside the increasing number of binary variableseS
k, there are two other factors significantly af-

fecting the computation time in the larger-scale VPP setting, i.e., the chosen number of Pareto points
and the DRA’s model. Table5.4 shows that when we relax these settings, the computation time can
be reduced. In practice, we only need to determine a single operating point on the Pareto front so we
only need to find three cost allocation solutions (i.e., the fairness core, the nucleolus, and the desired
allocation solutions). In particular, after solving problems (P1) and (P2), the VPP can obtainγmin, γmax,
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Figure 5.8 –The difference of Pareto fronts obtained in two markets

andδmax. The VPP can then choose an appropriate value ofγm in (5.20), which specifies the problem
(P3) to be solved to determine the final cost allocation solution.

As mentioned above, whenNK increases, the dimension ofC (v) increases, and the number of
core stability constraints (5.15) increases exponentially. This results in larger number ofiterations, i.e.,
more MILP based sub-problems to be computed. Moreover, solving the MILP sub-problem at each
iteration takes longer time for larger value ofNK. Hence, it is more time consuming to compute a large
number of points on the Pareto front whenNK is large. Note, however, that we have computed many
points on the Pareto front (e.g.,M+1=11 points) to illustrate the stability-fairness tradeoff.For most
practical applications, we might not need to obtain too manyPareto points to make a final decision on
the desirable operating point.
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Table 5.3 –Computation Report

Part A: Impact of number of scenariosNS (NK= 10)
NS 30 50 100

Iterations 2NK−2 41 103 42 103 41 103

Total computation 665 10759 47628
time (s)

Average computation 60 266 4330
time per point (s) (0.017h) (0.063h) (1.2h)

Part B: Impact of number of DRAsNK (NS= 30)
NK 10 15 20

Iterations 2NK−2 41 103 74 3.27×104 136 106

Total computation 665 32135 54346
time (s)

Average computation 60 2921 4941
time per point (s) (0.017h) (0.81h) (1.37h)
Iteration reduction 0.044 0.0038 1.29×10−4

ratio

Table 5.4 –Impact of number of Pareto points and complexity ofv(S)

Cases Number of iterations Computation time (s)
Smaller number (3) 57 7327

of Pareto points
Remove flexible 82 1077
load constraints

The computation time of the sub-problem also depends on the market bidding problem that defines
v(S), which in turns depends on the complexity of the DRA’s model.In particular, the modeling and
consideration of each DRA’s component will affect the number of constraints and variables considered
in the MILP-based sub-problem (5.25). In this study, to illustrate the applicability of the proposed
cost allocation in several potential applications, we haveconsidered the heterogeneous setting where
individual DRAs can have different models of nonflexible load, flexible load, renewable energy, and
load reduction. This results in increasing complexity for the formulation ofv(S) and the MILP based
sub-problems. The proposed algorithm can be applied for thesimpler setting when some of these
components are excluded, e.g., profit sharing for renewableenergy portfolio [75], cost allocation for
load aggregators such as EV clusters in an EV aggregator [24], or considering a simplified energy
aggregation model to reduce complexity [29]. In particular, Table5.4 shows that the computation
time withNK = 20 andM = 10 can be reduced significantly when the constraints of flexibleload are
removed.

5.8 Extensions and Future Work

5.8.1 Verifying The Existence of The Core

There are several smart grid applications to be considered in our future work, which can be modeled
as a LP-game such as cooperation of wind power producers [75, 112], the aggregation of several EV
clusters that form an EV aggregator [24]. For these applications, the market bidding optimization
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problems are also modeled as two-stage stochastic linear programming problems [24, 75]. In these
cases, the state of the art modeling of uncertainties (uncertainties of wind generation, arrival time of
EV) or new market frameworks (multiple trading floors [75], regulation market integration [24]) can
be incorporated into these designs. In some applications,v(S) can be modeled by a nonlinear program
(NLP). Extension of LP-games considering some nonlinear constraints and objective functions, which
is still balanced, is reported by P. Dubey and L.S. Shapley in[146]. In addition,v(S) can be modeled
by an MILP. For example, the consideration of demand response contracts [43], thermal generators
[31, 43], battery energy storage [31], detailed demand response strategies [10], can introduce binary
variables, which turns the formulation ofv(S) into an MILP. For design scenarios where we cannot
conclude the balance of the underlying game based on the formof v(S) [55], we can verify the existence
of the core by simply solving the following LP [54]:
(P4)

min
ω,xk

ω (5.31)

s.t: ∑
k∈S

xkv(K )≤ v(S)+ω, ∀S (5.32)

NK

∑
k=1

xk = 1,xk ≥ 0,ω ≥ 0. (5.33)

If we haveω∗ = 0 after solving (P4),C (v) is nonempty. Otherwise (ω∗ > 0), the condition
∑

k∈S
xkv(K ) ≤ v(S) cannot be satisfied∀S andC (v) = /0 [54]. Problem (P4) can be solved by using

a similar iterative computation procedure based on the row constraint generation approach. Detailed
discussions on how to solve (P4) and to verify the core’s existence can be found in [54].

If the core is nonempty, we can apply the proposed cost allocation directly. If the core is empty, we
can use the relaxed versions of the core such asε-core and minmax core concepts [54, 98]. The new
solution concepts still define polyhedron of payoff vectorx which implies certain tradeoff in the cost
allocation design proposed in this study is still important. Another potential approach is to stabilize
the game via taxation as players or subset of players are taxed (cooperation fee), which has been
investigated in the literature [55, 147, 148]. As mentioned above, sincev(S) can be modeled as MILP
or mixed integer nonlinear program (MINLP) and the game can be unbalanced, designing an efficient
taxing scheme to ensure the existence of the core is challenging and it will be studied in our future
work.

5.8.2 Computation Improvement

The sub-problems studied in this study aim to identify the coalition S∗ that potentially violates the core
condition the most. However solving these MILP based sub-problems (SP1-3) can be time consuming.
The sub-problems can also be MINLP depending on specific modeling and application requirements.
One approach to reduce the computation burden is to solve these sub-problems by using evolutionary
algorithms such as particle swarm optimization with fast computation time. Another approach is to find
the suboptimalS′ instead of optimalS∗. Intuitively, because the set of coalitions is limited, we might
just need to find aviolated coalition S′ to move the allocation vectorx∗ towards the feasible region of
the original problems instead of identifyingthe most violated one. This approach may require a larger
number of iterations but the computation time for each iteration is reduced, which can significantly
reduce the total computation time [149]. We would like to consider these research directions in the
future work.



154 Cost Allocation for Cooperative Demand-Side Resource Aggregators

5.9 Conclusion

In this study, we have presented a computationally efficientcost allocation design for cooperative
DRAs based on the cooperative game core concept. We have proposed to exploit the nonempty core
property of the underlying balanced game and develop a bi-objective optimization framework that
strikes the balance between the allocation stability and fairness. We have employed theε-constraint
and row constraint generation methods to successfully construct the Pareto front of the cost alloca-
tion solutions with manageable computation complexity. The proposed design can efficiently allocate
percentage quota of total bidding cost to individual DRAs while achieving desirable stability-fairness
trade-off.



Chapter 6

Conclusions and Future Works

Active demand-side management is an important research topic in the smart grid domain which can
help improve operation efficiency and to enable increasing integration of renewable energy in the power
grid. Our research in this dissertation aims at tackling some major challenges related to the demand-
side management where we focus on the design, analysis, and development of concrete solution frame-
works to solve decision making problems concerning severaldemand-side smart grid entities ranging
from the small-scale residential level to the large-scale aggregator level. This chapter summarizes our
key research contributions and draws some potential futureresearch directions.

6.1 Major Contributions

In this dissertation, we have studied three important decision making problems in smart grid’s demand-
side management. Our research has resulted in three journalpublications [19, 28, 49] and several
corresponding conference papers [18, 34, 96, 150–152].

In the first research problem, we address the energy management of a small-scale smart grid’s entity,
namely, the smart home [19]. Specifically, the energy scheduling design of the smart home equipped
with solar assisted thermal load is conducted considering the real-time pricing scheme. Toward this
end, the energy scheduling problem is formulated as a rolling two-stage stochastic programming prob-
lem where the optimal control actions at each time slot are implemented in the rolling manner. The
propose framework can minimize the energy payment cost, guarantee system constraints while exploit-
ing the positive gain of the energy coupling of the solar thermal storage and HVAC system to improve
the system energy efficiency considering the uncertaintiesof renewable energy and electricity price.
Numerical studies show that a significant energy cost gain ofmore than 100% can be achieved by the
proposed design compared to the conventional water heatingand HVAC system.

In the second research problem, we study the pricing design in the distribution network which mo-
tivates demand-side entities such as smart homes to participate in the demand response program under
the Load Serving Entity (LSE) model [28]. In particular, we formulate the proposed pricing design
problem as a bilevel program where the LSE determines the price and the demand response aggrega-
tors respond to that price signal. Given the lower-level problem is linear, we propose to transform
the underlying bilevel optimization problem into an equivalent single-objective mixed integer linear
program (MILP) by using the optimal KKT conditions, the Fortuny-Amat formula, and the strong du-
ality theorem of linear programming. The obtained MILP can be solved efficiently by using available
commercial solvers. Numerical studies show that our proposed design can provide a win-win solution
for both LSE and flexible load aggregators.

In the last research problem, we study the cost sharing problem for cooperative demand-side re-
source aggregators (DRAs), each of which aggregates multiple resources including distributed renew-
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able energy, demand responses services, non-flexible load,and flexible load [49]. Specifically, these
DRAs are coordinated by a Virtual Power Plant (VPP) to jointly bid in the short-term two settlement
electricity market where the problem is addressed by using the core concept in the cooperative game
theory. Since the core can contain many cost sharing solutions, we need to choose an appropriate so-
lution inside the core that balances between stability and fairness. Solving the underlying bi-objective
optimization problem is highly complex because of the exponential number of implicit constraints re-
lated to the core definition. We develop a computation-efficient algorithm based on the combination of
ε-constraint and row constraint generation methods to construct the Pareto front without calculating all
coalitions’ function values. Numerical studies confirm thesignificant reduction of computation time
compared to direct computation approach and a great cost gain with respect to the conventional system
with non-cooperative DRAs due to the proposed design.

6.2 Future Research Directions

6.2.1 Multi-Agent System Approach for Smart Grid Energy Management

One potential direction is related to efficient cooperationdesigns for emerging smart grid entities in
the deregulated electricity market. This potential research will aim to answer some importation ques-
tions: how to ensure that different smart grid entities cooperate efficiently, what should be the good
mechanism design for their coordination, how to divide the achieved payoff, how each entity can learn
to coordinate efficiently in a decentralized manner. These challenging research issues can be addressed
by employing the Multi-Agent Systems (MAS) approach. In fact, MAS in conjunction with machine
learning (ML) techniques provide efficient approaches to understand various interesting and complex
interactions in the smart grid under the deregulated and decentralized electricity market.

There are several sub-topics and possible research issues to be further considered in this direction.
In the short term, I will complete my ongoing work on the profit/cost allocation in power systems
where the notorious complexity of the cooperative game’s solution concepts (the core, nucleolus, Shap-
ley values) will be addressed. In the longer term, I would like to investigate how efficient coalitions
among cooperative entities should be formed in the general cooperation game model where the super-
additive property may not hold, e.g., there is the non-negligible computation and communication cost
for forming a large coalition. Dynamic programming, reinforcement learning, mechanism design, and
other methods will be explored to address these research issues. Furthermore, decentralized coordina-
tion design of multiple smart grid entities will be investigated by employing the agent based simulation
and Bayesian game theory.

6.2.2 Machine Learning for Decision Making Problems in Smart Grids

In the past research, we have employed the optimization and cooperative game theory to solve decision
making problems for various smart grid entities. However, consideration of different system uncertain-
ties such as renewable energy generation and electric pricing plays an important role in efficient smart
grid’s decision making. Here, employment of machine learning techniques to process certain input
data of decision making problems is a good research direction. Moreover, machine learning can be
employed to address the power system security assessment issue. Toward this end, complex network
and physical models of the power system dynamics should be considered in the design of the machine
learning based security assessment instead of using machine learning in a black box approach.

Using ML for reducing computational complexity can be considered in my future research. For
example, the game theory or bilevel optimization method is often used to model the cyber-physical
attack in the smart grid. As discussed in chapter 4, the bilevel optimization can be used for dynamic
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pricing design even though design of fast algorithms to solve underlying bilevel optimization problems
can be challenging. Toward this end, the neurodynamic optimization approach can be employed to
transform the game or optimization theoretic model of the cyber-physical attack and pricing design
problems into the dynamics of neural networks, which can potentially tackle these underlying problems
with manageable computation complexity. Development of ensemble learning methods for smart grid
decision making problems is another interesting research issue for which we have obtained some initial
results [151].

6.3 Publications

Journals

[J1] Hieu Trung Nguyen and Long Bao Le, “Bi-objective cost allocation for cooperative
demand-side resource aggregators,”IEEE Trans. Smart Grid,(to appear).

[J2] Duong Tung Nguyen, Hieu Trung Nguyen, and Long Bao Le, “Dynamic pricing design
for demand response integration in power distribution networks,” IEEE Trans. Power
Syst.,vol. 31, no. 5, pp. 3457 – 3472, Jan. 2016.

[J3] Hieu Trung Nguyen, Duong Tung Nguyen, and Long Bao Le, “Energy Management for
Households With Solar Assisted Thermal Load Considering Renewable Energy and Price
Uncertainty, ” IEEE Transactions on Smart Grid, vol. 6, no. 1, pp. 301–314, Jan. 2015.

Conferences

[C1] Hieu Trung Nguyen and Long Bao Le, “Bidding Strategy forVirtual Power Plant With
Intraday Demand Response Exchange Market Using StochasticProgramming,” inProc.
IEEE ICSET 2016, Hanoi, Vietnam, Nov. 2016 (Best Paper Award).

[C2] Hieu Trung Nguyen and Long Bao Le, “Minmax profit sharingscheme for cooperative
wind power producers ,” inProc. IEEE ICSET 2016, Hanoi, Vietnam, Nov. 2016 (Invited
paper).

[C3] Hieu Trung Nguyen and Long Bao Le, “Online ensemble learning for security assessment
in PMU-based power systems,” inProc. IEEE ICSET 2016, Hanoi, Vietnam, Nov. 2016
(Invited paper).

[C4] Hieu Trung Nguyen and Long Bao Le, “Optimal energy management for building micro-
grid with constrained renewable energy utilization,”inProc. IEEE SmartGridComm’14,
Venice, Italy, Nov. 2014.

[C5] Duong Tung Nguyen, Hieu Trung Nguyen, and Long Bao Le, “Coordinated dispatch of
renewable energy sources and HVAC load using stochastic programming,” inProc. IEEE
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