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1. Introduction
TTpT ; : Quality assessment of the estimated series for GCOR, MMLR and MMSDM
Context: | , Probabilistic Gaussian COPUIa RegreSSIOn (PGCR) during the validation period (1991-2000) for the four weather stations.
ONtext. Atmosphere-ocean general circulation models (AOGCMs) are PGCR Criteria are ME, RMSE, and differences between observed and modeled
useful to simulate large-scale climate evolutions. However, AOGCM data ’ \ | variance D. For PGCR and MMSDM models criteria were calculated from the
resolgtlon IS too coarse for regional and Iopal climate studies. Downscal!ng Probabilistic Regression + Gaussian Copula conditional mean.
techniques have been developed to refine AOGCM data and provide l l
Information at more relevant scales. Among a wide range of available - | VE RMSE 5
: : Conditional mean & variance Dependency
approaches, regression-based methods are commonly used for downscaling Tmax  Tmim  Prec  Tmax  Tmin  Prec  Tmax  Tmin  Prec
AOGCM data ,._ Station Model (°C) (°C) (mm) (°C) (°C) (mm) (°C) (°C) (mm)
. = Multisite Cedars PGCR (.55 0.22 ~0.14 328 3.70 6.35 -1.M4 ~(.85 -1.16
. . . _ _ _ = Miltivariable MMLR 0.55 0.22 2.59 328 3.70 7.02 8.81 9.21 4549
Motivation: When several variables are considered at multiple_sites, _— — Vo GarsE i vETE e MMSDM 055 022 197 330 371 648 -184 283 1792
) ) - . g . . . Drummondville PGCR .46 0.49 .48 331 4.08 5.42 —~3.83 6.31 10.69
regression models are employed to reproduce the observed climate |7 ety el s ion (RlseiEi & Eariliilel) MMLR 047 049 244 331 48 614 72 1815 3453
T ‘Al MMSDM 0.47 0.49 0.97 332 4.10 5.57 -4.10 34 1127
characteristics at small scale, such as the temporal variability and the Coven Iands  PGCR 0 ot
relationship between sites and variables. . . . MMLR 019 -033 211 317 38 5% 163% B2 B3
: The proposed PGCR model relies on a probabilistic regression framework to | MMSDM 019 =053 072 317 360 5% 65 = 23 1343
T " . . . . . . . Bagotville PGCR —0.05 0.14 .87 353 3.85 6.13 1.12 ~(.28 2440
» Limitations of traditional regression-based approaches: specify the marginal distribution for each downscaled variable at a given day MMLR 005 014 237 353 384 672 1542 127 4151
. e through AOGCM predictors, and handles multivariate dependence between i o o o O A
The underestimation of the temporal variability and the poor . . . .
. sites and variables using a Gaussian copula.
representation of extreme events.
The assumption of normality of data.
The inconsistency between downscaled and observed relationships JUPRIRENRLLLL. ) /| LU —
between sites and variables. © c 096/ = oul o
Xt " £ 0.94} = . @°
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Objective: Introducing a Probabilistic Gaussian Copula Regression : Probabilstic Gaussian 2 0.2 e oy
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(PGCR) model to address the limitations of traditional regression-based %) ooé:: |~ 005
approaches in a downscaling perspective. 088 09 092 094 096 098 005 0 005 01 015
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= e F (y,(t) : Conditional cumulative distribution function of the k" predictands Correlation values O.f PGCR and MMSDM models are ob.tamed using the
>% P mean of the correlation values calculated from 100 simulations.
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Predictands series Y: daily Tmax , Tmin and precipitation at 4 stations. «» Calibration w0y , 1 ® ® MMLR
®H _ ® PGCR
Predictors X: 6 CGCM3 grid, for each grid point, 25 NCEP predictors are » Data from 01-01-1961 to 31-12-1990. B // | | | ] ° | | | +  MMSDM
rovided (150 predictors). A PCA is performed and the first 40 » S . S : , 2 0 2 4 6 0 2 4 6
gomponent(s re Fetaine ¥ a)s el - Conditional distribution choices for the probabilistic regression model: Observed difrences onwetand drydays  Observed difffences on wet and dry days
_ - Tmax and Tmin: Normal distributions. _ _
- All data cover the period between Jan 1st 1961 and 31 Dec 31 2000. Observed versus modeled differences of daily temperatures on wet
- Precipitation occurrences (Poc): Bernoulli distribution. days and dry days.
- Precipitation amounts (Pam): Gamma distribution.

3. Methodology < Validation Results indicate the superiority of the proposed PGCR over both
the multivariate multiple linear regression model and the multivariate
 Data from 01-01-1991 to 31-12-2000.
Probabilistic Regression

multisite statistical downscaling model in term of the three statistical
» Statistical criteria: RMSE, ME and the difference between observed and criteria.

The distribution of each predictand at the observed sites is represented by - Scatter plot of cross-correlations.

an appropriate probability density function (PDF), and then a regression

modeled variances D.
model with outputs are parameters of the PDF is employed.

In terms of reproducing spatial and inter-variable properties, both

PGCR and MMSDM models provide interesting results.
« Comparaison with Multivariate Multiple Linear Regression (MMLR), and

Multivariate Multisite Statistical Downscaling Model (MMSDM).

Example: a conditional normally distributed response would have two

outputs, one for the conditional mean and one for the conditional variance.
5. Results

6. Conclusion

Traditional Probabilistic A PGCR model is proposed for the downscaling of AOGCM
Regression Regression 20 | | | | | | | predictors to multiple predictands at multi-sites simultaneously and to
preserve relationships between sites and variables.
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40 - - - - - - - rich, making it a valuable tool in hydrometeorology and climate
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%’ ok ke kP g A A S TV ARA IR A variables, like precipitation, wind speed, cloud cover, humidity, are
A iy W T 95% confidence interval | j -
E oW | - Observed ] involved.
=
aUSSIan Opu a 40 50 100 150 200 250 300 350

Day .
A copula is a multivariate distribution whose marginals are uniformly distributed 60 ' ' ' - - - - Contact Information
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C(w;C) = q)q {CD_l(Wl),. . .,CI)_l(Wq);C} g 20} . . |- S RE Mohamed Ali Ben Alaya, PhD student
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where Qs the standard normal cumulative distribution functionand @, is a0 = = - — - == - G1K 9A9, Québec, Canada
the cumulative distribution function for a multivariate normal vector w = (w,...,w, ) Day Tel: 418 654 2430#4468

having zero mean and covariance matrix C. Example of PGCR results at cedars station during 1991. Email: mohammed_ali.ben_alaya@ete.inrs.ca
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