Université du Québec
Institut national de la recherche scientifique

Energie, Matériaux et Télécommunications

Analysis and Compensation of Channel
and RF Impairments in MIMO Wireless
Communication Systems

By
Jian Qi

A dissertation submitted in partial fulfillment of the requirements for the degree of
Doctor of Philosophy (Ph.D.) in Telecommunications
Evaluation Jury

External examiner Prof. Fadhel M. Ghannouchi
University of Calgary

External examiner Prof. Mohamed-Slim Alouini
KAUST, Kingdom of Saudi Arabia

Internal examiner Prof. Douglas O’Shaughnessy
INRS—-Energie, Matériaux et Télécommunications

Internal examiner Prof. Charles Despins
INRS-Energie, Matériaux et Télécommunications

Research director Prof. Sonia Aissa
INRS-Energie, Matériaux et Télécommunications

© Copyright by Jian Qi, 2011






To my dear Mom and Dad.






Abstract

This dissertation presents analyses and compensation methods of channel and
radio frequency (RF) impairments, including spatially-correlated and keyhole fading
channels, impairments in mobile-to-mobile (M-to-M) communications, high-power
amplifier (HPA) nonlinearity, in-phase and quadrature-phase (I/Q) imbalance and
crosstalk, both separately and together for multiple-input multiple-output (MIMO)
wireless communication systems.

Specifically, one cross-layer design scheme is proposed for MIMO systems employ-
ing orthogonal space-time block code (OSTBC) over spatially-correlated and keyhole
Nakagami-m fading channels. In addition, the performance of M-to-M MIMO maxi-
mal ratio combining (MRC) systems is assessed, over double-correlated Rayleigh-and-
Lognormal fading channels. In this regard, a three-dimensional (3D) channel model,
which takes into account the effects of fast fading and shadowing, is used to obtain
the transmit and receive spatial correlation functions.

On the other hand, we propose a constellation-based and a sequential Monte Carlo
(SMC)-based compensation methods for HPA nonlinearity in the case with and with-
out knowledge of the HPA parameters, respectively, for MIMO OSTBC systems. As
for the HPA nonlinearity in MIMO transmit beamforming (TB) systems, the optimal
TB scheme with the optimal beamforming weight vector and combining vector is pro-
posed. Moreover, an alternative suboptimal but much simpler TB scheme, namely,
quantized equal gain transmission (QEGT), is also evaluated in the presence of HPA
nonlinearity. We also propose a compensation algorithm for I/Q imbalance in MIMO
MRC systems, which first employs the least-squares (LS) rule to estimate the co-
efficients of the channel gain matrix, beamforming and combining weight vectors,

and parameters of I1/Q imbalance jointly, and then makes use of the received signal



i

together with its conjugation to detect the transmitted signal. Moreover, the perfor-
mance of MIMO MRC in the presence of another RF impairment, namely, crosstalk,
is evaluated.

Finally, a comprehensive compensation method for multiple RF impairments to-

gether in MIMO TB systems, is proposed.

Student Research Director
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Chapter 1

Introduction

1.1 Background and Motivation

1.1.1 MIMO Wireless Communication Systems

The unprecedented growth, over the past decades, in the demand for reliable
high-speed wireless communications in order to support multifarious applications and
services, e.g., voice, video, Voice over Internet Protocol (VoIP), email and web brows-
ing, highlights the need for new promising transmission techniques. In the late 1990s,
multiple-input multiple-output (MIMO) technology was invented, which represents ef-
ficient means to enhance channel capacity and transmission reliability, i.e., diversity
gain and multiplexing gain, respectively. MIMO techniques can be categorized into
several kinds, namely, space-time block code (STBC), space-time trellis code (STTC),
layered space-time code, and MIMO maximal ratio combining (MRC) systems with
transmit beamforming (TB) [1]. The STBC scheme can achieve transmit and receive
diversity using a simple yet effective transmit/receive processing. The STTC may
achieve coding gain over the STBC at the cost of increased decoding complexity,
where trellis structure determines the coded symbols to be transmitted from different
antenna elements. As for the layered space-time code, the technique focuses on the
spatial multiplexing gain. On the other hand, if the channel state information (CSI)

is perfectly known at the transmitter, TB and water-filling techniques associated with
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MRC can be used to achieve full diversity gain and higher capacity. Owing to the
great benefits, MIMO techniques have been included in several standards for future
wireless communication systems, such as the 3rd Group Partnership Project (3GPP)
Long Term Evolution (LTE) and LTE-Advanced [2], Institute of Electrical and Elec-
tronics Engineers (IEEE) 802.11 Wireless Local Area Networks (WLAN) [3,4] and
IEEE 802.16e Worldwide Interoperability for Microwave Access (WiMAX) [5], and
also considered for IEEE 802.20 Mobile Broadband Wireless Access (MBWA) [6] and
IEEE 802.22 Wireless Regional Area Networks (WRAN) [7]. Furthermore, the im-
plementation of MIMO schemes is also investigated in cooperative communications
and cognitive radio networks.

However, the MIMO schemes are baseband techniques, which are related to the
channel conditions and the radio frequency (RF) operations. In practice, the sys-
tem performance is affected by channel and RF impairments, such as spatially-
correlated and keyhole fading, impairments in mobile-to-mobile (M-to-M) channels,
high-power amplifier (HPA) nonlinearity, in-phase and quadrature-phase (I/Q) im-
balance, crosstalk, low-noise amplifier (LNA) nonlinearity, antenna coupling, phase
noise, frequency offset, imperfect timing synchronization and echo. In this disser-
tation, we focus on the issues related to the spatially-correlated and keyhole fading

channels, mobile-to-mobile channels, HPA nonlinearity, I/Q imbalance and crosstalk.

1.1.2 Spatially-Correlated and Keyhole Fading Channels

In practice, the fading channels over which the MIMO schemes operate may not
be independent and identically distributed (i.i.d.), due to spatial fading correlation
or keyhole phenomena [8]. Spatial correlation can arise when elements of the trans-
mit /receive antenna arrays are not spaced sufficiently apart and/or due to poor scat-
tering conditions [9-18]. The capacity of spatially-correlated MIMO Rayleigh fading
channels without CSI at the transmitter has been widely discussed in the literature
(cf. [19,20] and references therein). In addition, the capacity of MIMO systems asso-
ciated with orthogonal space-time block code (OSTBC) over correlated Rayleigh and

Ricean flat-fading channels under different adaptive transmission techniques, such as
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optimal power and rate allocation, total channel inversion with fixed rate policy and
its truncated variant, was studied in [21]. On the other hand, in the presence of the
keyhole phenomenon in the MIMO propagation environment, the radio wave sent from
the transmitter to the receiver must propagate through the keyhole in space [22]. The
properties of spatial fading correlations and keyholes have been investigated in [23],
where canonical physical examples of keyholes are presented. In [24], the bit error
rate (BER) performance of OSTBC in Nakagami-m keyhole channels was analyzed.
Moreover, in the scenario with CSI at the transmitter and receiver, the impact of
spatial fading correlations and keyholes in MIMO systems has been assessed from a

capacity perspective in [25].

1.1.3 Mobile-to-Mobile Communications

In wireless communication systems, such as cooperative MIMO networks, cogni-
tive radio networks and vehicle-to-vehicle communication systems, transmitters and
receivers may both be in motion, and the channel is referred to as an M-to-M com-
munication channel. In order to describe the propagation model of such a channel, a
two-ring scattering model for MIMO systems has been proposed in [26]. This model
is different from the one-ring model proposed in [27] for fixed-to-mobile (F-to-M)
channels. In both of these models, the scattered waves are assumed to travel in the
horizonal plane, which is only valid for poor-scattering environments, e.g., rural ar-
eas. In rich-scattering environments, e.g., urban areas with high density of buildings,
the scattered waves may not diffuse in the horizonal plane only. In this case, three-
dimensional (3D) geometrical modeling represents an adequate tool for describing
the wireless propagation environment. In [28], a 3D model has been used for F-to-M
multi-carrier propagation channels, where the cross-correlation function between two
sub-channels of an outdoor MIMO channel with non-isotropic wave propagation was
derived.

For M-to-M communication systems equipped with low elevation antennas and
multi-antenna mobile transceivers, the 3D scattering channels can be characterized

by the two-cylinder model, with one cylinder around the transmitter and another
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around the receiver [29], which extends the one-cylinder model described in [30-32]
for F-to-M channel. Recently, the space-time correlation function of 3D M-to-M
MIMO fast fading channels has been derived in [33], and used to assess its influence
on capacity in the scenario with no CSI at the transmitter and perfect CSI at the
receiver, through simulations.

In the above-mentioned works on M-to-M channel modeling, only the effects of
fast fading factors caused by multipath, such as random phase shift, propagation
delay and Doppler shift, were considered in the modeling of the time-varying channel

impulse response.

1.1.4 HPA Nonlinearity

HPA, e.g., travelling wave tube amplifier (TWTA), solid state power amplifier
(SSPA) and soft-envelope limiter (SEL), is a primary block of wireless communica-
tion systems, wherein it operates at the RF level. In general, when analyzing the
performance of wireless systems, the HPA is assumed to operate in its linear region
in order to ensure that the characteristics of the symbols at the modulator’s output
are not affected by the power amplification process; an assumption that is not neces-
sarily valid in practical situations, especially when the HPA operates at the medium
and high-power signal levels. Indeed, in such cases, nonlinear distortions, including
amplitude and phase distortions, are introduced into the transmitted symbols, which
in turn can cause adjacent channel interference and power losses. Therefore, it is cru-
cial to consider the HPA imperfections when evaluating the performance of wireless
communication systems and designing such systems.

Nonlinear HPAs can be described by two kinds of models: memoryless models with
frequency-flat responses and memory models with frequency-selective responses [34].
Memoryless HPA models, such as the one introduced in [35] for TWTA, the SSPA
model [36], the SEL model for amplifiers with ideal predistortion [37], and the poly-
nomial model [38], are characterized by their amplitude-to-amplitude (AM/AM) and
amplitude-to-phase (AM/PM) conversions, which depend only on the current input
signal at the HPA. On the other hand, HPAs may be characterized by more realistic
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memory models, such as the Volterra, Wiener, Hammerstein, Wiener-Hammerstein,
and memory polynomial models [34]. Recent research effort has dealt with the issue
of HPA nonlinearity in MIMO systems. For instance, the effect of HPA nonlinearity
on the symbol error probability (SEP) was studied in [39] for MIMO systems em-
ploying STTC, using the Saleh nonlinearity model [35] for TWTA. In addition, based
on a memoryless polynomial model, the effect of HPA nonlinearity on the BER of
quadrature amplitude modulation (QAM) was analyzed in [40] for MIMO systems
with zero-forcing receivers in uncorrelated frequency non-selective Rayleigh fading
channels. The latter study also highlighted the degrading effect of channel estimation
error on the BER performance. On the other hand, the HPA nonlinearity in orthogo-
nal frequency division multiplexing (OFDM) systems was investigated in [41], where
the output at the HPA is expressed as the summation of the input signal multiplied
by a complex scale factor, and an additive Gaussian noise, which is uncorrelated with
the input signal.

The performance degradation due to the HPA nonlinearity highlights the need for
compensation schemes in order to eliminate or mitigate the effects of nonlinearity. In
this regard, several compensation schemes for the HPA nonlinearity have been pro-
posed, which can be classified into two categories: compensation at the transmitter
or at the receiver. Methods implemented at the transmitter include power back-off,
peak-to-average power ratio (PAPR) reduction techniques, and linearization tech-
niques [34,42,43]; for instance, feedforward method, feedback method and predistor-
tion, represent linearization techniques. On the other hand, the uplink transmission
scenario requires compensation of HPA nonlinearity at the receiver, e.g., postdistor-

tion, nonlinear equalization and the iterative detection method [34].

1.1.5 I/Q Imbalance

One of the RF impairments associated with analog processing is 1/Q imbalance
at the transmitter and the receiver, which refers to the mismatch between the com-
ponents in the I and Q) branches, i.e., the mismatch between the real and imaginary

parts of complex signals [44-48|. This happens due to the limited accuracy of the
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analog hardware, such as finite tolerances of capacitors and resistors. In most arti-
cles discussing baseband communication techniques, the effect of 1/Q imbalance is
ignored in the design and performance analysis since it is normally considered in
the RF front-end design. However, in practice, such an assumption is unrealistic,
especially in multi-carrier communication systems. Indeed, in such cases, the 1/Q
imbalance, including amplitude imbalance and phase imbalance, is introduced into
the received signal after analog processing, which in turn can cause interference and
power loss. Since the performance of baseband digital design depends on that of the
RF analog processing, it is crucial to consider the 1/Q imbalance in the design and

performance evaluation of wireless communication systems.

Recent research effort has dealt with the issue of I/Q imbalance in MIMO systems
and OFDM systems. For instance, the effect of I/Q imbalance on the performance of
MIMO systems employing STBC was studied in [49], where the SEP was evaluated
through simulations. As for the capacity of OFDM systems in the presence of 1/Q
imbalance, its analytical expression was derived in [50], followed by an upper bound
provided for a fixed channel realization in Rayleigh fading. In addition, the perfor-
mance of M-ary QAM-OFDM in the presence of 1/Q) imbalance was investigated in
terms of the error vector magnitude (EVM), which is a modulation quality metric

used to evaluate the effects of imperfections in digital communication systems [51].

The performance degradation due to I/Q imbalance highlights the need for com-
pensation schemes in order to eliminate or at least mitigate the effect of I/Q imbalance
on the performance of wireless communication systems. Recently, several compensa-
tion schemes for 1/Q) imbalance have been proposed, which can be divided into two
kinds: compensation methods with and without estimation of the parameters of 1/Q
imbalance, respectively. For instance, interference cancellation-based compensation
and blind source separation-based compensation, which do not require any training
signals, represent compensation methods without estimation of the parameters of
I/Q imbalance [52,53]. On the other hand, the transmitted signal can be detected
after the channel gain and parameters of 1/(Q) imbalance are estimated using train-

ing signals. For instance, a compensation method based on algebraic properties of
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the derived signal models combined with proper pilot data was proposed for MIMO
STBC systems in [49]. Besides, the effect of I/Q imbalance on OFDM systems was
investigated in [54], followed by estimation-based system-level algorithms proposed
to compensate for the distortions, including least-squares (LS) equalization, adaptive
equalization, post-fast fourier transform (FFT) LS, as well as pre-FFT correction us-
ing adaptive channel /distortion estimation and special pilot tones to enable accurate
and fast training. A framework for eliminating 1/Q distortions through digital signal
processing was also developed for MIMO OFDM systems in [55], where the com-
plexity of the system at the receiver grows from dimensions (ng x nr) for ideal 1/Q
branches to (2ng x 2nr) in the presence of 1/Q) imbalance, with nt and ng denoting
the numbers of transmit and receive antennas, respectively. In addition, a digital
pre-distortion structure was provided in [56] to compensate for the 1/Q imbalance
at the transmitter, where the parameters of I/Q imbalance are estimated using an

iterative approach.

1.1.6 Crosstalk

In the printed circuit board (PCB) design, one of several important aspects is
crosstalk, which refers to the unintended electromagnetic coupling between traces,
wires, PCB lands, and any other electrical component subject to electromagnetic
field disturbance that are in close proximity to each other [57-63]. Crosstalk concerns
the intrasystem interference performance; that is, the source of the electromagnetic
emission and the receptor of this emission are within the same system. Moreover,
the crosstalk can be classified into two kinds: linear crosstalk that occurs after the
nonlinear HPAs and nonlinear crosstalk before the nonlinear HPAs.

In most articles discussing baseband MIMO communication techniques, the effect
of crosstalk is ignored in the design and performance analysis, since it is assumed as an
issue related to the PCB design. However, in practice, such assumption is unrealistic
for MIMO systems. Indeed, since the performance of baseband digital design depends
on that of the PCB design, it is crucial to consider the crosstalk in the design and

performance analysis of multi-antenna wireless communication systems.
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Recent research effort has dealt with the issue of crosstalk in MIMO systems. For
instance, crossover digital predistorter was proposed in [64] for the compensation of
HPA nonlinearly and crosstalk in MIMO systems, and simulation results showing the
performance of the proposed method were provided.

To prevent crosstalk within the PCB, several design and layout techniques have
been proposed, such as maximizing the separation distance between components,
bringing the traces closer to a reference plane, minimizing parallel routed trace
lengths, reducing trace impedance and signal drive level, locating components away
from I/Q interconnects and other areas susceptible to data corruption and coupling,
and providing proper terminations on impedance-controlled traces [65]. However, be-
cause crosstalk effects cannot be completely eliminated in the PCB design, baseband
compensation methods are required to eliminate or mitigate the effects of residual

crosstalk.

1.2 Research Objectives

As highlighted in the above, in the case with channel and RF impairments, the
benefits of MIMO systems, such as diversity gain and multiplexing gain, become not
visible or cannot be achieved anymore. For instance, the orthogonal structure of
OSTBC and its decoupling operation at the receiver may be disturbed. In MIMO
MRC systems with TB, the beamforming weight vector will not be optimal anymore.
Therefore, it is crucial to investigate the impact of channel and RF impairments on
MIMO wireless communication systems and then seek efficient compensation methods
to eliminate or mitigate these impairments, so as to improve the performance of
MIMO wireless communication systems in practical scenarios and environments, thus
providing better service to the subscribers of wireless voice and data plans.

Recent research effort has dealt with the issue of channel and RF impairments
in MIMO systems. However, most works use simulations to evaluate the effects of
channel and RF impairments on the performance of MIMO systems. The research

theme of this dissertation aims at investigating channel and RF impairments in MIMO
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wireless communication systems. First of all, we will understand the concepts of the
above-mentioned channel and RF impairments and evaluate their impacts on the
performance of MIMO systems through theoretical analysis and computer-aided sim-
ulations. Specifically, the modified MIMO system models taking into account channel
and RF impairments will be provided, followed by the corresponding expressions for
important performance metrics in closed-form or approximate form. Based on this,
we will provide techniques for MIMO system design, such as compensation methods
for the impairments and parameter adjusting for transceiver design. The research will
make the diversity gain and multiplexing gain easy to be achieved in practical sys-
tem implementations. Moreover, it will provide a comprehensive method to analyze
the impairments in other communication systems such as cognitive radio networks,

cooperative communications and “green” networks.

1.3 Contribution of the Dissertation

1.3.1 Accomplishment

The research addressed the issues on the analysis and compensation of channel
and RF impairments both separately and together for MIMO wireless communication
systems. The contribution of this dissertation can be summarized in several respects
as follows:

In Chapter 2, a cross-layer design scheme that combines physical layer adaptive
modulation and coding (AMC) with link layer truncated ARQ (T-ARQ) is proposed
for MIMO systems employing OSTBC. The performance of the proposed cross-layer
design is evaluated in terms of achievable average spectral efficiency (ASE), average
packet loss rate (PLR) and outage probability, for which analytical expressions are
derived, considering transmission over two types of MIMO fading channels, namely,
spatially-correlated Nakagami-m fading channels and keyhole Nakagami-m fading
channels. Furthermore, the effects of the maximum number of ARQ retransmis-
sions, numbers of transmit and receive antennas, Nakagami fading parameter and

spatial correlation parameters, are studied and discussed based on numerical results
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and comparisons. The core of this chapter corresponds to the publications [66—69].

In Chapter 3, we consider M-to-M MIMO MRC system and assess its performance
in spatially correlated channels. The analysis assumes double-correlated Rayleigh-
and-Lognormal fading channels and is performed in terms of average SEP, outage
probability and ergodic capacity. To obtain the receive and transmit spatial corre-
lation functions needed for the performance analysis, a 3D M-to-M MIMO channel
model, which takes into account the effects of fast fading and shadowing, is used. The
expressions for the considered metrics are derived as a function of the average signal-
to-noise ratio (SNR) per receive antenna in closed-form, and further approximated
using the recursive adaptive Simpson quadrature method. Numerical results are pro-
vided to show the effects of system parameters, such as distance between antenna
elements, maximum elevation angle of scatterers, orientation angle of antenna array
in the x-y plane, angle between the x-y plane and the antenna array orientation, and
degree of scattering in the x-y plane, on the system performance. The core of this

chapter corresponds to the publications 70, 71].

In Chapter 4, MIMO OSTBC in the presence of nonlinear HPAs is investigated.
Specifically, we propose a constellation-based compensation method for HPA non-
linearity in the case with knowledge of the HPA parameters at the transmitter and
receiver, where the constellation and decision regions of the distorted transmitted
signal are derived in advance. Furthermore, in the scenario without knowledge of the
HPA parameters, a sequential Monte Carlo (SMC)-based compensation method for
HPA nonlinearity is proposed, which first estimates the channel gain matrix by means
of the SMC method, and then uses the SMC-based algorithm to detect the desired
signal. The performance of the MIMO-OSTBC system under study is evaluated in
terms of average SEP, total degradation (TD) and system capacity, in uncorrelated
Nakagami-m fading channels. Numerical and simulation results are provided, and
show the effects of several system parameters, such as the parameters of HPA model,
output back-off (OBO) of nonlinear HPA, numbers of transmit and receive antennas,
modulation order of QAM, and number of SMC samples, on performance. In par-

ticular, it is shown that the constellation-based compensation method can efficiently
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mitigate the effect of HPA nonlinearity with low complexity, and that the SMC-based
detection scheme is efficient to compensate for HPA nonlinearity in the case without
knowledge of the HPA parameters. On the other hand, MIMO TB systems in the
presence of HPA nonlinearity are also investigated in Chapter 4. Specifically, due
to the suboptimality of the conventional maximal ratio transmission (MRT)/MRC
under HPA nonlinearity, we propose an optimal TB scheme with an optimal beam-
forming weight vector and combining vector, for MIMO systems with nonlinear HPAs.
Moreover, an alternative suboptimal but much simpler TB scheme, namely, quantized
equal gain transmission (QEGT), is proposed. The latter profits from the property
that the elements of the beamforming weight vector have the same constant modulus.
The performance of the proposed optimal TB scheme and QEGT/MRC technique in
the presence of HPA nonlinearity is evaluated in terms of average SEP and mutual
information with Gaussian input, considering transmission over uncorrelated quasi-
static frequency-flat Rayleigh fading channels. Numerical results are provided and
show the effects on performance of several system parameters, namely, the HPA pa-
rameters, numbers of antennas, QAM modulation order, number of pilot symbols,
and cardinality of the beamforming weight vector codebook for QEGT. The core of
this chapter corresponds to the publications [72-76].

In Chapter 5, we investigate the effect of 1/QQ imbalance on the performance of
MIMO MRC systems that perform the combining at the RF level, thereby requiring
only one RF chain. In order to perform the MIMO MRC, we propose a channel es-
timation algorithm that accounts for the I1/Q imbalance. Moreover, a compensation
algorithm for the I/Q imbalance in MIMO MRC systems is proposed, which first
employs the least-square (LS) rule to estimate the coefficients of the channel gain
matrix, beamforming and combining weight vectors, and parameters of 1/Q imbal-
ance jointly, and then makes use of the received signal together with its conjugation
to detect the transmitted signal. The performance of the MIMO MRC system under
study is evaluated in terms of average SEP, outage probability and ergodic capacity,
which are derived considering transmission over Rayleigh fading channels. Numerical

results are provided and show that the proposed compensation algorithm can effi-
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ciently mitigate the effect of 1/Q imbalance. The core of this chapter corresponds to
the publications [77,78].

Moreover, the performance of MIMO MRC systems in the presence of crosstalk is
evaluated in Chapter 6. The effect of crosstalk on the performance of MIMO MRC is
investigated in terms of average SEP and system capacity, considering transmission
over uncorrelated Rayleigh fading channels. Numerical results are provided and show
the effects of several system parameters, namely, crosstalk, numbers of transmit and
receive antennas, and modulation order, on performance. For instance, the crosstalk
is shown to yield a constructive effect on the average SEP in the low SNR range,
and a destructive effect at high SNRs. The core of this chapter corresponds to the
publication [79)].

Finally, in Chapter 7, we investigate the joint effects of HPA nonlinearity, 1/Q
imbalance and crosstalk, on the performance of MIMO TB systems, and propose a
compensation method for the three impairments together. The performance of the
MIMO TB system equipped with the proposed compensation scheme is evaluated
in terms of average SEP and capacity when transmissions are performed over un-
correlated Rayleigh fading channels. Numerical results are provided and show the
effects on performance of several system parameters, namely, the HPA parameters,
image-leakage ratio, crosstalk, numbers of antennas, length of pilot symbols and PSK

modulation order. The core of this chapter corresponds to the publications [80-82].

1.3.2 List of Original Publications

e [1] Jian Qi and Sonia Aissa, “Analysis and compensation of 1/Q imbalance in
MIMO transmit-receive diversity systems,” IEEE Trans. Commun., vol. 58,
no. o, pp. 1546-1556, May 2010.

e [2] Jian Qi and Sonia Alissa, “Analysis and compensation of power amplifier
nonlinearity in MIMO transmit diversity systems,” IEEFE Trans. Veh. Technol.,
vol. 59, no. 6, pp. 2921-2931, July 2010.

e [3] Jian Qi, Sonia Aissa and Amine Maaref, “Cross-layer design for MIMO
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systems over spatially correlated and keyhole Nakagami-m fading channels,”
Wiley Journal Wireless Commun. and Mobile Computing, vol. 10, no. 8, pp.
1055-1067, Aug. 2010; online publication, July 2009.

e [4] Jian Qi and Sonia Aissa, “Cross-layer design for multiuser MIMO MRC
systems with feedback constraints,” IEEE Trans. Veh. Technol., vol. 58, no.
7, pp. 3347-3360, Sept. 2009.

e [5] Jian Qi and Sonia Aissa, “On the power amplifier nonlinearity in MIMO

transmit beamforming systems,” IEEE Trans. Commun, revised.

e [6] Jian Qi and Sonia Aissa, “Mobile-to-mobile MIMO transmit-receive diversity
systems: analysis and performance in 3D double-correlated channels,” Wiley

Journal Wireless Commun. and Mobile Computing, revised.

e [7] Jian Qi and Sonia Aissa, “Adaptive switching for spatial transmission modes
in MIMO systems with RF impairments,” IEEE Trans. Wireless Commun, to
be submitted.

e [8] Jian Qi and Sonia Aissa, “Joint compensation of multiple RF impairments
in MIMO STBC systems,” IEEE Int. Symp. Personal Indoor and Mobile Radio
Commun. (PIMRC’11), submitted.

e [9] Jian Qi and Sonia Alssa, “Analysis and compensation for the joint effects
of HPA nonlinearity, I/Q imbalance and crosstalk in MIMO beamforming sys-
tems,” in Proc. IEEE Wireless Commun. and Networking Conf. (WCNC’11),
Cancun, Quintana-Roo, Mexico, Mar. 2011, pp. 328-333.

e [10] Jian Qi and Sonia Aissa, “Compensation for HPA nonlinearity and I/Q im-
balance in MIMO beamforming system,” in Proc. I[EEE Int. Conf. on Wireless
and Mobile Computing, Networking and Commun. (WiMob’10), Niagara Falls,
Canada, Oct. 2010, pp. 78-82.

e [11] Jian Qi and Sonia Aissa, “Optimal beamforming in MIMO systems with
HPA nonlinearity,” in Proc. IEEE Int. Symp. Personal Indoor and Mobile
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Radio Commun. (PIMRC’10), Istanbul, Turkey, Sept. 2010, pp. 910-914.

[12] Jian Qi and Sonia Aissa, “Beamforming for MIMO transmit-receive diver-
sity systems with crosstalk,” in Proc. IEEE Int. Conf. Commun. (ICC’10),
Cape Town, South Africa, May 2010.

[13] Jian Qi and Sonia Aissa, “Impact of HPA nonlinearity on MIMO systems
with quantized equal gain transmission,” in Proc. IEEE Int. Symp. Personal

Indoor and Mobile Radio Commun. (PIMRC’09), Tokyo, Japan, Sept. 2009.

[14] Jian Qi and Sonia Alssa, “On the effect of 1/Q imbalance on MIMO
transmit-receive diversity systems,” in Proc. IEEE Wireless Commun. and

Networking Conf. (WCNC’09), Budapest, Hungary, Apr. 2009.

[15] Jian Qi and Sonia Aissa, “On the effect of power amplifier nonlinearity
on MIMO transmit diversity systems,” in Proc. IEEE Int. Conf. Commun.
(1CC"09), Dresden, Germany, June 2009.

[16] Jian Qi and Sonia Aissa, “Performance analysis of MIMO MRC systems in
3D mobile-to-mobile double-correlated channel,” in Proc. IEEFE Global Telecom-
mun. Conf. (Globecom’08), New Orleans, LA, USA, Nov.—Dec. 2008.

[17] Jian Qi and Sonia Aissa, “Cross-layer design of enhanced AMC with trun-
cated ARQ protocols,” in Proc. IEEE Global Telecommun. Conf. (Globe-
com’07), Washington D.C.; USA, Nov. 2007, pp. 3353-3357.

[18] Jian Qi, Sonia Aissa, and Xinsheng Zhao, “Optimal frame length for keeping
normalized goodput with lowest requirement on BER,” in Proc. I[IEEE Int.
Conf. Innovations in Inf. Technol. (Innovations’07), Dubai, Nov. 2007, pp.
715-719.

1.4 Organization of the Dissertation

The remainder of the dissertation is organized as follows.



CHAPTER 1. INTRODUCTION 15

Chapter 2 investigates the cross-layer design for wireless MIMO OSTBC systems
over spatially correlated and keyhole Nakagami-m fading channels. In Chapter 3, the
performance analysis is carried out for M-to-M MIMO MRC systems in 3D double-
correlated channels, taking into account the effects of fast fading and shadowing.

In Chapter 4, compensation methods are proposed for HPA nonlinearity in MIMO
OSTBC systems considering the scenarios with and without knowledge of the HPA
parameters. In addition, we propose the optimal TB scheme and investigate the
QEGT mechanism in the presence of HPA nonlinearity. Compensation methods for
[/Q imbalance in MIMO MRC systems are proposed in Chapter 5, followed by the
corresponding performance analysis. In Chapter 6, we evaluate the effect of crosstalk
on the performance of MIMO TB systems. In Chapter 7, comprehensive compensa-
tion methods for multiple RF Impairments are proposed for MIMO TB systems.

Finally, the dissertation conclusions and topics for further research are provided

in Chapter 8.






Chapter 2

MIMO Communications in
Spatially-Correlated and Keyhole
Fading Channels

2.1 Introduction

It is well known that the performance of wireless communication systems suffers
from severe channel impairments such as small-scale multi-path fading. In order to
enhance the throughput and increase the transmission reliability, adaptive techniques
were proposed to adjust the system parameters, such as power and rate, according
to the CSI. For instance, AMC at the physical layer is used to enhance the spectral
efficiency of wireless systems, by selecting the appropriate modulation and coding
scheme (MCS) in accordance with the variations of the received SNR while satisfying
the system’s requirement on PLR [83-85]. Automatic repeat request (ARQ) in the
link layer can also be used to increase the transmission reliability by resending a data
packet whenever a failure of a previous transmission attempt is detected. Cross-layer
design, combining AMC with ARQ for data transmission over fading channels, can
improve the throughput performance and ensure the required quality of service is

met [86,87].
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The background and current research on the spatially-correlated fading channels
and keyhole fading channels have been presented in Section 1.1.2. In this chapter,
we propose a cross-layer design combining physical layer AMC and link layer T-ARQ
schemes for MIMO systems. MIMO techniques can be categorized into three kinds,
namely, spatial diversity, multiplexing and opportunistic beamforming [1]. Herein, we
consider one special MIMO technique, known as OSTBC, which achieves full diversity
over fading channels and allows simple maximum-likelihood decoding at the receiver
[88-90], and present a cross-layer scheme that manages packet-data transmissions in
MIMO systems employing OSTBC over Nakagami-m fading channels where the use
of AMC is combined with T-ARQ.

Accordingly, the contribution of this chapter can be seen in several respects: 1) We
propose a cross-layer scheme combining AMC and T-ARQ technologies for OSTBC
systems over MIMO Nakagami-m fading channels. Specifically, the MIMO channels
are converted into an equivalent signal-input single-output (SISO) scalar one so that
the MCSs can be selected according to the effective SNR over the equivalent channel.
ii) The effects of channel impairments, namely, spatial fading correlation and keyhole
phenomena on the performance of our cross-layer mechanism are assessed. iii) The
system performance is investigated in terms of ASE, average PLR and probability
of outage, for which analytical expressions are derived. Furthermore, the effects
on the system performance of various parameters such as the maximum number of
ARQ retransmissions, numbers of transmit and receive antennas, Nakagami fading

parameter and spatial correlation parameters, are investigated.

The remainder of this chapter is organized as follows. Section 2.2 presents the
system models with spatial correlation and keyhole, respectively. In Section 2.3,
a cross-layer design combining AMC and T-ARQ is proposed for MIMO OSTBC
systems. The performance of the proposed cross-layer design in terms of ASE, average
PLR and outage probability is then analyzed in Section 2.4. Numerical results are

presented in Section 2.5, followed by the summary provided in Section 2.6.
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2.2 System and Channel Models

Consider a MIMO OSTBC system equipped with nt transmit and ng receive an-
tennas, and assume a discrete-time baseband quasi-static frequency-flat fading chan-
nel model. The channel characteristics are assumed to remain constant for 7" symbol
durations, where T' denotes the time duration of the OSTBC transmission matrix.

The corresponding MIMO signal model within one frame is given by
Y =HX + N, (2.1)

where Y denotes the ng x T received signal matrix, X stands for the np x T trans-
mitted symbol matrix, N refers to the ng x T' noise matrix with elements belonging
to i.i.d. complex Gaussian distribution CN (0, Ny) uncorrelated with the transmitted
symbols, and H = [hk,l]Z}}’:ﬁT expresses the ng X nr channel gain matrix with hy,
representing the channel gain coefficient between the [th transmit and kth receive
antennas. It is assumed that the knowledge on the channel gain matrix is perfectly

known at the receiver.

OSTBC is designed to transmit R complex input symbols in 7T time slots, thus,
the achieved information code rate is given by R, & R/T. Owing to the decoupling
property of the signals transmitted from different antennas, such MIMO channel can
be converted into an equivalent SISO scalar one. The effective SNR at the receiver’s

output can be expressed as [91]

OSTBC v 2
= ——||H 2.2
10510 = R, 22

where ||-|| - refers to the Frobenius norm, and 4 = /N, denotes the average SNR
with P, representing the average transmit power per symbol over the nt transmit

antennas.

In the following, the channel models under consideration, namely, spatially-correlated
MIMO Nakagami-m fading channel and keyhole MIMO Nakagami-m fading channel,

are introduced.
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2.2.1 Spatially-Correlated MIMO Nakagami-m Fading Chan-

nels

nR,NT

w1 is used to denote the ng x nt channel

Herein, the random matrix Hgc = [hy]
gain matrix of spatially-correlated MIMO Nakagami-m fading channels, with Ay
representing the channel gain coefficient between the [th transmit and kth receive
antennas. The channel gain coefficient hy; is further defined as hy £ ak,lej"ﬁk’l, where
j> = —1 and oy, denotes the path gain. The probability density function (PDF) of

the K = nrng path gains oy, is given by

m ma2m—1 052
N =2 — -m—— ], a >0, 2.3
Pas (@) (Q) AR exp( mQ) o (2.3)

where I' (-) denotes the Gamma function, m is the Nakagami fading parameter sat-
isfying m > 1/2, and Q; = E {O‘%,J refers to the average fading power with E []
representing the expectation operator. The phase ¢y, pertaining to hy, is uniformly

distributed over [0, 27).

Using the definition of the Frobenius norm, the effective output SNR of MIMO

OSTBC systems can be rewritten as

nr N7

yOSTBC = & Z Z Vel (2.4)

k=1 l=1

where v, = 04%,1 denotes the elementary fading power corresponding to the path
between the [th transmit and kth receive antennas. Then, the effective output SNR
is the sum of IC correlated Gamma random variables. The spatial correlation in the

case of OSTBC can be expressed as the following K x IC covariance matrix [91]
B, =EF [(vec (T) — E [vec (T)]) (vec (T') — E [vec (r)])T] , (2.5)

where vec () denotes the vectorizing operator, which maps the elements of the ng X nr
]T

Y

matrix I' into the IC x 1 vector vec (T) £ (Y10, V2,15 - - - s Varods V1,25 V2,25 - « - > Vngonr

nR,NT

pi_q - Furthermore, it is

formed by stacking the columns of I, and where I' = [y ]
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assumed that the fading is induced by separate physical processes at the transmitter
and receiver, in which case the covariance matrix is of the form ®. = &1 ® Py,
where ® denotes the matrix Kronecker product, ®g and ®1 represent the receive and
transmit correlation matrices, i.e., the covariance matrices of the rows and columns of
Hgc [27]. Moreover, it is assumed that the covariance matrix ®.. is positive-definite;
hence, its eigenvalues are real and positive. Let Ay, Ay, ...Ax denote K (K < K)
distinct eigenvalues of ® .. and pj represent the multiplicity of the eigenvalue Ag.
Then, we have the identity f: i = K. When the Nakagami parameter m is integer,
the PDF of the output Sl\lfﬁl of MIMO OSTBC systems over spatially-correlated
Nakagami-m fading channels can be expressed as [91, eq. (59)]

K mpuy

A1 o R\ nt R,
pWé)cSTBC (’Y) = Z Z ﬁkdkm ( ):Fkﬁ_y ) exXp { — )V\ka_y Y > 0, (26)

k=1 jp=1

where the coefficient (3 ;, is given by

1

/Bku.]k =

. _ Mg —Jk
(mpg — Ji)! <—nTRC >\k>

. K —m
ek ol HEk
: W[ 11 (1‘5nTRf"> ]

n=1,n#k

_npRe
="

with % referring to the derivative of order mu, — ji, with respect to s, for

jk = ]-7 ooy M-

2.2.2 Keyhole MIMO Nakagami-m Fading Channels

In certain MIMO propagation environments, the radio wave sent from the trans-
mitter to the receiver must propagate through the keyhole in space. The channel gain

matrix of a keyhole MIMO Nakagami-m fading channel can be expressed as [92]

Hyp, = hgh (2.8)
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where ht and hi denote the nt x 1 and ng x 1 random vectors modeling the fading

coefficients for the transmitter and receiver sides, respectively. The elements of hr
. nr . n

and hg are given by {a}re”’?} and {akRe]‘bg}

R

, respectively, with the PDF of off
I=1
and o} expressed as

=1

mp ™" a2mr=1 mro?
—9( == - }07 2.9
prle)=2(g1) s e (<7 ) (2:9)
mp \ ™ o 2mel ——
oI _ e >0, 2.10
pp @) =2 (g8) " e (<) (2.10)

where mt and mpg are the Nakagami fading parameters satisfying mr, mg > 1/2,
QOf = F [(a?)ﬂ, and OF = £ [(ag)ﬂ. The phases ¢} and ¢ are uniformly dis-
tributed over [0,27). Note that all entries of the channel gain matrix Hgy, are un-
correlated, but rank (Hky,) = 1. Then, making use of (2.2) and [92, eq. (31)], the
PDF of the output SNR of MIMO OSTBC systems over keyhole Nakagami-m fading

channels can be expressed as

mpnptmRNR
2

2’}/ MTnT;mRnR -1 <meRnTRC )
(anT) F (mRnR) ’7

R,
X Ko —mgng <2, /%7) v >0, (2.11)

where K, (-) denotes the vth-order modified Bessel function of the second kind [93, eq.
(8.432.6)], given by

w3 [

pygsree (1) =f

u2

1
T OXP <—t — 4t)dt’ larg u| < g, Re {uz} >0, (2.12)

2.3 Cross-layer Design

In this section, we investigate the cross-layer framework combining AMC with T-
ARQ for MIMO OSTBC systems over spatially-correlated and keyhole Nakagami-m

fading channels. The corresponding block diagram is shown in Fig. 2.1.



CHAPTER 2. MIMO COMMUNICATIONS IN SPATTALLY-CORRELATED AND KEYHOLE

FADING CHANNELS 23
.
/fi/ '\T;
Y _ e .
Input hakagm-m fading chanmels p— Output
» Buffer » AMC - STEC $ Y {spatially correlated or keyhole) De.\::;‘lo"n » Buffer »
[ Y /ﬁ/x \\:: IL. [
Channel
(Selected MCS mdex or scalar received SNE level) Estimator
Feedback |
Chamnel [
Y
T-ARQ T-ARQ

Controller Generator

(Retransmission request)

Figure 2.1: Block diagram for the cross layer design based MIMO-OSTBC systems.

2.3.1 Physical and Link layer Parameters

We adopt the packet and frame structure illustrated in [86, Fig. 3]. Frame trans-
mission is considered at the physical layer. A frame contains a fixed number of sym-
bols, Ny, and a variable number of packets N, originating from the data link layer. N,
is modulation-dependent, as packets are mapped into a set of symbols belonging to
a family of M-quadrature QAM signal constellations of size M,, = 2", n=1,2,..., N,
where N is the total number of M-QAM constellations. This yields a finite set of
available discrete data rates {n =log, (M,) :n =1,...,N}. Each N,-bit packet, at
the data link layer, comprises its own cyclic redundancy check (CRC) for ARQ error
detection purposes as well as a payload content. After modulation at a given rate
n, the N, bits of each packet are mapped into N,/n symbols to which N, control
symbols are added to form a frame at the physical layer. Accordingly, the frame
length satisfies the relationship Ny = N, + NN, /n.

A link layer T-ARQ protocol controls packet retransmissions, initiating a retrans-
mission request and sending it back to the transmitter whenever a packet is detected in
error at the receiver. Due to limits on the service delay requirements and buffer sizes,
in practice, the maximum number of ARQ retransmissions has to be bounded [94].
Denote this maximum number by N™**. On the other hand, the service is considered
to be characterized by a packet loss requirement, P, which has to be satisfied for
each data packet before it is delivered to the user. This can be translated into a

physical layer target packet error rate (PER), P, = pYWNTED CNote that a packet

— ~ loss
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Table 2.1: Fitting parameters of MCS transmission modes for packet length
N, = 1080 bits.

|| Mode 1 | Mode 2 | Mode 3 | Moded | Mode5 | Mode6 | Mode 7

Modulation BPSK | QPSK | 8QAM | 16-QAM | 32-QAM | 64-QAM | 128-QAM
Rate (bits/sym.) 1 2 3 4 5 6 7
an 107.95 109.06 93.44 85.01 74.41 67.46 61.07
gn 1.0224 0.5117 0.1706 0.1025 0.0394 0.0244 0.0097
Ypn (dB) 6.7 9.7 14.7 16.7 20.6 22.7 26.6

is declared to be lost whenever the maximum number of retransmissions is reached

while the former has not been correctly decoded.

To proceed, the following adopted assumptions are listed: 1) the wireless channel
is assumed to remain invariant during transmission of a frame and may vary from
frame to frame. 2) The channel estimation at the receiver is error-free. The estimated
scalar SNR level of OSTBC systems (in the case that the MCS is determined at the
transmitter) or the discrete MCS index (in the case that the MCS is determined
at the receiver) can be conveyed to the transmitter via an error-free and zero-delay
feedback link. 3) The transmission errors can be perfectly detected through CRC, and
that negative acknowledgments (NACK), sent from the receiver to the transmitter as
retransmission requests, are error-free.

In the following, we seek to achieve the target PER, P,, through constant-power
discrete-rate adaptive M-QAM and OSTBC at the physical layer, subject to truncated

ARQ retransmissions at the data link layer.

2.3.2 PER Approximation for AWGN channels

The aim of this section is to present a useful approximation for the instantaneous
PER experienced by a set of M-QAM signal constellations for additive white Gaussian
noise (AWGN) channels. Invoking the OSTBC SISO equivalency, the effective output

SNR for each symbol to be transmitted is given by yOSTBC

, which is previously defined
in (2.2). For packets containing N, bits, partitioned into N, /n equally-likely symbols

using coherent M,-QAM (M, = 2") with two-dimensional Gray coding, we use the
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widely accepted approximate expression for the PER [86]:

1, if 0<7v < Ypn,
Pa(v) = T (2.13)

an exp(—gny), if v > vpn,

where n denotes the MCS index, v is the output SNR of MIMO OSTBC systems !,
and {an, gn, ¥pn} are MCS and packet-size dependent constants which are evaluated

by least-square fitting the PER expression in (2.13) to the exact PER given by [86, eq.

(23)]

logy I N, 1og2J Np

Pa=1-J[-Pie))™ J] O-Pi() " (2.14)

i=1 j=1
In (2.14), I = [n/2] and J = [n/2] with [-] and [-] respectively denoting floor
function and ceiling function, while P},i € {1,...,log, I}, and P},j € {1,...,log, J},
are, respectively, the exact BER expressions corresponding to the ith and jth bits
of two independent [-ary and J-ary one-dimensional amplitude modulations, whose
expressions are provided by [95, eq. (9)]. Note that (2.14) rigorously captures the
MIMO OSTBC performance under the ideal maximum likelihood detection since the
transmitted symbols from different antennas can be decoupled and detected separately
at the receiver. Since the expressions for exact PER varies for different modulation
scheme and packet size, the fitting parameters {a,, gn,Vpn} depend on the packet
size, N,, and modulation order of QAM, n. An example of fitting parameters with

N, = 1080 bits is shown in Table 2.1.

2.3.3 SNR Thresholds for MCS

We partition the range of the output SNR, v, into N + 1 non-overlapping consec-

N+1

utive intervals, with boundary points denoted as {v,},_, ,

and apply constant-power
discrete-rate adaptive M-QAM on a frame-by-frame basis. Whenever the SNR sent
back to the transmitter falls within the interval [7,, v,+1), the constellation size M, is

selected for all symbols sent from nt transmit antennas, with My = 0 referring to the

1For notational brevity, we denote the output SNR by ~ instead of yOSTBC,
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case where no data are transmitted. Having set the target PER for the physical layer
to P,, the threshold levels {v,} are set to the required SNR to achieve this target
PER. Generally we have P, < 1. Hence, using (2.13) leads to the following switching

threshold values:

0, n =20,
Yo =19 Ku/gn, n=1,..,N, (2.15)
+00, n=N+1,
where K,, = —In(P,/a,) is a power penalty factor incurred by choosing modulation

level n.

2.4 Performance Analysis

In this section, the performance of the proposed MIMO cross-layer design in
spatially-correlated Nakagami-m fading channels and keyhole Nakagami-m fading
channels is assessed in terms of three metrics: average PLR, ASE and probability
of outage. Next, we derive analytical expressions for these metrics using the PDFs
of the output SNR as provided in (2.6) and (2.11). It is assumed that received SNRs
pertaining to several transmission attempts of a packet, constituting the CSI used by

the transmitter, are i.i.d. random variables.

2.4.1 Average Packet Loss Rate

Adaptive modulation operates at an average PER smaller than the target PER to
be achieved at the physical layer, i.e., B,. This is due to the fact that our rate adaptive
policy is conservative in the sense that we choose the constellation that guarantees
an instantaneous PER no larger than P,. In order to evaluate the average PER, we
first calculate the probability that the constellation of size M, = 2" is selected. For
the spatially-correlated MIMO Nakagami-m fading channel case, this probability is
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given by

PrSC — Tt d
7nn - p'ySOCSTBC (’Y) /7

Tn

_ /%+1 inf:kﬁk ‘ Aydr—1 (nTRc>jk exp (_nTRC,Y) dr
T T (k) \ Ay ARy

k=1 jk
K mpyyg
-3 e () () L e
=T Ak Ak

where I' (m, z) := [ t™ te~'dt denotes the upper incomplete Gamma function. As

for the keyhole MIMO Nakagami-m fading case, the probability that the constellation

of size M, = 2™ is chosen can be expressed as

prin = [ d
= pygsrec (7)dy

Tn
_ /%H 2y R (meRnTRc>
. T (anT) T (mRnR) y
/ R.
X KanT—mRnR (2 %7) d’}/ (217)

By changing the integral order of v and ¢ in the definition of K, (-) specified in (2.12),

mpRT+MRNR
2

(2.17) can be rewritten as

o anT+mRnR mmTnT—mRnr
1

Kh 1 Cmremepnt R, 2 mrmgnt R,

Pr," = - —_—

mpnrtmRRR g
2

il - 1 mymgnr Ry
g tmrnr—mrnR+1 —t———— |dt|d
' (monr) I' (mrng) [/0 trmrnr—menr+1 exp( 5t ) } 2

_ /OO tmR’nR_1€_t |:/’Yn+1 exp (_meRnTR(ﬂ/)
0 Tn »)/t

,yanTfl MTMRNT Rc mrnT
- dy| dt
I (mpnt) T (mgng) t

00 tmRanleft
n /0 I (mpnt) T (mgng)
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RC n Rc n
X |:F (anT, meR_T:T i ) -T (anT: meRn_Tt 7 +1>:| dt. (218)
v v

Now, let constellation size M,, = 2" be selected, then the average PER when
transmitting with the corresponding QAM constellation, denoted by P, is obtained
by averaging the expression of P, (7y) (2.13), over the distribution of the Nakagami
fading channel when the received SNR falls within the interval [, Vn+1). Then, the
average PER for mode n over spatially-correlated Nakagami-m fading channel can be

expressed as

—SC 1 Tt
P = / P ) g ()
1 /%H K mpyg ’ij 1 <nTRc)jk ntR.
= ——== ane” 7 Br — | exp|———7)dy
Pric /., ; ; T (k) \ AT Ak

SR B nrR. \”
TSC Z Z Jk <>\ka k) [T (ks bnp¥n) = T (s bngynsn)ls - (2.19)
Jk "

where b, L g, + ”ATT%. For transmission over keyhole MIMO Nakagami-m fading

channel, it becomes

—Kh 1 Yn+1
P, = Prin Py (7) pyosrae (v)dy

Tn

mopnm +mB nR

1 /7”“ R 27y 2 -1 <meRnTRC
n —
Tn F

mpnm +mB nR
2

a Pri¢ (mrnt) [ (mgrng) ~

[mrmgpnt R,
X KanT—mRnR (2 %7) dﬁ/ (220)

Similar to (2.17), (2.20) can be re-expressed as

F (anT) F (mRnR) Y

mrTnT—MRNR
1 MTNT+MRNR, _
—Kh 1 Tt Ly 2 2 1 mrmgent R,
= Ane 7y
; 7

mpnptmRnR

mrmgrnt R, 2 > 1 mrmgnt Ry
() T e (]
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e s R,
—_ o / tmRanleft |:/ exp (_ melinT 7)
Prn 0 Yn 7t

Qe InYymrnr—l mrmepnt R\
- dy| dt
I (mrnr) I’ (mrng) it

oy /°° tmenr—le—t (meRnTRc)mT"T
P?“}fh 0 F (anT) F (mRnR) :ytbn

X [F (anT7 bn'yn) =T (anTa bnr)/n-i-l)] dtv (221)

mrmrnTRe
Ft
The overall average PER at the physical layer corresponds to the ratio of the

where b, £ g, +

average number of erroneously received packets over the total average number of

transmitted packets, and can be expressed as (cf. [96, eq. 35])

P= (2.22)

N
> R

n=1

N Y

Z R, Pr,
where R,,, in bits per channel use, is the information rate of the combined AMC and
OSTBC diversity scheme. Hence, R, = R, 10%:1;4 T representing the fixed symbol
duration and W denoting the signalling bandwidth. Assuming ideal Nyquist data
pulses for each constellation yields W = 1/T}, which in turn implies that R,, = nR, for
the set of uncoded M-QQAM constellations. Then, accounting for the N"**-truncated
ARQ), the corresponding average PLR at the data link layer can be expressed in terms
of P as follows:

Floss = FN;H&X—FI- (223)

2.4.2 Average Spectral Efficiency

To evaluate the average spectral efficiency, SE, we should account for the packet
retransmissions at the data link layer induced by the ARQ protocol. Since a packet
can be transmitted up to N 4 1 times, we can compute the average number of
transmissions, N, needed for a packet to be either correctly received or discarded due

to the ARQ truncation, as a function of the maximum number of retransmissions,
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N™@and the average PER, P. In a similar way to [86, eq. (10)] (SISO channel), the
average number of packet transmissions for the OSTBC diversity scheme over both
types of Nakagami-m fading channels considered in this work, is given by

Npax 41

N (NP = ¥ P
e (2.24)

As can be seen, when N™* = () (no retransmission), N (0, ﬁ) = 1, which corresponds

to the case of AMC only with no ARQ implemented at the packet level.

The overall ASE is the sum of the information rates of each modulation level
weighted by the probability Pr, that the output SNR falls within the corresponding
SNR threshold interval, divided by the average number of transmissions per packet

N (Nrax P). It is then given by (cf. [86, eq. 13])

ZR Pr,

SE=-2L 2.25
N(Nmax P) ( )

2.4.3 Probability of Outage

Since no packets are transmitted successfully when the output SNR falls below
the threshold 7;, the probability of outage, PS¢, induced by the adaptive M-QAM

for the first packet transmission over the spatially-correlated Nakagami-m fading is

given by
SC "
Pout (71) = /0 p,YSOSTBC (’)/) d’}/

K muyg
1= 30y P (G ) (2.26)
k

k=1 Jjg
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On the other hand, for the OSTBC scheme over keyhole MIMO Nakagami-m fading

channels, it can be expressed as

71
Poit () = /0 pyossc (7) dy

o tmrrr—le—t mrmgnr Ry )
=1- T ( mongp, — <) gt 2.27
/0 r (anT) r (mRnR) ( T ’7t ( )

The probability of outage, Pyyg, nmex, given up to N;"** allowable retransmissions, can

then be expressed as

Nmax ]

POUt,NJa"aX (’Yl) = Pout (71) Z ?iil

=1

= Pout (/71) N (N;nax7?) : (228)

Note that for the no-retransmission case, i.e., when N™* = 0, we have N (O, ﬁ) =1,
which implies that the probability of outage Pyt ymex (71), given by (2.28), reduces to
(2.26) and (2.27) for MIMO OSTBC over spatially-correlated and keyhole Nakagami-

m fading channels, respectively.

2.5 Numerical Results and Discussions

In this section, we present numerical results illustrating the ASE, average PLR and
outage probability for the cross-layer scheme combining AMC and T-ARQ in MIMO
OSTBC systems over spatially-correlated and keyhole Nakagami-m fading channels,
respectively. All the curves shown in the figures are obtained on the basis of the
analytical results, i.e., (2.23), (2.25) and (2.28). Herein, we consider the full-rate
Alamouti OSTBC (R. =1, nt = 2). We set the packet length to N, = 1080bits and
the number of M-QAM constellations to N = 7. With these parameters, least-square
fitting the approximate PER expression (2.13) to the exact expression (2.14), yields
the set of modulation-level and packet-size dependent constants {a,, g», ¥} that are

listed in Table 2.1. In addition, the system PLR requirement is set to Pg = 1072,
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Figure 2.2: Average spectral efficiency of cross layer design based MIMO-OSTBC in the
spatially-correlated Nakagami-m fading channel case for different antenna configurations:
np =2 and (a) ng = 1, (b) ng =2, and (c) ng = 4.

First, we consider transmission over spatially-correlated Nakagami-m fading chan-
nels. The exponential correlation model [97] is used to model the elements of the

receive and transmit correlation matrices, ®r and ®r, according to [97, equation

(13)]

@ (i,5) = pi 0 < |pr| < 1,

@ (i,5) = pi70 < |pr| < 1. (2.29)
Fig. 2.2 shows the variation of the ASE as a function of the average SNR for various
values of N ny and ng, in the scenario with m =1, ppr = 0.5, and pg = 0.9. It is
observed that using the T-ARQ protocol helps increasing the ASE as compared to the
achievable spectral efficiency when ARQ is not used (N = 0). The ASE increases
as N,"** becomes larger. However, the increment of spectral efficiency degrades as
N increases, which implies that there is no benefit from employing large N, **.
In addition, increasing the number of receive antennas improves the achieved ASE.

The corresponding results in terms of average PLR are provided in Fig. 2.3. As
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Figure 2.3: Average packet loss rate of cross layer design based MIMO-OSTBC in the
spatially-correlated Nakagami-m fading channel case for different values of N#X.

can be expected, the combined AMC and T-ARQ cross-layer design achieves the
target P = 107* for any value of the average SNR, which is not the case for
the nonadaptive scheme. This figure also shows how increasing N;"** improves the
system performance in terms of average PLR, which explains the improvement in
ASE observed in Fig. 2.2. Moreover, it is shown in Fig. 2.4 that increasing the values
of N,"** ny and ng, reduces the probability of outage.

To further illustrate the cross-layer scheme over spatially-correlated Nakagami-m
fading channels, the influence of the spatial correlation parameters, pr and pgr, and
Nakagami fading parameter m, on the ASE, average PLR and probability of outage,
are illustrated in Fig. 2.5, Fig. 2.6 and Fig. 2.7, respectively, where N = 1
and nt = ng = 2. The effect of spatial correlation on performance is discussed
first, followed by the impact of the Nakagami fading parameter. As observed, the
probability of outage is larger with higher spatial correlation. The ASE becomes
more and more discrete, and the oscillatory behavior of the average PLR curves
increases as the spatial correlation becomes smaller. Fig. 2.8 illustrates PDFs of
the output SNR for different pr, pgr in the case with m = 2, 4 = 10 dB. It can be

observed that as the spatial correlation decreases, the variance of the instantaneous
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Figure 2.4: Outage probability of cross layer design based MIMO-OSTBC in the
spatially-correlated Nakagami-m fading channel case for different antenna configurations:
nt =2 and (a) ng = 1, (b) ng =2, and (c) ng = 4.

output SNR decreases. In this scenario, when the average SNR % € [v,,, Yn11), MCS
n will be selected with high probability and, thus, the ASE will be approximatively
constant. As for the average PLR, for low spatial correlation, the AMC scheme will
select MCS with higher index when 4 exceeds the SNR threshold. Consequently, the
oscillatory behavior of the average PLR curves becomes more visible as the spatial
correlation becomes smaller. On the other hand, when spatial correlation becomes
high, the variance of the instantaneous output SNR is very high. The high variability
of the instantaneous output SNR allows the cross-layer scheme to select different MCS
and, thus, the discrete characterization of the ASE and the oscillatory behavior of the
average PLR decrease. In addition, it can be observed that the larger the Nakagami
parameter m is, the larger the ASE will be, and the lower the outage probability
will become. Moreover, the ASE becomes more and more discrete and the oscillatory

behavior of the average PLR curves increases as m gets larger.

We now analyze the effect of system parameters on the ASE, average PLR and
outage probability of the cross-layer MIMO OSTBC system for the keyhole Nakagami-
m fading case. Fig. 2.9, Fig. 2.10 and Fig. 2.11 show the effect of N** and the
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Figure 2.5: Average spectral efficiency of cross layer design based MIMO-OSTBC in the
spatially-correlated Nakagami-m fading channel case for different pr, pr, and m.

numbers of transmit and receive antennas on the the ASE, average PLR and outage
probability, respectively, in the scenario with mt = mgr = 1. As observed, higher
values for the parameter N in the cross-layer design result in higher ASE, lower
average PLR and lower outage probability. Furthermore, the ASE and diversity order

increase as the number of receive antennas ng becomes larger.

Finally, the ASE, average PLR and outage probability versus average SNR, tak-
ing mp and mp as the varying parameters in the scenario with N = 1 and
ny = ng = 2, are plotted and compared in Fig. 2.12, Fig. 2.13 and Fig. 2.14,
respectively. Transmission over keyhole Nakagami-m fading channels yields reduced
ASE and lower diversity order compared to the i.i.d. Nakagami-m case. This per-
formance degradation is due to the fact that there is only one degree of freedom for
keyhole channels. Due to the similar reason explained for Fig. 2.5 and Fig. 2.6,
the discrete property of the ASE and the oscillatory behavior of the average PLR
curves become less visible. Additionally, the system performance, in terms of ASE

and outage probability, improves as m becomes larger.
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Figure 2.6: Average packet loss rate of cross layer design based MIMO-OSTBC in the
spatially-correlated Nakagami-m fading channel case for different pr, pr, and m.

2.6 Summary

In this chapter, we proposed a cross-layer design for MIMO OSTBC over spatially-
correlated and keyhole Nakagami-m fading channels. The performance was evaluated
in terms of ASE, average PLR and probability of outage. Numerical results were
presented to illustrate the effects of various parameters on the system performance.
In particular, the ASE becomes more and more discrete and the oscillatory behavior
of the average PLR curves increases as the spatial correlation becomes smaller. In
addition, the discrete property of the ASE and the oscillatory behavior of the average
PLR curves become less visible in keyhole Nakagami-m fading channels, compared
to the i.i.d. Nakagami-m case. In the next chapter, investigation of the performance
of another channel impairment, namely impairments in M-to-M communications, on

MIMO wireless communication systems will be addressed.
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Figure 2.7: Outage probability of cross layer design based MIMO-OSTBC in the
spatially-correlated Nakagami-m fading channel case for different pr, pr, and m.
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Figure 2.8: PDFs for the output SNR of cross layer design based MIMO-OSTBC in the
spatially-correlated Nakagami-m fading channel case for different pr, pr (m = 2,
7 =10 dB).
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Figure 2.9: Average spectral efficiency of cross layer design based MIMO-OSTBC in the
keyhole Nakagami-m fading channel case for different antenna configurations: nt = 2 and
(a) ng =1, (b) nr =2, and (¢) nr = 4.
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Figure 2.10: Average packet loss rate of cross layer design based MIMO-OSTBC in the
keyhole Nakagami-m fading channel case for different values of N™**.
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nr =1, (b) ng =2, and (c) ng = 4.
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Figure 2.12: Average spectral efficiency of cross layer design based MIMO-OSTBC in the
keyhole Nakagami-m fading channel case for different m.
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Figure 2.13: Average packet loss rate of cross layer design based MIMO-OSTBC in the
keyhole Nakagami-m fading channel case for different m.
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Figure 2.14: Outage probability of cross layer design based MIMO-OSTBC in the keyhole
Nakagami-m fading channel case for different m.



Chapter 3

Mobile-to-Mobile Communications

3.1 Introduction

3D M-to-M channels can be considered as a general kind of double-correlated
fading channels, where the transmit and receive correlations are due to scattering
and shadowing. Herein, we consider MIMO MRC over 3D M-to-M double-correlated
fading channels. MIMO MRC systems implement TB through full CSI availability
at the transmitter, and can achieve high system capacity and full diversity gain .
The performance of MIMO MRC in uncorrelated and semi-correlated Rayleigh fading
channels has been respectively analyzed in [98] and [99] in terms of SEP. MIMO MRC
over double-correlated Rayleigh fading channels was also investigated in recent works.
In particular, the cumulative distribution function (CDF) and PDF of the output
SNR under double-correlated Rayleigh fading, which are related to the transmit and
receive correlation matrices, were provided in [100] and used for deriving the average
SEP in the special case with two antennas at either the transmitter or the receiver,
i.e., for 2 x ng or nt x 2 MIMO configurations (ny and nr denote the numbers of

transmit and receive antennas). Because the CDF expression for the output SNR

in [100] is too complex to achieve tractable performance analysis, an approximation

1Since it is difficult to obtain perfect CSI in the scenario with mobile transceivers, more pi-
lot /training symbols are required to perform the channel estimation in M-to-M MIMO MRC sys-
tems.
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in the low SNR range was used in [101] for arbitrary nt x ng MIMO configurations.

As represented in Section 1.1.3, current works on M-to-M channel modeling only
consider the effects of fast fading factors caused by multipath, such as random phase
shift, propagation delay and Doppler shift, in the modeling of the time-varying chan-
nel impulse response. In this chapter, the effect of spatial correlation on the perfor-
mance of the M-to-M MIMO MRC system under study is assessed for transmissions
over double-correlated Rayleigh-and-Lognormal fading channels considering fast fad-
ing and shadowing. We derive the expression for the average SEP as a function of
the average SNR per receive antenna, 7, in the 2 x ng or nt x 2 MIMO MRC system
configurations in closed-form using an approach that is much simpler than the one
taken in [100] to derive the expression for the average SEP under double-correlated
Rayleigh fading channels. Besides, the expressions for the ergodic capacity and outage
probability as a function of average SNR per receive antenna are derived in closed-
form, which has not been done in previous works, for instance [100] or [101]. Results
corresponding to the averaging over the variations of the average SNR per receive
antenna are approximated using the recursive adaptive Simpson quadrature method.
Furthermore, numerical results are provided and the effect of system parameters, such
as distance between antenna elements, maximum elevation angle of scatterers, orien-
tation angle of antenna array in the x-y plane, angle between the x-y plane and the
antenna array orientation, and degree of scattering in the x-y plane, on the system

performance, are studied and discussed.

In the remainder of this chapter, Section 3.2 introduces the MIMO MRC system
considering data transmission over double-correlated Rayleigh-and-Lognormal fading
channels. In Section 3.3, the space-time correlation function of 3D M-to-M MIMO
channels is presented taking into account fast fading and shadowing. The performance
of the M-to-M MIMO MRC system is analyzed in Section 3.4 in terms of average
SEP, ergodic capacity and outage probability. Numerical results and comparisons are

presented in Section 3.5, followed by the summary provided in Section 3.6.



CHAPTER 3. MOBILE-TO-MOBILE COMMUNICATIONS 43

3.2 System model

Consider a MIMO system, equipped with nt transmit and ng receive antennas,

to operate under TB and MRC. The received signal model can be expressed as
y = Hwz +n, (3.1)

where x denotes the transmitted symbol with average power Py, w refers to the nt x 1
unit TB weight vector, and n is the ng X 1 noise vector with elements belonging
to independent and identically distributed (i.i.d.) complex Gaussian distribution
CN (0, Np) that is uncorrelated with the transmitted symbols. In (3.1), H is the
nr X nr channel gain matrix, which follows the common Kronecker structure [27],
according to

H-= @};,L/QHw@rII‘/2 ~ CN”R:”T (OnRXnT7 (ﬁR & (ET) ) (32)

where H,, ~ CNop i (Ongxngs Ing @ L) with I, denoting the identity matrix of
size n X n, and ®r and P represent the receive and transmit correlation matrices,
respectively. Accordingly, the channel is called a double-correlated fading channel.
Let n = min (nr,nRr), m = max (nr,ng), and denote Q € C"*"™ and 3 € C"™*™ as

the Hermitian positive-definite matrices defined as

QA PR, nr < N 52 ®r, ng < 0, (3.3)
- ) - ) .
@T, ng > no (PR, nr > Nt

with eigenvalues w; < ... < w, and o7 < ... < 0, respectively. At the receiver,
the signals collected from all receive antenna branches are combined with the ng x 1
weight vector z. A receiver where z maximizes !zH HW’ given w is called a MRC
receiver [98]. Furthermore, MRT is employed to maximize the output SNR with
respect to w. The MIMO system under consideration implementing MRC and MRT
is generally referred to as a MIMO MRC system. Above all, set ||w||, =1 to keep a
constant average transmit power, irrespective of ny, where ||-|| » refers to the Frobenius

norm. Then, denoting A, as the largest eigenvalue of the double-correlated complex
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Wishart matrix HZH, the output SNR is given by [98]

¥ = Y Amax; (3.4)

where 4 denotes the average SNR per receive antenna. In the scenario with shadowing,

~ is assumed to be Lognormally distributed according to the PDF

N\ § (10log,y 7y — 77p)2
Dy (7) - \/%0"7 exp [_ 202 ] ) (35)

where £ = 10/In10, 1, = 10logy, [Py (D/do)™"/No] — Lo, with r representing the
pathloss exponent, dy denoting the close-in reference distance which is determined
from measurements close to the transmitter, and Ly expressing the pathloss in [dB]

at distance dy, and where o denotes the shadowing standard deviation.

As for Apayx, its exact CDF and PDF are derived in [100]. However, the pro-
vided expressions are too complex to achieve tractable performance analysis, such as
average SEP, ergodic capacity and outage probability, for arbitrary nt x ng MIMO
configurations. Herein, we concentrate on the special case with 2 xm or m x 2 MIMO
MRC configurations in double-correlated channels, for which the CDF of A, is given
by [100]:

det (2) O s+9(t) m—1 t
F>\max ()\) = (_1) (050 ) Am_ 0_[87 ] Q& (>\) ’
IE WP D) 7 Bz () Qo
(3.6)
where
t,  t<s,
9 (t) = ° (3.7)
t—1,t>s,
ot = ok =1,...,m\ {s,t}}, (3.8)
1 __» A _ A A
Qs,t ()\) = Xe wyos P (m, _(,()20' ) e wiot P <m, _wl(j't) y (39)

-1,
with P (,y) =1—€e7¥ > %—T and A,, (-) denoting a Vandermonde determinant in the
k=0
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eigenvalues of the m-dimensional matrix argument, expressed as

m

Ap (Z) =[] (01— o). (3.10)

k<l

By differentiating (3.6), the PDF of A,.x can be obtained as follows:

Prwas (V) =3~ (dg;’)t (Af: (Z)Z > (=1 (0,00 Apa (0101)

s=1 t=1,t#s

1 _
X ¢ ——e s P({m,— A e s Plm,— A
A2 WoO s w104

m—2 k+1 k
1 o (—1) A A A
— woos wl"tP —
WaT s A [6 i § k! <w205> ] ‘ (m, wlat)

-2

1 B m _1\k+1 k B
R o ) ( A ) ‘ w;dsP(m,— 4 ) |
W10 prd k! w10y WoOs

: (3.11)

Finally, the CDF of the output SNR (3.4) can be obtained by averaging the CDF

of Anax over the variations of 7, i.e.,

o= [ A (3) Py (3) d7, (3.12)

3.3 Space-Time Correlation Function

In this section, we derive the receive and transmit correlation matrices, ®r and
@1, of a narrow-band M-to-M MIMO system. The transmitter and receiver are
mobile and denoted by T, and R,, respectively. We consider a 3D scattering environ-
ment with NLoS propagation, which can be characterized by the two-cylinder model
illustrated in [29, Fig. 1]. 2

It is assumed that P fixed omnidirectional scatterers are located on the surface

of the cylinder with radius Rt around T,, denoted by Sg’ ) (p=1,2,..., P) following

2For convenience, this illustration is shown in Fig. 3.1.
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Y

Figure 3.1: The two-cylinder model for M-to-M MIMO channel.

notations used in [29]. Also, @ fixed omnidirectional scatterers SF({’) (¢g=1,2,...Q)
are located on the surface of the cylinder with radius Rg around R,. Let D denote the
distance between the centers of T, and R, cylinders. We consider the scenario where
T, and R, antennas are located in linear and equal-distance arrays, with o and dgr
denoting the distance between the adjacent antenna elements at T, and R, respec-
tively. It is assumed that max {Rr, Rg} < D and max {ér,0g} < min{Rr, Rg}.
In Fig. 3.1, tilt angles 61 and O represent the orientation of T, and R, antenna
arrays in the x-y plane, respectively, with respect to the x-axis. Analogously, angles
between the x-y plane and the orientation of T, and R, antenna arrays are denoted
by (t and (g, respectively. As for the scatterer orientation, the azimuth angle of de-

parture (AAoD) and the azimuth angle of arrival (AAoA) are expressed as a%’ ) and

ag), respectively. The symbols (Tp ) and ﬁl(f) denote the elevation angle of departure

(EAoD) and the elevation angle of arrival (EAoA), respectively. Furthermore, it is
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assumed that T, and R, move with speeds vr and vg, according to the direction

angles v and Yy with respect to x-axis in the x-y plane, respectively. Finally, the

propagation distances pertaining to links Agﬂ )S(Tp ), S(Tp )Sl(f) and Sl(f)AgL ), are respec-
tively denoted by di,, d,, and d,, where Ag‘: ) and Agl ) refer to the kth transmit
and nth receive antennas. In the above-described model, it can be observed that the
waves emitted from the antenna elements at T, are transmitted by the scatterers at
T, and R, cylinders, before arriving at the R, antennas. Furthermore, it is assumed

that all wave branches from each transmit antenna are equal in power.

Herein, we take into account fast fading and shadowing in the M-to-M MIMO
channel modeling. Since the fast fading and shadowing are uncorrelated random
processes, the space-time correlation function between two complex faded envelopes

- =

- = — ~
corresponding to transmission links Agﬁ )Ag ) and Agﬁ )Ag ) can be written as

pnk,ﬁl;; (5T7 5R7 7-) = piz’m} (5T7 5R7 T) pi\j]iﬁfg (6T7 6R7 T) ) (313)

where '0:1?% (0T, Or, T) represents the space-time correlation without consideration of
shadowing, and pizm} (61, 0r, T) is the correlation component with shadowing only.
The correlation components pglim; (o1, 0r, ) and prz’m} (61, 0r, 7) are independent of
scatterer indices, p and ¢, due to the fact that the numbers of scatterers around
T, and R, are assumed infinite. Specifically, all the discrete random variables that
have influence on ng,m; (T, 0r, 7) and piiyﬁ]} (61, 0R, 7), such as AAoD {ozg?)}, AAo0A
{ag)}, EAoD { 55? )}, and EAoA { 1(5)}, approach continuous random variables that
are independent of scatterer indices [29]. The correlation component for shadowing
in the M-to-M scenario, pqsz};,m; (0T, 0Rr, T), is given as extension of [102, eq. (8)] for the
F-to-M case by

P i (O, B m) = e P UFHR) [ cos (A 0) + B] (3.14)

max max

where A, denotes the carrier wavelength, fi'** and fg'** represent the maximum
Doppler shifts of T, and R, respectively, and 7 is a propagation-related coefficient

(a value of n = 1/20 is suggested for suburban and urban environments [103]). A and
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B are two non-negative coefficients satisfying A + B < 1. In order to calculate the
_ -
geometrical angle between the two links A(lf )Ag ) and Agfk )Ag ), Le., A 2k, we start

by presenting the coordinates of the transmit and receive antennas:

cos (t cos O,

Agc) _ (_5T (n+1—2k)

2
1-2 1-2
Or (. —; k) cos (r sin O, Or (nr —; k) sin CT) , (3.15)
) 1-2
Agb) = (D - B (s —; n) cos (g cos Og,
) 1-2 ) 1—-2
R (7 —2 n) cos (g sin Og, R (7 —; n) sin QR) . (3.16)

Then, based on the coordinates of A¥€ ) and Ag ), we get the square of the distance

between Ag“ ) and Ag ) as follows

2

_
‘A@Agﬂ = Dot (nt + 1 — 2k) cos {t cos O — Dig (nr + 1 — 2n) cos (g cos Og

LDty [5T(nT—;1—2k;)]2+ {53(713—;1—270]2

_Op(nr+1—2k)dr (nr +1—2n) [(cos Cr cos (g cos (B — Og) + sin G sin (g )] -

2
(3.17)

_

®) 4| 5l .
Note that [Ay Agl )| has the same form as Agﬂ )Agl ) except for replacing k by k

ey

% ~ _
and n by 7 in (3.17). In addition, the inner product of A@Ag) and Agk)Ag) can be

expressed as

*) 1) 4 (B) (@) 1 .
AP AR, A3 AR ) = 303 (o +1 - 2K) (nT+1 —2k>

1
+15§(n3+1—2n)(n3+1—2ﬁ)+D2
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_ OTOR
4

x [(nT+1—2k)(nR+1—2ﬁ)+(nT+1—212:>(nR+1—2n)

[(cos (t cos (g cos (O — Or) + sin (r sin (R)]

+ Dbt <nT +1—k— l%) cos (r cos Ot + Dig (ng +1 —n —n) cos(gr cosbg. (3.18)

Hence, cos(A,; 7z) in (3.14) can be obtained by substituting (3.17) and (3.18) into

(k) 4
AP AT AL AL

g

cos (A, ai) = (3.19)

_—
AP AR

For the space-time correlation function without consideration of shadowing, i.e.,

PN i (0T, R, T), we adopt the von Mises distribution for ar and ag [104]

p(ar) = m exp [kr (ar — pr)] (3.20)
p(ar) = m exp [kr (ar — pr)] (3.21)

where [ (-) refers to the zeroth-order modified Bessel function of the first kind, g1 and
pr denote the mean value of ar and ag, respectively, and kr and kg are the param-
eters controlling the spread of scatterers around these mean values, which represent

the degrees of scattering. As for Ot and g, their PDFs are given by [31]

™ WﬁT max T

(1) = oo (5o ) 1001 < 19 < 5, (3.22)
™ WﬁR max m

p(50) = oo (e ) 100] < 1901 < 5, (3.23)

where G5 and SR** are the maximum elevation angles of the scatterers around T,

and R,, respectively.

Consequently, the overall space-time correlation function taking into account fast

fading and shadowing can be obtained by substituting (3.14) and the expression of
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nk - (01, 0r, 7) provided in [29, eq. (14)] into (3.13), thus yielding

Puei (01 0, 7) e PR (A cos (A, 0) + B]
Iy ( YA+ z%) cos [A max 5 </; - k) sin CT}
_ — 5
o (e

Iy <\/y%{ + zfz;> cos [i—:ﬁga"53 (7 —n)sin CR}

X =
max n—n) sin 2
Ty (k) |1 — (ARG CR)}

X

, (3.24)

where parameters yr, zr, yr and zg are given in [29] and provided in (3.25) for

completeness,

< k) cos O cos CT/)\ — j2nT [ cos Y + Kt cos pr,
zr = J27or ( k) sin O cos CT/)\ — J2m7 fP* sin ¢ + kpsin pr,
(n —n) cosOr cos (g /N — j2mT fR¥ cos r + kg COS R,
(7 —n)sinfg cos (g /A — 7277 fR* sin g + kg sin pg. (3.25)

Finally, the elements of the receive and transmit correlation matrices defined in (3.2)

can respectively be expressed as

{@R}m: — Z Pr.i (07, 0R, 0), (3.26)
7k7
JR
{@r}y = " > Pk (07, 0w, 0). (3.27)
n=n=1

Remark 1 The cross-correlation of shadowing, A cos (Ankﬁk) + B, can be divided
into two kinds: angle-independent (A = 0) and angle-dependent (A # 0). It is noticed
that the geometrical angle A, :i s infinitesimally small if maz{dr,0r} < D. When
parameters A, B are such that A+ B = 1, the impact of the shadowing on the receive
and transmit correlations specified in (3.26) and (3.27) becomes negligible.
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3.4 Performance Analysis

In this section, we derive the average SEP, ergodic capacity and outage proba-
bility of MIMO MRC systems under the above-described 3D M-to-M Rayleigh-and-

Lognormal fading channels.

3.4.1 Average SEP

The general expression of average SEP for many modulation mechanisms can be

expressed as [105]
P = {aQ(va)}, (3.28)

where E {-} denotes the expectation operator, @ (-) represents the Gaussian Q-function,
and a and b are modulation-specific constants. A useful alternative expression for

(3.28) using integration by parts is given by

B a\/_ 00 o—bu
P, = 57 ), \/—Fv (u) du, (3.29)

which can be adapted to our channel variations according to

Py / /00 ; Amax <u) py (7) dydu

:/D [;f_ h ;me<)du] - (7) dA. (3.30)

f‘x’ e (%) du, then, the average SEP as a function of 4 can

Let P; (

u mdx

be expressed as

avb [ e det(Q)
2\/_ Vi Az (2 ) m (%)

353 0 (0 B 08 0o ()

s=1 t=1,t#s

PS(’?)
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av/bdet (Q) N +O(t) 1
. 1 S ; m Am [s t}
VR ()3, () 2, 2, (DT e B )
oo ,—bu 5 m—1l  1\k k
" Y | s (—1) u
m—1 k k
__u _1
x [e st S ') ( 4 _) ] du. (3.31)
— k! w10y
To proceed with our derivation, we introduce the following identity [93]
e r
/ t" et = Lln) n>0,pu >0, (3.32)
0 wr

where I' (+) denotes the Gamma function. Then noting that

[nt1/2) = 2n=DiVe _2i>!!ﬁ,

for nonnegative integer n, where (2n — 1)!! =1 x 3 X

.. X (2n—1) and (=1)!! £ 1,
and applying (3.32) to (3.31), Ps (7) can be expressed as

(3.33)

P,(7) = afdet

Z Z s+19(t) )mflA ( [s,t])
0s0¢ m—2 \0
2\/_A2 s=1 t=1,t#s
[eS) e—bui/ (_1>k+l
<+ [ S
0 Vuu ke l€{0

k+1
k! LA
..... m—1}\{k=1=0} (w205)" (w10¢) 7

00 efbu ,7 m— 1 k w m—1 (_1)k,’ u k
—_ L e_WQO's’Y + e wiotv du ,
/0 Vu u — k! (wmw) Z ( >

(3.34)
where

- [l
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Now by making use of the following identity

/00 w32 [e_a“ — e_’g“} du = QW — 2V/7a, (3.36)
0

the integral & (3.35) can be rewritten as

S =27 /7 [ b+ L — | /7 b+ ! -
WaO g7y w10y
1 1
—%ﬂ(h% 4 )—v%#. (3.37)
WOy W10y

Then substituting (3.32), (3.33) and (3.37) into (3.34), we obtain the following ex-

pression for the average SEP given 7:

B a\/_det A ) ﬁ(t) m—1 t
P (y) = 552 2. (VT (00)" T Mg (o)
2\/_A2 s=1 t=1,t#s

1 1 1 1

X < 2% T b+ — 4 — | —y /7T b+ — | —y /7 b+ — | +vV7b
Wo0s7y W10y WaOs7Y w10y
— D) (2k 4 21 — 3)!!

n Z (=D ( N7

k o hH—1 ki1
R LE{0,.m TP\ [kl=0) BN (wa0s)” (wioy)' (27)FH 1 itz

B k) s ) )

k=1

(3.38)

Observing the operator > 3 (=1)*™® in (3.38), some similar parties can be
s=1t=1t#s
counteracted. Accordingly, the average SEP as a function of 7 is derived as

) Vbdet ( 2w . m— s
PLG) = e h 0 O (1 ()™ A ()
2 s=1 t=1,t#s

1 1
X{Q;y[\/ﬁ( +\/7r( —\/ﬂ(b+ — + _)]
W2Us’Y w1<7t’Y Wa0s7y W10y
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pi-k  prk 1 1 3k 1 1 3k
x i E T 2 —+0 - % —+0 '
(wr0v) (wa0) (wr0y)" \W20sY (woos)™ \Wi0¢Y

Remark 2 The method used to obtain the above expression for the average SEP as

a function of ¥ is much simpler than that in [100].

Finally, the average SEP in the double-correlated Rayleigh-and-Lognormal fading
channel can be expressed as P, = [;° P, (7) py (7) d7y, where P, () and p5 () are
provided in (3.39) and (3.5), respectively. It is noticed that deriving P in closed-
form is intractable. As such, illustration of the SEP performance in the numerical

results section is performed using the recursive adaptive Simpson quadrature method.

3.4.2 Ergodic Capacity

The ergodic capacity of M-to-M MIMO MRC systems in double-correlated Rayleigh-

and-Lognormal fading channels can be expressed in [bits/s/Hz| as

¢ =E, {log, (1 +7)}

= /0 N log, (14 7)py (7) dv. (3.40)

Substituting (3.12) into (3.40), the ergodic capacity can be rewritten as

C= /OOO log, (1 +7) UOOO %pxmax (%)pw (%) dv] dy

- [T | [T e (1) @] ar (3.41)

It is observed that the ergodic capacity can be obtained by averaging the capacity
expression given 7 over the distribution of the latter, i.e., C = [~ C (5)ps (7) d7,

where C'(y) = ;7 mﬁ—:;)pAmax (%) dv denotes the ergodic capacity as a function of
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7. Then, inserting the PDF expression of Ay.x (3.11), C'(7) can be expressed as

L det () LR 19(8) _— (o]
0(7)_71n2A2(Q)Am(E);t_%s( D™ (000" As (1)
Ao b (am o) o (Gm) o () e

Wa0s7 W10y v lorel w10y
(_l)kJrl
" Z . k!l!(wgas)k(wlat)lf_yk”NkH 1(0)

_ m—2m—1 k+i+1
1 1 —1
- Ro < -+ ) — Z ( k) Ny1q (0)
—

WOy W0y

k
m—2 (_1)k+1 1 k 1 m—1 (_1)k 1 k 1
+ o — | Ny — | - , Y —
! Wo Ty W10y e~ k! W10y Wo Ty
2

_ m—2m—1 k+1+1
1 1 —1
—— [No ( -+ ) - Z 1l ( k) — N1 (0)

WoOsY w0y (wi0y) (wzds)l Akt

k
m—2 (_1)k+1 1 k 1 m—1 (_1)k 1 k 1
+ o — | Ny — | = o — | Ny = :
P ' w10y WaO sy o : Wa0s7Y w10y

(3.42)

which can further be simplified as follows

0= g 3 3 0 B ()

724, (Q) A, (3)
{ ¥ [ (W2037 w1(17t7> ! (W;ﬂ) R (Wﬂlfﬁ) i <O)}

y 1 1 Y 1 ~ 1
>N0( — + >+ 7No( )+ ’YNO( )
Wa0Og wlat W07y w10y Wa0 g lured W10t w10
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ZZ . ()
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m—1 k ~ k ~ k
-1 1 1 1 1
N EDT A ), LA )y, RIS
~ k| wos \wiovy w05y )  wio \ w2047 w10¢Y

(3.43)

where X, (u) = [;7t" 'In(1+¢)e #dt. In particular, for the case with positive
integer n, N, (1) is given by [106]

n

['(—n+k p)

k=1

, w>0n=1,2 .. (3.44)

where I (-, -) is the complementary incomplete Gamma function defined by I' (o, ) =

[ t>"te~tdt. On the other hand, X_; (1) for > 0 can be derived as follows

Ny (u) = / t72In (1 +t) e "dt
0

-1

o0 t [e.9]
_ [t —pt] | —pt -1 —ut
= [t ln(1+t)e“]|0 —i—/o 1+te“dt—u/ t In(14+t)e *dt

0
= [~t"'In(1+1¢) e—“t]|§°+/ !
0

-1

TR — 1R (1) © 4
T ¢t o () (3.45)

Now defining = (u) = [t In (1 +¢) e ]|" and © (u) = [~ %e“‘tdt, we can show

that for py, o > 0, we have
= () — = () = 0, (3.46)

and

O (1) — O (1) /OOO G _ %H) (et — e ht) gt

1
=Inps —Inp; — / n (e—#l(t—l) _ e—uz(t—l)) dt
1

=Inpy —Inp — e Ey (1) + e Ey (u2), (3.47)

where Fj (+) is the exponential integral function of the first order, defined as F; (u) =
[ <™ dt. Finally, substituting (3.44) and (3.45) into (3.43) and performing further

1 t
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simplifications, the ergodic capacity can be expressed as

L — 10 (57 51
¢ mnm?() Z > (= (0500)" " Az (07

s=1 t=1,t#s

1 1 1 1
7o (et aem) 0 (o) 0 ()
Wo0sY W10y rel w10y
5 1 \" 1 5 1\ 1
S S ) () 5 () v ()
Wa0s \ W10 Wa0 g7 W10 \W20s7Y w107y

det ({2 . . s+9(t m—1 -
:mnmg(s(z))Am(g)Z S ()T (0,00)™ 7 Ay (014)

s=1 t=1,t#s

9 1 1 1 1
A% |In — + — ] —1In — ] —In —
W07y W10ty W0 Y w10ty
—|—ew2t175“7+w1}fﬁEl ( 1 — + 1 > — ewwlfsﬁE'l ( 1 ) — ewlit:/El < 1 ):|
Wa0s7 u110:57 lorel w10y

m—1 k k 1-1
(=1) 1 ik 1 1
) vkl
+kz:; k w10y ’ 121:7 Wo0 * " Wao s
}. (3.48)

1 k k 1 1-1 1
+ ( ) ewlo't'y Z ,yl k+1 ( ) P (_k + l’ _>
Wa0Og =1 w10t W10y

The overall ergodic capacity averaging over % is also approximated by using the

recursive adaptive Simpson quadrature method.

3.4.3 Outage Probability

The outage probability denotes the probability that the output SNR, ~, drops
below a predefined SNR, threshold 7,. Using the CDF expression of A\y., in (3.6),
the outage probability as a function of 7, of M-to-M MIMO MRC systems in double-

correlated Rayleigh-and-Lognormal fading channels, can be expressed as

Pout (%h7 ) Pl"( %h)

= Fyun (E>
5
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Figure 3.2: Space-time correlation function versus normalized time delay of M-to-M
MIMO NLoS channels in the case with nT = ng = 4.

A, <d§§£)<z>2 ST (= (000) ™ A (6) Qs <%> (3.49)

Taking into account the variation of average SNR per receive antenna 7 due to shadow
fading, the outage probability is given by Pyu; (Y4n) fo out (Vehs 7) Dy (7) . Herein,
similar to section 3.4.1, the outage probability can be approximated by using the re-

cursive adaptive Simpson quadrature method.

3.5 Numerical Results

In this section, we present numerical results illustrating the space-time correlation
function of the M-to-M MIMO NLoS channel model, as well as the average SEP, out-
age probability and ergodic capacity of M-to-M MIMO MRC systems. It is assumed
that the carrier frequency is 800 MHz, thus the wavelength is A, = 0.375 m. In
addition, we set the distance between the centers of T, and R, to D = 200 m, and
the parameters of normalized shadowing spatial correlation function to A = B = 0.5.

Unless otherwise specified, the other system parameters are as follows: o = A,
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Figure 3.3: Space-time correlation function p11,22 (0T, dgr,0) for different values of o, dr,
7%, and B of M-to-M MIMO NLoS channels in the case with nt = ng = 4.

Or = A/10, BF* = B> =7 /12, 0 = g = /4, (v = (g = 7/3, Y1 =0, Yr = T,
kr = kg = 10, f™ = fR* =5, ur = 7/2, and ug = 37/2.

First, we examine the space-time correlation function in the case with nt = nr =
4. Fig. 3.2 shows the variation of p11 22 (01, 0r,7) and p11.44 (o1, 0r, 7) as a function
of the normalized time delay f{"**7 for various values of dr and dg. It can be ob-
served that the correlation decreases as the difference between antenna indices or the
distance separating adjacent antenna elements at T, and R, i.e., 7 and dr, become
larger. Furthermore, as the normalized time-delay increases, the correlation func-
tion converges to zero. It can also be observed that the range of values of normalized

time-delay over which the space-time correlation is essentially nonzero, i.e., coherence

time, is independent of the values of ér and Jg.

In Fig. 3.3, we illustrate the effects of o1, dg and maximum elevation angles of the
scatterers around T, and R, i.e., 87 and Sg**, on the spatial correlation function
p11.22 (61,0r,0). Notice that for a given value of S5 and GF®*, when the spatial
correlation function approaches zero, the values of o1/, are the same, irrespective of

the value of dg. However, increasing the maximum elevation angles of the scatterers,
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Figure 3.4: Average SEP versus orientation angle Ot of M-to-M MIMO MRC for different
values of (T and pr in the case with np =ng =2, a =2, b= 0.5 and ¥ = 20 dB.

max

maxand FR*, from 7/8 to /6 makes the non-correlation distance drop from 2.2\,

to 1.7A..

We now analyze the effect of the spatial correlation on the average SEP, outage
probability and ergodic capacity of M-to-M MIMO MRC system. First, we assess
the metrics as a function of the average SNR per receive antenna, 7. Then, results
corresponding to the averaging over the variations of 4 are approximated using the

recursive adaptive Simpson quadrature method implemented in Matlab.

Fig. 3.4 illustrates the average SEP versus the orientation angle 61 of T, antenna
arrays in the x-y plane, taking (r as a parameter, for ny = ng = 2 and 7 = 20 dB
in the case with a = 2 and b = 0.5, i.e., QPSK, which is consided hereafter. It
can be observed that the average SEP depends on the relative angles between the
antenna array and the local scatterers around T, and R, i.e., |01 — pr| and |0r — pr],
similar to the phenomenon observed in the outage capacity results presented in [29)].
Furthermore, the angles between the x-y plane and the orientation of the T, and R,
antenna arrays, i.e., {(t and (g, play an important role on the SEP performance. For

the case with (g = 7/3, when (1t = 7/2 the average SEP is the lowest and 61 — pr



CHAPTER 3. MOBILE-TO-MOBILE COMMUNICATIONS 61

*

Q
PR

D =100m, 5_=A /3
T "¢

Average SEP
=
S
L
O
¥

—o— D =100m, 5T = )\C/Z

— %— D =100m, 5T=)\C
D =200m, d_.=A /3

T~ "¢

-6
10 - - E
o - b=200m, BT = )\C/Z

* - D=200m, 5T:)\C

4 5 6 7 8 9 10 11 12
Shadowing standard derivation ¢ (dB)

Figure 3.5: Average SEP versus shadowing standard derivation of M-to-M MIMO MRC
for different values of D and 41 in the case with np =ngr =2,r=3,a=2 and b = 0.5.

has no influence on it. A value of (v = 0 results in the highest SEP. On the other
hand, as (r decreases, the average SEP drops dramatically with increasing values of
|0 — pr|. Similar observations can be made by fixing the value of {r and varying

that of (r.

In Fig. 3.5, the average SEP as a function of shadowing standard derivation taking
into account the Rayleigh-and-Lognormal fading is shown for different 1t and D in
the case with nt = ng = 2 and r = 3. The total transmit power is Py = —43 dBm
in 5MHz bandwidth. We can see that the average SEP increases as the shadowing
standard derivation ¢ increases. In addition, the average SNR per receive antenna
drops as D increases, due to the severe path loss, resulting in worse SEP. Besides, the

average SEP drops when the distance between transmit antennas, dr, increases.

Fig. 3.6 demonstrates the impact of the degrees of scattering around T, and R,
in the x-y plane, i.e., kp, which controls the spread of scatterers around the mean
values of a, on the outage probability with nt = ng = 2 and 4 = 20 dB, compared
to that under uncorrelated Rayleigh fading. As observed, the larger kr is, the higher
the outage probability will be due to the higher non-isotropic scattering. In Fig. 3.7,
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Figure 3.6: Outage probability versus SNR threshold of M-to-M MIMO MRC for different
value of kr in the case with np = ng = 2 and 4 = 20 dB.

we examine the effect of pathloss exponent r and maximum elevation angle G3** on
the outage probability in the scenario with nt = ng = 2 and o = 8 dB. As observed,
increasing r results in a degradation of the outage probability. Also, the higher pF**
is , the lower the outage probability will be. Note that the impact of r is more severe
than that of S7'**, meaning that the effect of pathloss on performance is more visible

than that of spatial correlation.

Finally Fig. 3.8 plots the ergodic capacity as a function of the average SNR per
receive antenna for the case with nt = ng = 2. It is observed that increasing the
maximum elevation angle g7 yields a favorable influence on the ergodic capacity.
Additionally, shadowing results in a reduction in the ergodic capacity; a decrease
that is not of major significance as it can be seen from the plots. In this figure,
results corresponding to the case with no CSI at the transmitter and perfect CSI at

the receiver, pertaining to the MIMO system with no MRC, are plotted to serve as
reference and quantify the advantages of MRC.
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Figure 3.7: Outage probability versus SNR threshold of M-to-M MIMO MRC for different

values of B1%* and r in the case with nt = ng = 2 and o = 8 dB.

3.6 Summary

In this chapter, the performance of M-to-M MIMO MRC systems in double-
correlated channels was evaluated in terms of average SEP, ergodic capacity and
outage probability. The receive and transmit correlation functions were investigated
taking into account fast fading and shadowing in a 3D M-to-M MIMO channel model.
Furthermore, numerical results and comparisons were presented to illustrate the ef-
fects of various parameters on the system performance. In particular, the average
SEP performance as a function of the relative angles between the antenna array and
the local scatterers around the transmitter and receiver, i.e., |#r — pr| and |0g — pr|,
was shown to decrease dramatically with increasing values of |61 — pp| when the angle
between the x-y plane and the transmit antenna array orientation decreases. In ad-
dition, the average SEP increases as the shadowing standard derivation increases. It
was also shown that the larger the degree of scattering around the transmitter in the
x-y plane is, the higher the outage probability will be due to the higher non-isotropic
scattering, and that the effect of path loss on performance is more visible than that

of spatial correlation.
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Figure 3.8: Ergodic capacity versus average SNR per receive antenna of M-to-M MIMO
MRC for different values of B7** in the case with nt = ngr = 2.

In addition to the channel impairments investigated in Chapters 2 and 3, RF
impairments, such as HPA nonlinearity, I/Q imbalance and crosstalk, also affect the
performance of MIMO wireless communication systems. Analysis and compensation

of these kinds of RF impairments will be investigated in the following chapters.



Chapter 4

Analysis and Compensation of

HPA Nonlinearity

HPA represents a crucial block of wireless communication systems, which operates
at the RF level. In general, the HPA is assumed to operate in its linear region in
order to ensure that the characteristics of the symbols at the modulator’s output
are not affected by the power amplification process, when carrying out design and

performance analysis of wireless communication systems.

However, in practice, the HPA may operate in its nonlinear region, especially when
it operates at the medium and high-power signal levels. Indeed, in such cases, non-
linear distortions, including amplitude and phase distortions, are introduced into the
transmitted symbols, which in turn can cause adjacent channel interference and power
losses. Therefore, the nonlinearity of HPA has a crucial effect on the performance of

MIMO wireless communication systems.

Review of current research on the performance analysis and compensation methods

for HPA nonlinearity has been presented in Section 1.1.4.
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4.1 Analysis and Compensation of HPA Nonlin-
earity in MIMO OSTBC Systems

In this section, we focus on HPA nonlinearity in OSTBC systems. For the case
when the HPA parameters are perfectly known at the transmitter and receiver, we
propose a compensation scheme that derives the constellation and decision regions
of the distorted transmitted signal in advance. In this way, the complexity of the
transmitter can be efficiently reduced by using the proposed compensation scheme,
compared to other compensation methods implemented at the transmitter only, which
is crucial for system implementation, especially in uplink transmission scenarios. For
the outlined transmission chain, we derive the expressions for the average SEP and
the TD, and obtain upper and lower bounds on the system capacity, which are val-
ued for memoryless nonlinear HPA models, considering operation under quasi-static
frequency-flat uncorrelated Nakagami-m fading. In some cases, the parameters of
the nonlinear HPAs may be unknown or time-varying due to manufacturing or en-
vironmental variations such as aging and temperature [107]. In this scenario, the
SMC method was employed to compensate for the nonlinearity of SSPA in single-
antenna systems over AWGN channels without fading [107]. The SMC (or particle
filtering) technique is a common recursive computation of relevant probability distri-
butions using the concept of importance sampling and approximation of probability
distributions with discrete random measures (see [108-112] and references therein).
In this section, we also propose a compensation algorithm for HPA nonlinearity in
MIMO-OSTBC systems without knowledge of the HPA parameters. Specifically, the
channel gain matrix is first estimated by means of the SMC method. Then, we make
use of the SMC-based algorithm to detect the desired signal. Numerical and simu-
lation results along with comparisons for the cases with and without knowledge of
the HPA parameters are provided, and show the effects of system parameters, such
as the parameters of the HPA model, OBO of nonlinear HPA, numbers of transmit
and receive antennas, QAM modulation order, and number of SMC samples, on the

MIMO-OSTBC system performance.
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Accordingly, the contribution of this section can be seen in several respects: (i)
we propose a compensation method for HPA nonlinearity in MIMO OSTBC systems
when the HPA parameters are known at the transmitter and receiver. Specifically,
we take the signals distorted due to HPA nonlinearity as the signals to be detected
using the maximum likelihood (ML) method, where the decision regions for the ML
decoding are determined as per the constellation of the distorted signals. The pro-
posed constellation-based compensation method can efficiently mitigate the effect of
HPA nonlinearity compared to the usual case, where the original signals before the
nonlinear HPAs are taken as the desired signals and detected using the ML rule.
Furthermore, the system performance is investigated in terms of average SEP, TD
and system capacity, for which analytical expressions are derived; (ii) in the case
without knowledge of the HPA parameters, a SMC-based compensation method for
the HPA nonlinearity in the considered MIMO OSTBC system is proposed, which
first estimates the channel gain matrix by means of the SMC method, and then uses
the SMC-based algorithm to detect the desired signal. The proposed SMC-based
detection scheme is shown to be efficient in compensating the HPA nonlinearity in
the case without knowledge of the HPA parameters.

The remainder of Section 4.1 is organized as follows: Section 4.1.1 introduces
the MIMO-OSTBC system model and the models for memoryless nonlinear HPAs.
In Section 4.1.2, we propose a constellation-based compensation method for HPA
nonlinearity in the case when the knowledge of the HPA parameters is available,
and evaluate the system performance in terms of average SEP, TD and capacity.
The SMC-based compensation algorithm in the case without knowledge of the HPA
parameters is presented in 4.1.3. Numerical and simulation results are then presented

in Section 4.1.4.

4.1.1 System and HPA Models

We consider a MIMO-OSTBC system equipped with nt transmit and ng receive
antennas, and assume a discrete-time baseband channel model subject to quasi-static

frequency-flat Nakagami-m fading. The channel state remains constant in each frame
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Figure 4.1: Block diagram for the considered MIMO-OSTBC system in the presence of
nonlinear HPA.

with T" symbol durations and may vary from frame to frame, where T" denotes the
time duration of the OSTBC transmission matrix. The received signal within one
frame can be expressed as

Y = HX + N, (4.1)

where Y denotes the ng x T received signal matrix, X stands for the np x T trans-
mitted symbol matrix, N represents the ng x T" noise matrix with elements belonging
to independent and identically distributed (i.i.d.) complex Gaussian distribution
CN (0, No) uncorrelated with the transmitted symbols, and H = [hy,[;}"}" indicates
the ng X nr channel gain matrix with hy; representing the channel coefficient between
the [th transmit and kth receive antennas. OSTBC is designed to transmit R complex

input symbols in 7" time slots, hence the information code rate is given by R. = R/T.

The block diagram for the considered MIMO-OSTBC system is shown in Fig. 4.1.

In the transmission scheme, the modulated signal is amplified by the HPA at the
RF module. In practice, the HPA may operate in its nonlinear region, thus caus-
ing amplitude distortion and phase distortion on the transmitted data. Specifically,

denote the polar coordinates of the input signal, x, as
r=re, (4.2)

where r and # are the amplitude and phase of z, respectively, and j? = —1. Then,
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the symbol at the output of the nonlinear HPA can be expressed as
&= fa(r)el?Pesf (4.3)

where functions f4 (-) and fp(-) denote the AM/AM and AM/PM conversions, re-

spectively. Next, we introduce these functions for three different HPA models.

The TWTA can be characterized by the Saleh model, whose AM/AM and AM/PM

functions are given by [35]:

T ™ 7"2

faln) = A P =5 (44)

where A;, represents the input saturation voltage.

The AM/AM and AM/PM conversions of the SSPA model [36] can be expressed

as:

r

fa(r) = fe(r) =0, (4.5)

057 1/28°
{1 + (&) ]

where A, represents the output saturation voltage, and (§ indicates the smoothness

of the transition from linear operation to saturation.

The SEL, used to model the HPA with ideal predistortion, can be described by
the following AM/AM and AM/PM functions [37]:

r, <A,
fa(r) = 7 fp(r)=0. 4.6
4 (r) Aig, T > Ajg r(r) (4.6)

Note that A;; = A, for the SEL model.
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4.1.2 Signal Detection with Knowledge of the HPA Param-

eters

Recall that our objective is to detect the desired signal in the presence of non-
linear HPA. The behavior of the HPA plays an important role in the data detection
process. In this section, the HPA parameters are assumed to be perfectly known at
the transmitter and receiver. The scenario without knowledge of the HPA parameters

at the transmitter and receiver will be considered in Section 4.1.3.

In this section, for simplicity of the analysis, the HPAs at all the transmitting
branches are assumed to exhibit the same nonlinear behavior. As such, the MIMO-
OSTBC signal model (4.1) in the presence of HPA nonlinearity can be rewritten
as

Y = HX +N, (4.7)

where X denotes the distorted version of the transmitted symbol matrix. Let F,
denote the average transmit power per symbol duration over the nt transmit anten-

nas, then we may define the pre-processing average signal-to-noise ratio (SNR) as

Py
cntR:?

5y = Py/Ny. Thus, the average power per symbol is given by P, = F [r?] =
where E[-] denotes the expectation operator, and c¢ is a code-dependent constant
based on the OSTBC mapping. Consequently, the average power per symbol at the
output of the nonlinear HPA can be expressed as PHPA = E [f2 (r)]. The relationship
between PHPA and 4 depends on the HPA characteristics and the distribution of the
input symbol power. Based on the system model described in (4.7), the channel gain
matrix can be estimated using the minimum mean square error (MMSE) or LS rules
as in the case with linear HPA. It is assumed in this section that the channel gain

matrix is perfectly estimated at the receiver.

In this following, we investigate the performance of MIMO-OSTBC systems over
uncorrelated Nakagami-m fading channels in the presence of HPA nonlinearity, in

terms of average SEP and system capacity.
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PDF of the Output SNR

Owing to the decoupling property of the signals transmitted through the different
antennas, the MIMO-OSTBC model can be converted into an equivalent SISO scalar
one, yielding

y=clH|5 &+, (4.8)

where ||| denotes the Frobenius norm, & represents the distorted version of the
transmitted symbol with average power PHPA and 7 is the noise term after OSTBC
decoding with distribution CN (O, c HHH?7 NO). Then, the effective SNR at the output

of the decoder can be expressed as

srec _ ¢ HIz E[f3 ()]

e I 5
= P (1.9

The channel coefficient between the [th transmit and kth receive antennas is defined
as hy = Ozklej‘%l, where aj; and ¢y denote the path gain and phase, respectively.
Under Nakagami-m fading, the probability density function (PDF) of the K = ntng
path gains ay; is given by [91]

m W1a2m—1 a?
N =2 — -m— ], a >0, 4.10
Do, (@) (Q) sk exp( mQM) o (4.10)

)

where T'(-) denotes the Gamma function, m > 1/2, and Q, = E [a},] = m rep-
resents the average fading power. The phase ¢, pertaining to hy; is uniformly

distributed over [0,27). Using the Frobenius norm definition, the effective output

SNR of the MIMO-OSTBC system can be rewritten as

nr nr

STBC _ cb []fé (r)] ZZ%J, (4.11)

k=1 I=1

where v,; 2 o2, denotes the elementary fading power corresponding to the path
Tk, k,l y g g

between the [th transmit and kth receive antennas. Then, the PDF of the output
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Figure 4.2: Rectangular 16-QAM constellation and decision regions: (a) ideal case, (b)
with HPA distortion.

SNR for the MIMO-OSTBC system with nonlinear HPA can be expressed as

_ ! No m’CeX ~ Novy
poe )= e ceton) ooy
Average SEP

We recall that the HPA nonlinearity results in amplitude and phase distortions
in the input signal. Hence, the constellation and decision regions of arbitrary two-
dimensional modulation get changed as compared to the ideal case where the power
amplification process is assumed linear. Note that the ML detection method used
for the ideal case can be also applied for the OSTBC system with nonlinear HPA.
However, the decision regions for the ML decoding are changed as per the constellation
of the distorted signals. An example illustrating such distortion is shown in Fig.
4.2, where we present the constellation and decision regions of rectangular 16-QAM

without and with HPA distortion.

Based on the constellation and decision regions of the distorted version of the
transmitted signal, the SEP, as a function of the instantaneous output SNR for arbi-

trary two-dimensional modulations, can be expressed using the Craig’s method [113],
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according to

M D . :
N P(s;) [M9 ci iy sin? ¢;
P, (y) = Z1%) _ G VI iy | g 113
=22 / eXp{ sin? (0 + 61,) )

where M denotes the number of symbols in the constellation, P (s;) represents the
a priori probability that symbol s; is transmitted, D; is the number of sub-regions
for symbol s;, v refers to the output SNR of the MIMO-OSTBC system, and ¢; ; =
lij/E[f3 (r)] is the scaling factor. Parameters [; ;, ; ; and ¢, ; are related to symbol

s; and sub-region j, and determined by the decision region geometry [113].

The average SEP using such decision region boundaries can be found using

P, = /000 Py (7)p,stec () dy. (4.14)

Substituting (4.13) into (4.14) and making use of the moment generating function
(MGF)-based approach [114], the average SEP can be rewritten as

M D; - )
L P i Mi,j i 2 i
p=y 3 2 / - [_—Gw @, (4.15)
i=1 j=1 2 Jo sin® (U + ¢,)
STBC

where W stsc (jw) denotes the characteristic function of v and is given by

2 (p —mK
\I’,YSTBC (]w) = {1 - jw%f;()]} . (416)

Then, substituting (4.16) into (4.15), the average SEP of MIMO-OSTBC over uncor-

related Nakagami-m fading channels with HPA nonlinearity can be expressed as

miC
b Z Z P (s:) /m,g sin? (0 + i j) dv (4.17)
s — c 2(r ' '
i=1 j=1 2 Jo sin® (9 + ¢ij) + ¢y sin® ¢ E[f\}?)( )

Finally, making use of [114, App. C], the expression for the average SEP of the
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considered system can be obtained as

(si)

™
{771’,3' + @i — Bij [(5 + arctan aiJ)

v

I
NE
10
. ~

X T sin (arctan oy ;)
=0 k 4 (1 + Ci,j)
mK—-1 k T
Lk 2(k—1)+1
X ———— (cos (arctan ay ;)) ] } , (4.18)
cE|f? | . i
where G ; = Cm% Sin® ¢y, By = \/ 1= 580 (i + Gi)s iy = =B ot (i + i),
and
2k 2(k—1
Ty = ( ) 4H2k-0+1)].
k k—1

Total Degradation

The TD is a performance metric that quantifies the degradation due to the non-

linear distortion, and is defined by [115]
TD(dB) = 73%(dB) — ¥%:(dB) + OBO(dB), (4.19)

where OBO(dB) = f3 (A;s) (dB) — E [f3 (r)] (dB) denotes the difference in decibels
between the maximum output power and the effective mean output power pertaining
to the HPA module, and where 73%(dB) and 4%(dB) are the pre-processing average
SNR required to meet the target SEP with and without HPA nonlinearity, respec-
tively.

System Capacity

Under the assumption that the transmitter does not have knowledge of the chan-

nel gain matrix, the capacity of the MIMO-OSTBC system in the presence of HPA



CHAPTER 4. ANALYSIS AND COMPENSATION OF HPA NONLINEARITY 75

nonlinearity can be expressed in [bps/Hz| as [116]

C=R.Fg|max [ (y;z|H
i | s (ol D)

= R.Fg | max h(y|H) —h(y|lz,H)|, 4.20
i | s (0B — (] FD) (4.20)
where P (z| H) denotes the probability distribution of the input signal = given H,
I (y; x| H) refers to the mutual information between the received signal y and the

transmitted signal = given H, and h (-) represents the entropy function.
1) Upper Bound

In the scenario where the nonlinearity coefficients are deterministic and known
at the transmitter, the distorted version of the transmitted signal, z, is fixed (given
x). Therefore, the remaining uncertainty at the output is only the noise term with
complex Gaussian distribution (7 expressed in (4.8)). Then, the entropy h (y|x, H)
is given by

h (y|x, H) = log, 2mecNo||H|%. (4.21)

On the other hand, due to the fact that the Gaussian distribution maximizes the
corresponding entropy over all the distributions with the same variance, the entropy

h (y| H) can be upper bounded as follows:

h (yI H) < log, 2ne [AI|H} B [£3 (r)] + ¢ [HI[; No]
= log, 2re [ H|[} B [ 13 (V7?) ] + ¢ 15 o)

< logy 2me [ HI[} /3 (VE(?)) + e |[HJ No|

=
— log, 2me [&HHH;fg( — ) +c||H||;N0], (4.22)

TLTRC

where the second inequality is obtained by applying the Jensen’s inequality, using
the fact that g (x) = y/z and each type of the AM/AM conversion functions (f4 (-)

presented in Section 4.1.1) are convex [34]. Note that in this case, the signal at the



CHAPTER 4. ANALYSIS AND COMPENSATION OF HPA NONLINEARITY 76

output of the nonlinear HPA is Gaussian distributed. Substituting (4.21) and (4.22)
into (4.20), we obtain the following upper bound on the system capacity

f2 ( Novy )
2 ¢ A cnt Re
Cup = ReBg  log, |1+ |H||> v . (4.23)

No

Consequently, making use of [106, App. BJ, an upper bound on the system capacity
of the MIMO-OSTBC system over uncorrelated Nakagami-m channels taking into

account the HPA nonlinearity is given by

No
ZEmIC—H—J -, — |
N No7
o (\/Cnﬁa )5 o} (/22 )

—dx denotes the exponential integral function.

Cyup = Rclog, (e) exp (4.24)

—uxr

where By (u) = [ <

1

2) Lower Bound

Using Bussgang’s theorem [117], when the transmitted symbol x is Gaussian dis-

tributed, the output of the nonlinear HPA can be expressed as [41]
T = Kox +d, (4.25)

where K, denotes a deterministic complex factor, and d is an additive zero-mean

Gaussian noise uncorrelated with the input signal x.

The value of K is given by [41, eq. (19)]

Ko = %E {m (r) + @} , (4.26)

where 2’ (r) denotes the differential of & (r). Furthermore, the variance of d is given
by [41, eq. (37)]
Ud = [fA( )} - |K0|2E (7”2) . (4.27)

Specifically, for the SEL mdoel, the values of Ky and ¢ can be obtained using [41, eq.



CHAPTER 4. ANALYSIS AND COMPENSATION OF HPA NONLINEARITY 7

(42)] as follows:
1
Ko=1—e™+ Eﬁ)\erfc (N, (4.28)
o2 =P, |1—e N - K2, (4.29)

where A\ = A;; / v Py denotes the clipping level. In addition, the evaluation of param-
eters Ky and o2 for the TWTA and SSPA models are listed in [41, Table IJ.

Then, a lower bound on the system capacity can be expressed as

(A IHI (1Kl P+ 03) + c|[H]|% N
Ciow =R.Fit log2( 1L (o] o) + ¢ |H|% Ny

1 2
¢ [H[p o + ¢ |[H[z No

0.2
S
0

(4.30)

No

[ Ko P, + 02
_R.En |log, (HCHHH?M)

Finally, making use of [106, App. B], the lower bound on the system capacity is given
by

miC Ng. miC N
Clow = Relogy (€) €Y Eycr1—; (1) — Relog, (€) e Y B (—) , (4.31)
j=1 j=1

0
2

No
where | = —52——.
K c(|Kol* Ps+02)

4.1.3 SMC Receiver without Knowledge of the HPA Param-

eters

In Section 4.1.2, we studied the signal detection and system performance of MIMO-
OSTBC systems for the case when the HPA parameters are perfectly known at the
transmitter and receiver. However, the parameters of the nonlinear HPAs may be
sometimes unknown or time-varying. These variations are due to handover processes
as in cellular networks, manufacturing limitations, or environmental effects such as

temperature and aging [107]. In this section, we propose a compensation algorithm

for HPA nonlinearity in MIMO-OSTBC systems without knowledge of the HPA pa-
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rameters. First of all, the channel gain matrix is estimated by means of the SMC

method. Then, we make use of the SMC technique to detect the desired signal.

SMC-Based Channel Estimation

It is assumed that the channel is quasi-static, which implies that the channel gain
matrix remains invariant in each frame transmission and may vary from frame to
frame. Based on this, nt x N, pilot symbol matrix, X,,, with power ¢, for each pilot
symbol, is inserted at the beginning of each transmit frame in order to perform the
channel estimation. In the presence of HPA nonlinearity, the received signal model

for the pilot symbols can be expressed as
Y, = HX, + N,, (4.32)

where Y, denotes the ng X N, received signal matrix, N, represents the ng x NN,
noise matrix with elements belonging to i.i.d. complex circular Gaussian distribution
CN (0, Ny) uncorrelated with the transmitted pilot symbols, H expresses the same
nr X nt channel gain matrix as for the data symbol transmission, and Xp is the
nr x N, transmitted pilot symbols amplified by the nonlinear HPAs.

Herein, we use the LS method to estimate the unknown channel coefficients, H.

The LS estimate of H is given by [118§]

2

A A

HX,-Y

p

H, s = arg min (4.33)

H

P

F

Since the parameters of the nonlinear HPAs are unknown or time-varying, it is not
straightforward to obtain a closed-form solution for the above estimation problem.
Instead, we apply the well-known Rao-Blackwellization technique (see [107,110]) to

tackle the channel estimation problem, according to

2

H.s = arg min/ HX, (¥) - Y,| p(¥)d¥, (4.34)
: F

H

where p (¥) represents the PDF of W, W = {4y, s, ...y}, with ¢; denoting the
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set of the HPA parameters at the [th transmit antenna, and Xp (¥) is the amplified
signal matrix as a function of W. For instance, 1, = {A;s} for the TWTA model,
W = {A,s, B} for the SSPA model, and 1, = {A;s} for the SEL model. Since the
solution derivation for (4.34) is not straightforward due to the integral over W, we
use the SMC method to obtain the estimate of the channel gain matrix. Specifically,
the PDF of W is approximated by

N N N
1
p (‘I’) ~ W Z Z e Z wil,ig,.‘.inTé (‘I’ - ‘Ilil,ig,...inT)7 (4~35)
11=112=1 i"T:
where §(-) denotes the Dirac delta function, Wi i ing = {¢i17¢i27---¢inT} is a
N N N
random sample of the parameter set W, and W = > > -+ > wi 4, i, With
i1=lis=1  ipp—1

Wiy g, ing. indicating the weight of the sample \Ilhh,,.,inT. Herein, a properly weighted
sample is defined as the pair (\Ilil,iz,minT,wilﬁmuinT) [111]. Then, substituting (4.35)

into (4.34), the channel estimation can be rewritten as

2

HX, (¥ iaing) — Yo (4.36)

N N N

. 1

HLS%aygmmWXE E E Wiy ig,..ing
H

i1=lis=1  inp=1

F

Proposition 1 The LS estimate of the MIMO channel gain matriz in the presence
of HPA nonlinearity, based on the SMC method, is given by

N N N
N N g
H;s ~ E E T g wil,ig,...inTYpo (\IlzlzgznT)

i1=112=1 i?szl
-1
N N N
A~ oy H
X E E s g wz‘l,iz,l..z’nTX/p (‘Ijimm---inT) Xp (‘Pilvi%'“i"T) ’ (4'37)
i1=112=1 i'rLT:l

Proof: The proof of the above proposition is provided in Appendix A.1.

Remark 3 The properly weighted sample can be obtained using recursive importance

sampling method [111] *. We use the idea of importance sampling to generate the

'For completeness, the strategy is illustrated in this chapter.
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Figure 4.3: Average SEP versus 4 of MIMO-OSTBC for different modulation formats in
the case with knowledge of the HPA parameters (nT = nr = 2, Aos = 1, § = 2): linear (L)
vs nonlinear (NL).

samples from the trial distribution 7 (®%?), known as the importance function, and

assign weights according to

0:
: p (‘I’ilfiz,...inT)
Wi, igein g ) (4.38)
T \I;O:t
Q0 014i2yeevin g

where WO = (WO Wl W) with ' representing the set of the HPA parameters in

the ith frame, \Ilg?;fm_w denotes a sample of ¥%, and w!

Zl:i27--~inT

indicates the weight

in the tth frame. Generally, a Gaussian-distributed function is used for the importance

function [109]. Then, in the (t + 1)th frame, draw samples W'} with respect to

11ai2’~~-inT

a trial function W(‘Ilt“\\IlO:t , >, and let WL — (‘Il[,):t. g >
1,09, ing 1,19, ingp i1,i9,.inp

il,iQ,...'LnT

Consequently, the weights in the (t + 1)th frame are given by

P (\Il(_)'t.Jrl . )
t+1 . wt 01,825 Inp
11,82, dngp 81,8250 dnp 0t i1 it :
p (P | Wit wo

1,59, ing 1,59, ing

(4.39)
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Figure 4.4: Average SEP versus 4 of MIMO-OSTBC for different values of 3 in the case
with knowledge of the HPA parameters (np = ng = 2, Ays = 1, 16QAM)

SMC-Based Signal Detection

Due to the time-variation of the HPA parameters, the orthogonality of OSTBC
cannot be maintained. Thereby, the system can not be converted to a SISO one. We
apply the ML rule to detect the transmitted signal. Conditioned on the channel gain
estimate, ﬂLS, described in Section 4.1.3, the detection of the transmitted signal, X,
is given by

Xy = arg min Pr <Y| Xe, I:IL5> , (4.40)
Xc

where the candidates of the desired signal, X, are chosen with respect to the mod-

ulation scheme. Using the Rao-Blackwellization method, (4.40) can be rewritten as

X1 = argmin/Pr (Y| XC,\IJ,PILS>p(\1:) A

Xc

N ~ 2
H,sXe (9) — YHF
Ny

= argmin/exp p (W) dW, (4.41)

Xe
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Figure 4.5: TD versus OBO of MIMO-OSTBC for different values of nt, ng (Ays = 1,
B =2, 16QAM, P, = 107%).

where W is the set of the HPA parameters, previously defined in Section 4.1.3, and

X¢ (¥) denotes the amplified version of X as a function of .

Furthermore, we use the SMC method to simplify the detection problem (4.41),

according to

L 2
N N N HisXe (Viyinoin.) — Y
1 H LSC ( 117127---lnT> HF
Xy = z;(r;g) min W Z Z e Z Wiy ig,...ing €XP N, ’
i1=119=1 MT:l
(4.42)

where the parameters W, N, W, ;, ., , and w, j, i, have been previously defined
in Section 4.1.3. Note that the properly weighted sample, (‘Ilil,iQ,,,.inT,wihi%,iw), is
obtained using recursive importance sampling as specified in Remark 3. The com-
plexity of the SMC-based channel estimation and signal detection is N"T times that

of the ideal case without HPA nonlinearity.
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Figure 4.6: Upper and lower bounds on system capacity of MIMO-OSTBC versus 7 for
different values of 8 (np = ng = 2, Ays = 1).

4.1.4 Numerical and Simulation Results

In this section, we present sample numerical and simulation results represent-
ing the performance of the MIMO-OSTBC system with the proposed compensation
methods for HPA nonlinearity in the cases with and without knowledge of the HPA
parameters, specifically on the average SEP, TD and bounds on the system capac-
ity. The full-rate Alamouti code (R, = 1, ¢ = 1, ny = 2 ) in the presence of HPA
nonlinearity is investigated. Hereafter, we set the Nakagami parameter to m = 1 and
consider the SSPA model for nonlinear HPAs. Unless otherwise specified, the output
saturation voltage of the SSPA is set to A,s = 1.

First, we evaluate the average SEP versus the pre-processing average SNR 7 for
the 2 x 2 MIMO configuration, taking the modulation order as parameter, in the
case with knowledge of the HPA parameters. We consider SSPA with g = 2. The
curves are obtained on the basis of the analytical results, i.e., using eq. (4.18), and
simulation results. Fig. 4.3 shows that the analytical and simulation results are in
perfect match. It can be observed that the residual degradation of average SEP,

caused by the HPA nonlinearity after the corresponding compensation, varies with 7.
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Figure 4.7: Average SEP versus 4 of MIMO-OSTBC for different modulation formats in
the cases with and without knowledge of the HPA parameters (np = ng = 2, Ays = 1,

B =2, N =30).

The degradation increases as 7 gets larger, since the impact of nonlinearity becomes
more notable in the high SNR region. In addition, given the same requirement on
the average SEP, the &4 penalty is the largest for 64-QAM and the least for QPSK.
Indeed, as 64-QAM works in the high SNR region more degradation is caused by the
HPA nonlinearity.

To further illustrate the effect of nonlinearity in the case with knowledge of the
HPA parameters, the average SEP for different values of 3, taking 16QQAM as the
modulation scheme in the ny = ng = 2 MIMO configuration is shown in Fig. 4.4. The
result curves are obtained as per (4.18). As noticed, the smaller the HPA parameter
[ is, the larger the average SEP will be. This phenomenon is due to the fact that the
nonlinear distortion caused by HPA increases as the parameter 3 becomes smaller.

Fig. 4.5 plots analytical and simulation results for the TD versus OBO with g = 2
in the case with knowledge of the HPA parameters. Using 16-QAM modulation and
setting the target average SEP P, at 107, the results illustrate the effects of nt and
ngr on the TD. It is observed that there is an optimal value of OBO corresponding

to the lowest TD for each antenna configuration, which indicates the best tradeoff
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Figure 4.8: Average SEP versus 4 of MIMO-OSTBC for different values of NV in the cases
with and without knowledge of the HPA_ parameters (np = ng = 2, 16QAM, A, =1,

B—2)

between the power efficiency of the amplifier and the system performance. Moreover,
the optimal value of the OBO varies for different antenna configurations. The TD is
worse for higher numbers of ng.

In Fig. 4.6, we show the upper and lower bounds on the system capacity as a
function of the pre-processing average SNR, taking into account the HPA nonlinearity,
for the case with nt = ng = 2. Herein, we consider the SSPA model with different
values of 3. The result curves are obtained according to (4.24) and (4.31). As
observed, the distortion due to HPA nonlinearity results in a degradation of the
bounds, which is larger for smaller values of 3. Furthermore, the difference between
the upper bound and lower bound on the capacity decreases as [ gets larger. The
lower bound also saturates at high pre-processing average SNRs, due to the fact that
the saturation point of HPA limits the system performance in such SNR range.

Next, we investigate the proposed SMC compensation scheme in the case without
knowledge of the HPA parameters, and compare its performance with that of the case
with knowledge of the HPA parameters. Comparisons are shown for the average SEP.

In the following, the curves for the case without knowledge of the HPA parameters
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Figure 4.9: Average SEP versus 7 of MIMO-OSTBC for different cases of parameter
knowledge (nt = nr = 2, 64QAM, A,s =1, =2, N = 30)

are obtained on the basis of simulation, while the curves for the case with knowledge

of the HPA parameters are plotted on the basis of analytical results.

Fig. 4.7 shows the average SEP as a function of the pre-processing average SNR
in the ny = ng = 2 MIMO configuration for different modulation formats in the
cases with and without knowledge of the HPA parameters. For the case without
knowledge of the HPA parameters, we consider that the parameter 3 is unknown
at the transmitter and receiver. For simulation purposes, we choose the average
value of # as 3 = 2, and set the number of SMC samples to N = 30. It can be
observed that the proposed compensation algorithm in the case without knowledge
of the HPA parameters can efficiently mitigate the effect of nonlinearity, even though
the corresponding average SEP is larger than in the case with knowledge of the HPA

parameters.

In Fig. 4.8, the effect of the number of SMC samples on the average SEP in
the case without knowledge of the HPA parameters is analyzed for the 2 x 2 MIMO
configuration with 16QAM. The average value of 3 is set to § = 2. As noticed, by

increasing the number of SMC samples, the average SEP can be reduced to approach
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Figure 4.10: Total degradation versus OBO of MIMO-OSTBC for different cases of
parameter knowledge (nT = 2, ng = 4, 16QAM, A,s =1, =2, N = 30).

the performance with knowledge of the HPA parameters. This is due to the fact that
the probability distributions of the HPA parameters can be better simulated by using
more SMC samples. Moreover, there is a performance gap between the results of the
ideal case, i.e., without HPA nonlinearity, and the compensated case with knowledge
of the HPA parameters. Specifically, the compensation for the HPA nonlinearity
makes use of the ML detection method. However, the ideal constellation of the input
signals is disturbed due to HPA nonlinearity. Consequently, the decision regions for
the ML decoding are changed as per the constellation of the distorted signals, which

results in the above-mentioned performance gap.

Fig. 4.9 plots the average SEP for different cases of parameter knowledge, taking
64QAM as the modulation scheme, in the case with N = 30. We can observe that
the average SEP in the case without knowledge of (A,s, 3) is larger than in the case
without knowledge of 3, and the latter is larger than in the case without knowledge
of A,s, since the parameter § has a more important effect on the nonlinear behavior

of the SSPA than the parameter A,;.

Finally, Fig. 4.10 shows the TD versus OBO for different cases of parameter
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knowledge in the 2 x 4 MIMO configuration. We consider 16-QAM modulation, set
the target average SEP P, at 10~*, and fix the number of SMC samples to N = 30.
It is observed that there is an optimal value for the OBO which yields the lowest TD

for each case. The corresponding TD is worse in the case without knowledge of A,

and (.

4.2 MIMO Transmit Beamforming Systems with
Nonlinear HPAs

In this section, we focus on the closed-loop MIMO TB technique in the presence
of HPA nonlinearity [98]. The conventional MRT/MRC scheme becomes suboptimal
in the presence of HPA nonlinearity. Herein, our objectives are to seek the optimal
beamforming weight vector and combining vector to adapt MIMO TB systems for
operation under HPA nonlinearity, by maximizing the output SNR. In addition, prof-
iting from the property that the elements of the beamforming weight vector have
the same constant modulus, we also investigate an alternative suboptimal but much
simpler TB scheme, namely, QEGT, which is an effective mechanism in the case with
nonlinear HPA.

For the proposed optimal TB scheme, we derive lower and upper bounds on the
average SEP and on the mutual information with Gaussian input, considering that
the system operates under uncorrelated quasi-static frequency-flat Rayleigh fading.
Moreover, a lower bound on the average SEP and an upper bound on the mutual in-
formation with Gaussian input are provided for the QEGT/MRC scheme. Numerical
results are provided and show the effects of system parameters, such as the HPA pa-
rameters, numbers of antennas, QAM order, number of pilot symbols, and cardinality
of the beamforming weight vector codebook for QEGT, on performance.

The remainder of Section 4.2 is organized as follows: Section 4.2.1 introduces
the MIMO TB system model with HPA nonlinearity. In Section 4.2.2, we present
the channel estimation algorithm under HPA nonlinearity in order to get the full

knowledge of the channel gain of each transmit-receive antenna link. In Section 4.2.3,
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Figure 4.11: Block diagram of the considered MIMO TB system with nonlinear HPAs.

we propose the optimal TB scheme with the optimal beamforming weight vector and
combining vector, and evaluate the system performance in terms of average SEP and
mutual information. The QEGT/MRC technique is investigated and evaluated in

Section 4.2.4. Numerical and simulation results are then presented in Section 4.2.5.

4.2.1 System and High-Power Amplifier Models

We consider a MIMO TB system with nt transmit and ny receive antennas, and
assume a discrete-time baseband channel model subject to uncorrelated quasi-static

frequency-flat Rayleigh fading. The received signal can be expressed as
y = Hwz + n, (4.43)

where x represents the transmitted symbol with average power Fy, w is the nx1 unit-
norm beamforming weight vector, n denotes the ng X 1 noise vector with elements
belonging to ii.d. complex circular Gaussian distribution CN(0, Ny) uncorrelated
with the transmitted symbols, and H = [y ];"" defines the channel gain matrix
with hy; denoting the channel coefficient between the /th transmit and kth receive

antennas. The entries of the channel gain matrix are i.i.d. complex Gaussian random

variables, each with a CA/(0,1) distribution.



CHAPTER 4. ANALYSIS AND COMPENSATION OF HPA NONLINEARITY 90

In practice, the transmitted signal has to be amplified at RF through the HPA,
which may operate in its nonlinear region, thus causing amplitude distortion and
phase distortion on the input signal. The block diagram of the MIMO TB system
under study is shown in Fig. 4.11. The behavior of the HPA plays an important
role in the data detection process. Assuming the HPA parameters to be known at
the transmitter and receiver and, for simplicity of the analysis, that the HPAs at all
the transmitting branches exhibit the same nonlinear behavior, the MIMO TB signal

model in the presence of HPA nonlinearity can be expressed as
yn. = Hu +n, (4.44)

where u = [uq, ug, ...,unT]T denotes the distorted version of the weighted transmit
symbol vector. Based on the transfer function of the memoryless HPAs in (4.3), the

weighted and distorted signal w; (i = 1,2,...,nr) is of the form

ui = fa (Jwiz]) exp [ (02 + @i + fp (Jwiz))], (4.45)

where 6, and ¢; denote the phases of the input signal  and the beamforming weight

w;, respectively.

4.2.2 Channel Estimation under HPA Nonlinearity

In this section, we present the channel estimation algorithm taking into account
the HPA nonlinearity. Full knowledge of the channel gain of each transmit-receive
antenna link, i.e., the channel gain matrix, is required in MIMO TB systems. As the
channels are assumed to be quasi-static, the channel gain matrix remains invariant in
each frame and may vary from frame to frame. Under this setting, nt x V' pilot symbol
matrix S,, with an average power of &, per pilot, is used for the channel estimation
in each transmit frame. The received signal in the presence of HPA nonlinearity can

be expressed as

Y,=HS,+N,, 4.46
p p p
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where Sp represents the pilot symbol matrix after nonlinear amplification, and N,
denotes the ng X V noise matrix with elements belonging to i.i.d. complex circular

Gaussian distribution CA (0, Ny) uncorrelated with the transmitted pilot symbols.

Using LS rule, the channel estimate H can be obtained as
N S T
H-Y,S! (S,8) . (4.47)

In this case, the pilot symbol matrix S, should be chosen to satisfy the constraint
that the matrix gpgf has full rank. The necessary condition is that V' > np. The

resulting mean square error (MSE) can be expressed as

|

— ng Notr {(SI,S}? ) _1} . (4.48)

~ |12
af:EMH—HH }
F

.y HNpé;;f (s,87)"

The minimal MSE is achieved when the matrix gp has orthogonal rows, i.e.,
S,SI =V, I, (4.49)

Then, the lower bound on the MSE between H and H is given by

9 ngrntNo
Oclow = T g 7 - (4.50)
VI (Vé)
Accordingly, the estimation error for each element of H can be expressed as o7 = nTUZR ,
and the relationship between H and H can be expressed as [119]
H=p,H+0O, (4.51)
where p;, = ﬁ, and each component of ® is complex Gaussian distributed variable,
h
with zero mean and variance og = % uncorrelated with the elements of H.

2
1+o‘h’
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4.2.3 Optimal Beamforming Scheme in the Presence of HPA

Nonlinearity

In this section, our objectives are to investigate the effect of HPA nonlinearity
on the performance of MIMO TB and seek the optimal beamforming weight vec-
tor and combining vector to adapt the MIMO TB system for operation under HPA

nonlinearity, through maximization of the output SNR.

Conventional MRT/MRC under HPA Nonlinearity

In the absence of HPA nonlinearity, the detected signal after MRC at the receiver,

7y, conditioned on the channel gain matrix H and the beamforming weight vector w,
is given by

§ = z"Hwx + z"n. (4.52)

A receiver where z maximizes }zH Hw| given w is called an MRC receiver, according
to z = Hw/|Hw|| [98]. Due to the imperfect channel estimation, the combining
vector is given by z = Hw / Hﬂw” . Furthermore, MRT is employed to maximize
the output SNR. However, in the casFe with HPA nonlinearity, the combined signal at
the receiver, ynr,, conditioned on the channel gain matrix H and HPA nonlinearity,
becomes

gnt, = z"Hu + z"n, (4.53)

where the elements of u are as defined in (4.45). Since the term z7Hu is not a linear
combination of the desired signal anymore, spatial diversity cannot be efficiently
achieved by the MRC. Therefore, the conventional MRT /MRC is suboptimal in the

case with HPA nonlinearity.

Optimal Beamforming Scheme under HPA Nonlinearity

We now determine the optimal beamforming scheme with optimal beamforming
weight vector and combining vector under HPA nonlinearity. The weighted and dis-

torted signal at the output of the nonlinear HPAs, w; in (4.45), can be rewritten
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as
U; = VT, (4.54)

where
fa (lwiz])

o] P 7 (@i + [ (Jwiz]))] . (4.55)

vV =

Then, the MIMO TB signal model in the presence of HPA nonlinearity can be ex-
pressed as

yni = Hvz +n, (4.56)

where v = [v1, vy, ..., vp,]T. At the receiver, the signals from all the receive antenna
branches are weighted by the ng X 1 combining vector z. Then, the detected signal

at the receiver, g, is given by
Int, = z"Hvr +z"n. (4.57)

In a beamforming and combining system, the key problem is to choose w and z
that maximize the output SNR in order to minimize the SEP. A receiver where z

Hv

I

R
due to the imperfect channel estimation. Consequently, substituting the expression

maximizes |zH HV‘ given v is called MRC receiver, according to z., = Hv /

for z along with (4.51) into (4.57), the detected signal can further be expressed as

viH"”Hv vEiHEO®v vEHHA

~ T ~ T ~ n.
HVH HVH HVH
F F F

gop = Pn (458)

Furthermore, MRT is employed to maximize the output SNR with respect to v. In
this scenario, v is the eigenvector of the Wishart matrix H7H / (1 + o) associated

with its largest eigenvalue A\.c. Consequently, v can be rewritten as

v =dw, (4.59)
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where W denotes the unit-norm eigenvector of H7H / (1+ o}) associated with its
largest eigenvalue, i.e., the conventional beamforming weight vector. Accordingly,

the optimal combining vector, z,,, can be further expressed as z,, = Hw / HICIVTIH .
F

Then, making use of a similar methodology as that in [120], the output SNR is
given by

_ dp} PywHHTHW
fYop N dQPQO'é + N()

_ *y

1402 (1+d2y

)Amax, (4.60)

where 7 = Py/ Ny denotes the average SNR per receive antenna.

In the following, we seek the values of the optimal beamforming weight vector
Wop, and the coefficient d. Regarding (4.54), (4.55) and (4.59), the values of w,, and

d can be obtained by solving the following set of equations:

(o - o .
o = i fp (W) i= 1,2, o,

fA(|w?p$|) :d|U~)ZZE| 7i = 1727-"anT7

nr
3w =1,
=1

(4.61)

where ¢;” and @; represent the phases of w;” and ;, respectively.

Remark 4 The numbers of the equations and the unknown variables, d, |w;”| and
of, fori=1,2,... ,nt, are both 2ny+ 1 so that there are solutions for the values of
the beamforming weight vector, w,,, and the coefficient d. Specifically, the value of
W, depends on the estimated channel gain matriz fI, amplitude of the input symbol
x and the HPA characteristics. On the other hand, the combining vector z,, is only

related to the estimated channel gain matriz H.
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The solution of the equation group (4.61) can be expressed as follows,

-1 ~
d|wz]) .

|wfp|:—f‘4 ( ‘w$’),z:1,2,...,nT,

|z (4.62)

@?p - 957, - fP [.fgl (d\u?,:v])} 77; = 1727 <o, Ty
where the coefficient d is the solution of the following equation:
nr

Yo [fat dine)]” =|af*. (4.63)

i=1

Since the derived expression for the output SNR of the optimal MIMO beam-
forming system under study is too complicated, deriving the probability distribution
function (PDF) of the output SNR in closed-form is not straightforward. Herein, we

provide upper and lower bounds on the coefficient d. An upper bound on d can be

n I
dup = szA ( ﬁ) s (464)

which is achieved when |@;| = |@;| (i,j =1,2,...,nr). On the other hand, a lower

bound on d is obtained if [w;| = 1, |w;| =0 (j = 1,2,...,nr,7j # 7). The lower bound

o =\ 252 (V). (4.65)

The above-mentioned upper and lower bounds are obtained based on the fact that

expressed as

is given by

each type of the AM/AM conversion functions, f4 (-) presented in Section 4.2.1, are

convex functions [34].

Since the entries of H / 1+ 0? are i.i.d. complex Gaussian random variables,
each with a CN(0, 1) distribution, the PDF of the largest eigenvalue of the Hermitian
matrix ﬂHﬂ/(l + 02), is given by [98]

p (ptg—2k)k

d
Pan ( Z Z k:lkz+1)\l —k,\ (4.66)

k=1 Il=q—p



CHAPTER 4. ANALYSIS AND COMPENSATION OF HPA NONLINEARITY 96

where p = min{nr,ng}, ¢ = max{nr,nr}, and coefficients dj,; are obtained using
the algorithm proposed in [121]. It can be observed that p, .. ()) is a finite linear

combination of elementary Gamma PDFs with parameter [ + 1 and mean [ + 1/k.

In the remainder of this section, we analyze the performance of the optimal MIMO
beamforming system in uncorrelated quasi-static frequency-flat Rayleigh fading chan-
nels in the presence of HPA nonlinearity, in terms of average SEP and mutual infor-

mation.

Average Symbol Error Probability

Since the channel estimation error matrix ® is complex Gaussian, the interference

. HYrH
YIHTOV . 41 the noise term YaH

introduced by the imperfect channel estimation n,

specified in (4.58), are complex Gaussian distributed (given H and x). Then, the
average SEP of MQAM in the optimal MIMO beamforming system in the case with
HPA nonlinearity can be expressed as [98, eq. 35]:

4 1 /2 IMQAM
Ps.op T (1 B \/M) /0 oo <_ sin%g >d0
4 1\ [ IMQAM
B (. v (— Q )de, 4.67
T ( \/M) /0 o sin?¢ (4.67)

where gyqam = 3/[2 (M —1)], and V., (-) denotes the characteristic function of yop,

ie.,
p (p+q—2k)k

’Yop ]w Z Z dk’l

jw d25 +1-
k=1 l=q—p (1 k—1+o'(l+d2)>

(4.68)

Furthermore, taking into account the value of the coefficient d, we obtain lower and
upper bounds on the average SEP. Specifically, substituting (4.68) into (4.67), the

lower bound on the average SEP can be expressed as

p (p+q—2k)k l
1 2m 1
plow —_o (1 — d 1 — - -
$,0p ( / )Z Z k.l Z 4m(1+<k)m

1
k=1 I=q—p 1+<_km:0 m
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4 2 p (ptq—2k)k - l m
—l—;(l——) Z Z dp,; ——5k <§—arctanﬁk>7;)

k=1 I=q—p m
X ; — sin (arctan ) i i L (cos (arctan ﬁk))2(m—n)+1 :
L+ P
(4.69)

where the first and second terms make use of [98, eq. 29] and [114, eq. 74], respec-

tively, and where 8, = /Go/(1+ ), G = (A2, 99mqam) /{k [1+ 07 (1 +d27)]}

T = 2m/ 20 =) ) 9 () + 1)

m m—n

On the other hand, the expression for the upper bound on the average SEP is similar
2

low*

to that for the lower bound, after replacing d2 with d

Mutual Information

In the presence of imperfect channel estimation and HPA nonlinearity, deriving
the expression for the capacity of the MIMO system under study in closed-form
is not straightforward. Herein, it is assumed that the input signal z is Gaussian
distributed, which is not necessarily the capacity achieving distribution when the
channel estimation is not perfect [122,123]. However, we provide lower and upper
bounds on the mutual information, by making use of a similar methodology as that
n [124].

By taking into account the lower bound on the coefficient d, the lower bound
on the mutual information of the optimal MIMO beamforming system under the

consideration of HPA nonlinearity and channel estimation error can be expressed in

[bps/Hz| as

IIOW ($, go ) :E)\ : 10g2 1 + dIQOWf_Y )\max
o v o 1+ o0j (1+dp,,7)

p
11 14+d
:10g2 e E exp { + O-h ( + lowfy)] }
k=1

dlowi/
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(p+q 2k +1 2 9 -
1+o,(1+d
% § dkl E El+2 ] { h ( lowfy)] } 7 (470)

d?
= q—p IOWP)/

where the second equality makes use of [121, eq. (20)], and E;(a) = [ “rdu

xT

denotes the exponential integral function of the /th order. On the other hand, the

expression for the upper bound on the mutual information is given by

a2y
1P (25 90p) =F 1 1 -2 Amax A
op (x’y p) Amax { Og2 ( + 1 _|_ O.h (1 + d2 _) > } +

L {k[1+ah(1+d2 -)]}

=A +log, e Z exp 7
k=1 u

(p+q—2k)k 1+1
1+ 1+ dj
X E dp,; E Eio g{ [ 0;&2( - p’y)}} , (4.71)
up’)

l=g—p

where the second term in the second equality is given by

No (14 07) + d2 01 P
A= B, |log, 0! 02’1) oD (4.72)
Ny (1 + Uh) + dupo-h |{L‘|
Note that in the case with high signal power, A can be expressed as
. . . . 2
P})linoo A= P})Enoo [log, Py — E, (log, |2]7)]
= pm [log? Fo = <log2 Fo=15 2”
_ VEu
In2
~ (.83, (4.73)

where the second equality makes use of [124, eq. (51)] and where
Yoo = lim (3;_, 1/k —Inn) ~ 0.577 denotes Euler’s constant.
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4.2.4 QEGT/MRC: A Simple and Feasible Beamforming
Scheme under HPA Nonlinearity

The optimal beamforming scheme with the optimal weight vector and combining
vector in the presence of HPA nonlinearity was proposed in Section 4.2.3. In this sec-
tion, we investigate an alternative suboptimal but much simpler TB scheme, namely,

equal gain transmission (EGT).

EGT _

i =

In this case, the element of the beamforming weight vector is given by w

\/% exp (joFST) (i=1,2,...,nr), where ¢FST denotes the phase of wF“T. Then,

)

the signal u; in (4.45) can be further expressed as

WECT _ f, (\'/%) exp [j (9I+90;EGT +/fp (\’/a%))}

ot (o[ (00 (1))

~
z

where Z is the post-distortion symbol, which is independent of the beamforming

weight vector. The average power of # is given by PIPA = npFE [ 13 (\%LT)} The

relationship between PP and the pre-distortion average signal-to-noise ratio (SNR),

7 = Py/ Ny, depends on the distribution of the input symbol power. Consequently,

nTE[f%(]l;ﬂ/\/ﬁ)] .

the average SNR after HPA is given by Anp, =

By substituting (4.74) and (4.51) into (4.53), the detected signal can be rewritten
as

@EGT = phZHI:IWEGTii‘ + ZH@WEGTJA? + zn. (475)

Note that the term p,z" Hwgord in (4.75) is a linear combination of #. Then, the
input signal can be efficiently detected, profiting from the property that the elements

of the beamforming weight vector have the same constant modulus. Moreover, the

EGT EGT

MRC receiver that maximizes z/Hw given w is implemented, according to
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Zare = HWpar / HI:IWEGTH . Thus, the detected signal (4.75) is given by
F

H {JHE H {aH H {qH
WEGTH HWEGT N WEGTH @WEGT ~ WEGTH

YEGT/MRC = Ph n. (4.76)

Hwggr H . Hwggr ‘ ’ - Hwggr H

F
For EGT/MRC systems, the optimal weight vector wggr is chosen according to

2

A

EGT Hw

w =arg max

(4.77)
wi|=1/ /7

» .

However, solving the optimization problem (4.77) in closed-form is not straightfor-
ward [125]. In addition, due to the low rate of the feedback channel, it is impossible
to send back high-precision beamforming weight vector data. Then, the beamforming
weight vector should be quantized, according to the QEGT scheme [125]. The receiver
and transmitter are supposed to both know a codebook ¥ from which the beamform-
ing weight vector is selected. Let the cardinality of ¥ be N, ¥ = {4, 19, ..., 0N}
where ¢; (i = 1,2,..., N) is the beamforming weight vector selected for EGT. Then,
information about the chosen beamforming vector can be conveyed to the transmit-
ter using [log, V| bits of feedback, where [-] stands for the ceiling function. Such
codebook design, defined as Grassmannian line packing, has been widely investigated
in previous works [125-127]. By denoting the chosen codebook for QEGT as ¥*, the

SNR-maximizing beamforming weight vector can be expressed according to

2

A~

Hy

wQECT

(4.78)

= arg max

HeT* F

Next, we analyze the performance of MIMO QEGT /MRC in uncorrelated quasi-static

frequency-flat Rayleigh fading channels in the presence of HPA nonlinearity, in terms

of average SEP and mutual information.

Average Symbol Error Probability

It has been assumed that the transfer function of nonlinear HPA is perfectly known

at the MRC receiver. Thus, we can derive the constellation and decision regions of
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arbitrary two-dimensional modulation in the case with HPA nonlinearity based on
this knowledge. An example illustrating such distortion is shown in Fig. 4.2, where
we present the constellation and decision regions of rectangular 16-QAM without and

with HPA distortion.

Since the channel estimation error © is complex Gaussian distributed, both the

. . . . . W]IE){GTFIHGWEGT ~
interference term introduced by the imperfect channel estimation, —E£¢I—————

Y

TH
H n, are complex Gaussian distributed (given H and ). Then,
WEGT

making use of the Craig’s method [113], the instantaneous SEP for arbitrary two-

and the noise,

dimensional modulations is given by

2 P(si) ¢i jYQE/M S ¢
Py qem (YqE/M) ZZ 5 /0 exp [— sjinZ (0 + 60) | dv, (4.79)

i=1 j=1

where M represents the number of symbols in the constellation, D; indicates the num-
ber of sub-regions for symbol s;, P (s;) denotes the a priori probability that symbol s;
is transmitted, and ¢;; = l;; / [nrE (f3 (Jz|/\/nr))] is the scaling factor. Parameters
lij, mi; and ¢; ; are related to symbol s; and sub-region j, and are determined by the
decision region geometry [113]. In addition, yqr M in (4.79) refers to the output SNR
of the MIMO QEGT/MRC system and can be expressed as

PRNL i%gtyx
YQE/M = ’YNLU@ 1
~ 12
= QPYNL — max H@/JH
1+0—h (1+’}/NL) Pper* F
= - 2
= o (o Al e e
1+ 07 (14 9n1) F e+ F
= NL HICIH2 {1 — min d? (H )] 4.80
1+ 02 (1+3n1) F bew* v (4.80)

~ R N ~ 2
where H = H/HHH and d? (H,¢> = . To simplify the notation, we
F F
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define two independent random variables

= |H|% (4.81)
and
I : 2 (1
V= min d (H w) , (4.82)

which we use to re-express the SNR in (4.80) according to

“YNL
1407 (1 + L)

Denoting K := nt X ng, the PDF of v, is given by [106]

,YIC
p(m) = e ™, (4.84)

where I' (-) denotes the Gamma function. On the other hand, V' is a random variable
within the interval [0,1]. By denoting p(v) and Fy (v) as the PDF and cumula-
tive distribution function (CDF) of V, the characteristic function of yqr/m can be

expressed as

1 -K
\IJ'YQE/M (jw) = /O |:1 - ]Wl + 0_}2;}2\1&_’_ ’T)/NL) (1 - U>:| dFV (U) (485)

Then, the average SEP is given by

[e'e) 1 —
“INL
P, = P, — 1—vw v) dvody,.  (4.86
QE/M /0 /0 QE/M (1 _1_0}21 (1 + 1) ( )%) p () p(v) Y ( )

Subsequently, substituting (4.79) into (4.86) and making use of the moment generat-
ing function (MGF)-based method, the average SEP can be expressed as

M D; (8‘

P (s
Praspi=) Y

=1 j=1
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Mg 1 ~ .2 -K
7 YNL cijsin? ¢ ; (1 —v)
% 1+ dFy (v)dd. 4.87

/0 /0 [ L+op (1+we)  sin® (0 + ¢y ) v (v) (4.87)

Deriving the average SEP in closed-form is not straightforward, since Fy (v) depends
on the particular codebook design. Herein, using a methodology similar to that

n [128], we provide a lower bound on the average SEP:

M D;
low Z P(Sl)
SQE/M - 27T
=1 j=1
Mij 1 5 csin? s s (1 — A
x / / [1 T R L. L Cll)) BT AR
0 0 1+op (1+9n50)  sin® (9 + ¢4 )
(4.88)
conditioned on
Fy(v) < Fy(v), 0<z<1. (4.89)
The upper bound Fy (v) is given by [128, eq. 31]
_ NoE1, 0o < (L)FT
Fy (v) = ({V )= (4.90)
Loos (3R

Substituting (4.90) into (4.88), the lower bound on the average SEP of MIMO QEGT/MRC
over uncorrelated Rayleigh fading channels in the presence of HPA nonlinearity can

be further expressed as

P, = Z Z

i=1 j=1

_ .92 -1
INL C;,j SIn” @
1 + 2 = 2
27T 0 1+ o} (1 + 'YNL) sin (19 + ¢m‘)

.. 92 1-K
1 ANL ;i Sin” ¢;
X 1—|—<1—N zc—l) Gy J } 49, (4.91
[ 1+ a,% (1 + Anr) sin? (0 + ¢i5) ( )

Finally, making using of [114, App. C], the lower bound on the average SEP of the
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considered system can be obtained as

~ P (si) INL .
Py = E E Ic_1 | Mijs cijsin® ¢,
5,QE/M Lo L op K-l (77 A o2 (1 + ) J ®i;
__1 INL . 9
1—-N K—l) c;isin” @, |, 4.92
( e o ) (4.92)

where I, (+,-,-) is given in [114, eq. 79].

Mutual Information

Herein, we provide an upper bound on the mutual information of the MIMO
QEGT/MRC in the presence of imperfect channel estimation and HPA nonlinear-
ity. The mutual information of the MIMO QEGT/MRC system can be expressed in
[bps/Hz| as

Ige (23 9rervre) = Eg [hQE/M <Z)EGT/MRC| I:I) — hqe/M (QEGT/MRC’ X, ﬂ)] ;
(4.93)

where h (-) represents the entropy function.

In the case that the HPA parameters are deterministic and known at the transmit-

ter and since the channel estimation error matrix © is a complex Gaussian variable,
ngTI:IHGWEGT ~

the interference term introduced by the imperfect channel estimation, Fiwoor]|
EGT F

Y

. .
E— n, are both complex Gaussian distributed (given H and ).
EGT F

Then, the entropy hqe/m (9], H) is given by

and the noise,

. ~ o2
hqe/m (yEGT/MRC’ x, H) = F; {logQ 2re (No + rhag ’55\2)1 - (4.94)
h

On the other hand, the maximal entropy over all the distributions with the same vari-

ance is the one with Gaussian distribution. Therefore, the entropy hqe/m (@EGT/MRC| ﬂ)
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can be upper bounded as

. 5 INL Ik oy
<
hqe/Mm (yEGT/MRc|H> <log, 27e L p max H@DHF‘FNO (1 +1 +U%VNL)}

2 o (3 ()
+No [1—1—0,% <1+nTE (fA( || /nT>)>”

2me “
< log, 1o {ani ( E (|x|2)/nT) max ||H H

N 2
Ay,

Ppew

N, {1 + o2 <1 tnef? ( % /nT> )J }

=log, 12ere {anf; (\/ NoV/?%) max ‘
+ [1 +o? (1 Fonef? (m))} } : (4.95)

where the second inequality is based on the Jensen’s inequality, using the fact that
g (z) = /r and the AM/AM conversion function f4 (-) are convex. By substituting
(4.94) and (4.95) into (4.93), the mutual information is upper-bounded as

T s
(4.96)

where = nrpf3 (\/Nof_y/nT) /NO, and the second term in (4.96) can be expressed

as

- H
I ; < Fyil 1+ —— ’
QE/M (I ?JEGT/MRC) it { 08y { + T Oh ) ﬁ%’x

No (1 + 02) + o2 PiPA
No (14 03) + o2 ||

In the case with high signal power, making use of a similar methodology as that taken

to derive (4.73), Aqr/m is given by

YEu
In2

~ 0.83. (4.98)

lim A =
Poliﬂoo QE/M

Then, applying (4.81) and (4.82) in (4.96), the mutual information can be further
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expressed as

Ige (75 9rer/vre) < Age/u

oo 1 L
+/0 /O log, [1 + [E=I ) (L =) | () p(v) dvdyp. (4.99)

Consequently, making use of [106, App. B] and using the approach we employed in
Section 4.2.4, an upper bound on the mutual information of the MIMO QEGT/MRC
systems over uncorrelated Rayleigh channels taking into account the HPA nonlinearity

can be obtained as

1+U}L(1+H)

" X L+op(1+p)\ =
Lo (%3 i) :10g2€/ e n Z K+1-j (W dFy (v),

(4.100)

where Fy (v) is as defined in (4.90).

4.2.5 Numerical and Simulation Results

In this section, we present numerical and simulation results illustrating the per-
formance of the optimal beamforming and QEGT/MRC schemes in the presence of
HPA nonlinearity in uncorrelated quasi-static frequency-flat Rayleigh fading chan-
nels, specifically on the average SEP and mutual information with Gaussian input.
Herein, we consider the SSPA model for the nonlinear HPA. The output saturation
voltage is set to A, = 1. In addition, we set the ratio of the pilot power to the noise
power spectral density to &,/ Ny = 10 dB.

Above all, we show the lower and upper bounds on the average SEP versus the
average SNR per receive antenna of the optimal beamforming, for the 2 x 2 MIMO
configuration, taking the modulation order as parameter, in comparison with sim-
ulation results. We consider 3 = 1 in the SSPA model. Furthermore, we also set
V = 16. The average SEP of the MIMO MRT/MRC system in the case without lin-

ear HPAs and perfect channel estimation is taken as the performance baseline. Fig.
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Figure 4.12: Lower and upper bounds on the average SEP versus 7 of the optimal
beamforming with HPA nonlinearity for different modulation formats (nt = ng = 2,
=1,V =16).

4.12 indicates that the degradation caused by the HPA nonlinearity on the average
SEP increases as 4 gets larger. Furthermore, the gap between the lower and upper
bounds on the average SEP becomes larger as 7 increases. The gap is also the largest
for 64QAM and the least for quadrature phase-shift keying (QPSK).

To further demonstrate the effect of HPA nonlinearity on the average SEP, results
for different values of 3, taking 16QQAM as the modulation scheme in the 2 x 2 MIMO
configuration, are provided in Fig. 4.13. In this case, we set V' = 16. As observed, the
average SEP of the optimal MIMO beamforming system decreases as the parameter
[ becomes larger. Moreover, the HPA nonlinearity with 3 > 1.6 has little impact on
the average SEP.

Fig. 4.14 illustrates the lower and upper bounds on the average SEP versus the
average SNR per receive antenna, 7, and shows the effects of V' in the case with 2 x 2
MIMO configuration, 16QAM and § = 1. We see that the average SEP of the optimal
beamforming using the proposed channel estimation is reduced at the cost of a high
number of pilot symbols, due to the fact that the MSE of the channel estimation is

lower in the case with more pilot symbols.



CHAPTER 4. ANALYSIS AND COMPENSATION OF HPA NONLINEARITY 108

Average SEP

L, perfect estimation
—%— (3=1.6, lower bound
—6— [=1.6, upper bound
_4| | —>— B=0.8, lower bound
F —— 3=0.8, upper bound
—<— (3=0.4, lower bound
—+—— [=0.4, upper bound

0 5 10 15 20
Average SNR per Received Antenna (dB)

Figure 4.13: Lower and upper bounds on the average SEP versus 7 of the optimal
beamforming with HPA nonlinearity for different values of 8 (nt = ngr = 2, 16QAM,
V =16).

In addition, in Fig. 4.15, we represent the upper and lower bounds on the mutual
information with Gaussian input of the optimal beamforming, as a function of the
average SNR per receive antenna, taking into account the HPA nonlinearity, for the
case with V' = 16. The effects of nt and # on the performance are shown in this
figure. As noticed, for arbitrary nt x ng MIMO configurations, the distortion due to
HPA nonlinearity results in a degradation of the mutual information, which is larger
for smaller values of 3. Moreover, the HPA nonlinearity with 8 > 0.8 has little impact
on the mutual information performance.

We further demonstrate the lower and upper bounds on the mutual information
with Gaussian input of the optimal beamforming in Fig. 4.16, for different values of V'
and n, in the case with g = 1. It is observed that for arbitrary MIMO configurations,
higher mutual information is attained by employing more pilot symbols to perform
the channel estimation.

Next, we analyze the QEGT /MRC scheme, and compare its performance with that
of the optimal beamforming scheme in the case with HPA nonlinearity. Comparisons

are shown for the average SEP and mutual information with Gaussian input.
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Figure 4.14: Lower and upper bounds on the average SEP versus 7 of the optimal
beamforming with HPA nonlinearity for different values of V' (nt = ng = 2, 16QAM,

g=1).

Fig. 4.17 shows the average SEP versus the average SNR #4 for the 2 x 2 MIMO
configuration, taking the modulation order as parameter, in the cases with the optimal
beamforming and QEGT/MRC. We consider § = 1 and V' = 16. Additionally, the
cardinality of the codebook pertaining to QEGT is set to N = 16. We observe
that the lower bound on the average SEP of the QEGT/MRC is tight for different
modulation formats. Given the same requirement on average SEP, the ¥ penalty
of the QEGT/MRC is the largest for 64QAM and the least for QPSK. Indeed, as
64QAM works in the high SNR region, more degradation follows because of the HPA

nonlinearity.

In Fig. 4.18, the effect of the cardinality of the beamforming weight vector code-
book pertaining to QEGT, i.e., N, on the average SEP, is presented for the scenario
with np = ng =2, # =1 and V = 16. As noticed, the average SEP of the MIMO
QEGT/MRC system can be reduced at the cost of large cardinality of the beamform-
ing weight vector codebook. However, the average SEP of the MIMO QEGT/MRC

cannot be reduced by employing a large-size codebook to approach the performance
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Figure 4.15: Lower and upper bounds on the mutual information under Gaussian input
versus 7 of the optimal beamforming with HPA nonlinearity for different values of 5 and
nrt (V = 16).

of the MIMO MRT/MRC system without HPA nonlinearity.

Fig. 4.19 plots the upper bounds on the mutual information with Gaussian input
of the optimal beamforming and QEGT/MRC as a function of the average SNR per
receive antenna, 7, taking § and nrt as the parameters, for the case with V = 16
and N = 16. We can notice that the distortion due to HPA nonlinearity results
in a degradation of the mutual information, which is larger for smaller values of
(. Furthermore, the HPA nonlinearity with # > 1 has little impact on the mutual

information for both beamforming schemes.

Finally, we illustrate the upper bounds on the mutual information with Gaussian
input of the QEGT/MRC scheme with different values of N, in the case with § =
0.6 and V' = 16. As observed, the mutual information of the QEGT/MRC can be

improved by increasing the cardinality of the beamforming weight vector codebook.



CHAPTER 4. ANALYSIS AND COMPENSATION OF HPA NONLINEARITY 111

55

L, perfect estimation
—%— V=16, lower bound
| —e— v=16, upper bound
V=8, lower bound
|| —+— V=8, upper bound

A
o1

IN
T

w
&)

Mutual Information (bit/s/Hz)

w
T

25

0 1 2 3 4 5 6 7 8 9
Average SNR per Received Antenna (dB)

Figure 4.16: Lower and upper bounds on the mutual information under Gaussian input
versus 7 of the optimal beamforming with HPA nonlinearity for different values of V' and

nrm (ﬁ = 1).
4.3 Summary

In this chapter, a MIMO-OSTBC system that accounts for HPA nonlinearity was
considered. We proposed a constellation-based compensation method and a SMC-
based compensation algorithm for HPA nonlinearity in the case with and without
knowledge of the HPA parameters, respectively. Using the proposed compensation
schemes, the system performance was analyzed in terms of average SEP, TD and
system capacity, when the system operates under uncorrelated Nakagami-m fading.
Numerical results showing the effects of several system parameters, such as the param-
eters of the HPA model, OBO of nonlinear HPA, MIMO antenna configuration, mod-
ulation order of QAM, and number of SMC samples, were presented and discussed.
It was shown that the constellation-based compensation method can efficiently mit-
igate the effect of HPA nonlinearity with low implementation complexity, and that
the SMC-based compensation scheme is effective in the case without knowledge of

the HPA parameters.

In addition, MIMO TB schemes with nonlinear HPAs were also studied. It was
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Figure 4.17: Average SEP versus 7 of the optimal beamforming and QEGT/MRC
schemes with HPA nonlinearity for different modulation formats (np =ng =2, 8 =1,
V =16, N = 16).

illustrated that the conventional MRT /MRC scheme becomes suboptimal in the pres-
ence of HPA nonlinearity, where the spatial diversity cannot be efficiently obtained
by the MRC. Then, we sought the optimal TB scheme with the optimal beamforming
weight vector and combining vector for operation under HPA nonlinearity, by maxi-
mizing the output SNR. In addition, an alternative suboptimal but much simpler TB
scheme, namely, QEGT/MRC, was investigated, which is feasible in the case with
nonlinear HPA, profiting from the property that the elements of the beamforming
weight vector have the same constant modulus. We derived lower and upper bounds
on the average SEP and mutual information with Gaussian input for the proposed
optimal TB scheme in the presence of HPA nonlinearity, when operating under un-
correlated quasi-static frequency-flat Rayleigh fading. Moreover, a lower bound on
the average SEP and an upper bound on the mutual information were provided for
the QEGT/MRC scheme. Numerical results showing the effects of several system
parameters on performance were also presented and discussed.

In the next chapter, another RF impairment, namely, 1/Q imbalance, in MIMO

wireless communication systems, will be investigated.
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Figure 4.18: Average SEP versus 7 of the optimal beamforming and QEGT/MRC schemes
with HPA nonlinearity for different values of N (np = ng = 2, 16QAM, g =1, V = 16).
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Figure 4.19: Upper bounds on the mutual information under Gaussian input versus 7 of
the optimal beamforming and QEGT/MRC schemes with HPA nonlinearity for different

values of # and nt (V =16, N = 16).
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Figure 4.20: Upper bounds on the mutual information under Gaussian input versus 7 of
the optimal beamforming and QEGT/MRC schemes with HPA nonlinearity for different

values of N (3 = 0.6, V = 16).



Chapter 5

Analysis and Compensation of 1/Q

Imbalance

5.1 Introduction

One of the RF impairments associated with analog processing is the 1/Q imbal-
ance, which represents the mismatch between the components in the I and QQ branches,
i.e., the mismatch between the real and imaginary parts of complex signals. This hap-
pens due to the limited accuracy of the analog hardware, such as finite tolerances of
capacitors and resistors. Section 1.1.5 introduced recent research effort on the issue
of I/Q imbalance. The 1/Q imbalance may occur at the transmitter and the receiver.
Recently, several compensation schemes for 1/Q imbalance have been proposed, which
can be divided into two kinds: compensation methods with and without estimation

of the parameters of I/Q imbalance, respectively.

In this chapter, we concentrate on the so-called MIMO MRC technique imple-
menting MRT in the presence of the I/Q imbalance at the direct-conversion receiver.
Herein, we consider such a system where the MRC is performed at the RF level, and
present the corresponding system model considering the 1/Q imbalance. We propose
a channel estimation algorithm taking into account the I/Q imbalance, where the

length of pilot symbols used to achieve the same performance of channel estimation
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as in the case with ideal 1/Q branches is twice as that in the latter. In the presence
of imperfect channel estimation, the expressions for the PDF and CDF of the output
SNR are obtained in closed-form, considering transmission over uncorrelated Rayleigh
fading channels. Thereafter, we obtain an upper bound on the average SEP, derive
the expression for the outage probability in closed-form, and provide a lower bound
on the ergodic capacity. Furthermore, a compensation scheme for the 1/Q imbalance
is proposed, which first employs the LS rule to estimate the coefficients of the chan-
nel gain matrix, beamforming and combining weight vectors, and parameters of 1/Q
imbalance jointly, and then uses the received signal together with its conjugation to
detect the transmitted signal. Subsequently, approximate expressions for the average
SEP, outage probability and ergodic capacity of the MIMO MRC system under study
over uncorrelated Rayleigh fading channels using the proposed compensation scheme
are derived. Furthermore, numerical results and comparisons are provided and show
the effects of system parameters, such as the image-leakage ratio, numbers of transmit
and receive antennas, modulation order of QAM, and length of pilot symbols, on the

MIMO MRC system performance in the presence of 1/Q) imbalance.

The remainder of this chapter is organized as follows: Section 5.2 introduces the
MIMO MRC system model considering 1/Q imbalance, including amplitude imbal-
ance and phase imbalance. In Sections 5.3 and 5.4, we provide the signal detection
without and with compensation for 1/Q imbalance, respectively. In Section 5.5, the
performance of the MIMO MRC system under study is analyzed in terms of average
SEP, outage probability and ergodic capacity. Numerical results and comparisons are

then presented in Section 5.6, followed by the summary in Section 5.7.

5.2 System and I/Q Imbalance Models

We consider a MIMO MRC system with nr transmit and ng receive antennas, and

assume a discrete-time baseband channel model subject to quasi-static flat Rayleigh
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Figure 5.1: Block diagram for the considered MIMO MRC system in the presence of 1/Q
imbalance.

fading. The MIMO signal model can be expressed as
y = Hwz + n, (5.1)

where x denotes the transmitted symbol with average power Py, w is the nt x 1 unit
beamforming weight vector, n refers to the ng x 1 noise vector with elements belonging
to independent and identically distributed (i.i.d.) complex circular Gaussian distri-

bution CN (0, Ny) uncorrelated with the transmitted symbols, and H = [h

iy
expresses the ng X nr channel gain matrix with h; ; representing the channel coeffi-
cient between the jth transmit and ¢th receive antennas. The entries of the channel
gain matrix are i.i.d. complex Gaussian random variables, each with a CA(0,1)

distribution.

In conventional MIMO MRC systems, the signals received from the antenna ele-
ments are combined at baseband, which results in high power cost due to the require-
ment of ng RF receive chains according to ny receive antennas. As the number of
antenna elements increases, this receiver architecture becomes costly, especially for
mobile devices. However, if the signal combining takes place at the RF level, only
one receive chain is required, which produces essentially the same output as with the
conventional MRC receiver [129]. Hereafter, we consider the approach that combines

signals from antenna elements at the RF level. The block diagram for the considered
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MIMO MRC system is shown in Fig. 5.1.

At the receiver side, the signals from all antenna branches are weighted by the
ngr X 1 combining vector z. Then, the combined signal, 3, conditioned on the channel

gain matrix H and the beamforming weight vector w, is given by
7 =z"Hwz + z"n. (5.2)

However, in practice, 1/Q) imbalance occurs in the RF processing at the direct-
conversion receiver. This happens due to the limited accuracy of the analog hardware,
such as finite tolerances of capacitors and resistors. Herein, we describe such imbal-
ance behavior using typical models from the literature (see, e.g., [49,130]). Since the
MRC is assumed to be performed at the RF level, the combined signal taking into

account 1/Q) imbalance can be expressed as

y =K1y + Ky*
Ky (z"Hwz + z"'n) + K, (z"Hwz + z'n)", (5.3)

where Ksyy* denotes the image of signal Ki7y. The coefficients K; and Ky are of the
form K; = (1+ ge™) /2 and K, = (1 — ge??) /2, where g and 6 represent the gain
imbalance and phase imbalance, respectively. It can be observed that the coefficients
K, and K, are related through Ky = 1— K. Moreover, the image-rejection ratio can
2, and the image-leakage ratio is given by /LR = ‘% 2.

be expressed as IRR = )%

5.3 Signal Detection without I/Q Imbalance Com-
pensation
In this section, we propose a channel estimation algorithm taking into account

the I/Q imbalance and then describe the detection of the transmitted signal when no

compensation is used for such imbalance.



CHAPTER 5. ANALYSIS AND COMPENSATION OF I/Q IMBALANCE 119

5.3.1 Proposed Channel Estimation Algorithm

As described in Section 5.2, full knowledge of the channel gain of each transmit-
receive antenna link, i.e., channel gain matrix, is required in MIMO MRC systems
implementing MRT. In conventional MIMO MRC systems, ng RF receive chains
according to ng receive antennas are implemented at the receiver so as to estimate
the channel gain matrix. In the case that received signals from all antenna elements
are combined at the RF level, only one RF chain is implemented, as in the MIMO
MRC system under study.

It is assumed that the channels are quasi-static, which implies that the channel
gain matrix remains invariant in each frame and may vary from frame to frame. Under
the above-mentioned assumption, the receive antenna elements can be multiplexed
to the RF chain during the training period [129]. Based on this, nt x Vng pilot
symbols [S, S, ... S,], with power &, for each pilot symbol, are inserted at the
beginning of each transmit frame in order to perform the channel estimation, where
S, denotes the np x V' transmitted pilot symbol matrix. The RF chain is connected
to the first receive antenna during the first part of the pilot sequence, then to the
second receive antenna during the second part, and so on. Thus, the required number
of pilot symbols is ng times that of conventional MIMO MRC systems. Then, the
equivalent MIMO signal model for pilot symbol transmission in the presence of 1/Q

imbalance can be expressed as
Y, = K\ (HS, + N,) + K, (HS, + N,)" . (5.4)

where Y, represents the ng x V received signal matrix, N, refers to the ng x V
noise matrix with elements belonging to i.i.d. complex circular Gaussian distribution
CN (0, Ny) uncorrelated with the transmitted pilot symbols, and H expresses the same
ngr X nt channel gain matrix as that for data symbol transmission. Making use of the

property Ky = 1— K7, the MIMO signal model for pilot symbols can be rewritten as

Y, = {HS, - K{H'S, + H'S: + K|N, — K{N: + N (5.5)
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Accordingly, the conjugation of Y, is given by
Y, = KiH'S) — K;HS, + HS, + KIN) — KiN,, + N,,. (5.6)

As such, we have

Y, +Y:=QZ,+ N, + N, (5.7)
where @ = [H H*] and Z, = [S, S;}T. The channel estimation problem can be
solved using the LS rule [118]. The LS estimate Q = [PI }AI*} is given by

Q= (Y, +Y) 2" (z,21")". (5.8)

The pilot symbol matrix S, should be chosen to satisfy the constraint that the matrix
Zpi has full rank. It is obviously observed that the necessary condition is that

V' > 2np. The resulting mean square error (MSE) can be expressed as

.

~ |5, 2 z,2)

.

— 2 NoTr | (2,Z11) 7' (5.9)

In order to minimize the MSE specified in (5.9), the matrix Z,, should have orthogonal
rows, i.e.,

7,2 = VT, (5.10)

that is,
S,SE =V L, and S,S] =0,,. (5.11)

Then, the MSE using the LS estimation of the channel gain matrix H is lower-bounded

as

2
9 _ Tawi
OHWI — 9
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QHRTLTNO
Z T 5.12
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which is twice as that in the case with ideal I/Q branches (i.e., without I/Q imbal-
ance). Note that “WI” in (5.12) refers to the case with I/Q imbalance. The average

2
OH,WI

—L% - The entries
nNTNR

estimation error for each element of H can be expressed as 0%7WI =
of H are i.i.d. complex Gaussian random variables, each with a CA 0,1+ U%7WI)

distribution. The relationship between H and H can be expressed as [119]
H=p,H+0O, (5.13)

where p, = 1+, and each component of © is complex Gaussian distributed vari-
WI

+ah’
2
Th,WI
2
1+oy wi

The proposed channel estimation algorithm can also be applied in the case with 1/Q

able, with zero mean and variance 03 = , uncorrelated with the elements of H.
imbalance compensation. The effect of channel estimation error on the I/Q imbalance

compensation scheme is analyzed in Section 5.4.2.

5.3.2 Detection of the Transmitted Signal

In a beamforming and combining system, the key problem is to choose w and
z that maximize the output SNR in order to minimize the SEP. Without loss of
generality, we fix ||z, = 1. A receiver where z maximizes |z"Hw| given w is
called an MRC receiver, according to z = Hw/||[Hwl||» [98]. Due to the imperfect
channel estimation, the combining vector is given by z = Hw / HﬂwH . Accordingly,
substituting the latter expression for z along with (5.13) into (5.3), theFreceived signal

can further be expanded as

wHIH ©Ow (wHﬂH®w> ’
Hw
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N Ky, (5.14)

F F

Under the assumption that the transmitted symbol z is circular, i.e., F [z?] = 0, the

output SNR in the case without compensation for the I/Q imbalance is given by

MRC Ky |° p2 Bow " HY Hw
Twiewoc = 2 o HTTHT 2 2 2 2 2
|K|” pi PBowHEHwW + (|Kq | + |Ka|™) Pood + (| K| + |Ka|”) No

WWHICIHI:IW/(l + O'}ZL,WI)
= — . (5.15)
ILRIWIHI AW /(14 0% ) + (14 TLR) [1+ 07 yy (14 7)]

where “WI&WOC” refers to the case with I/Q imbalance but without compensation
for it, and 4 = Py/Ny denotes the average SNR per receive antenna. Furthermore,
MRT is employed to maximize the output SNR with respect to w. Above all, set
|w||» = 1 to keep a constant average transmit power, irrespective of n, then denoting
Amax as the largest eigenvalue of the Wishart matrix HH / (1 + O’,ZL’WI), the output

SNR can be rewritten as

MRT/MRC _ @Y Amax
WIaWOS = B+ 17 (5.16)

where the parameters o and (3 are given by

1
(I+ILR) [1+ 02y (1 +7)]
ILRY
(1+1LR) [1+ 02y (1 +7)]

8= (5.17)

Herein, w is the unit-norm eigenvector of the Wishart matrix H#H / (1407 wi)

associated with Ap.y, i.e., the unit-norm eigenvector of HYH associated with its
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largest eigenvalue. Note that the output SNR becomes

MRT/MRC :}/)\max
= , 5.18
YWoI 1+ U;%ygzoI (L+7) ( )

for the case with ideal I/Q branches (/LR = 0), where “WOI” indicates the case

without I/Q imbalance, and o7 o = é_V_go is the estimation error for each element of
’ P

the matrix H in the case without 1/Q imbalance.

5.4 Pilot-Based 1/Q Imbalance Compensation Al-

gorithm

The performance degradation caused by the I/Q imbalance specified in Section 5.3
highlights the need for compensation schemes in order to mitigate the effect of 1/Q
imbalance on the system performance. In this section, we propose a compensation
algorithm for the I/Q imbalance in MIMO MRC systems. According to the data
signal model described in (5.3), the proposed compensation scheme first estimates
the coefficients K;z"Hw and K, (z Hw)* using the LS method, and then makes

use of the received signal and its conjugation to detect the transmitted signal.

5.4.1 Estimation of the Coefficients K;z? Hw and K, (ZHHW)*

At the transmitter side, U pilot symbols different from those used for the channel
estimation are inserted before the data symbols in each frame. Each pilot symbol is
transmitted over the nt transmit antennas similar to the data symbols. Taking the
[/Q imbalance into account, the MIMO signal model for the pilot symbols can be

expressed as
Voo = Kiz"Hws, ¢ + K, (z"Hw) st o+ Kiz"N, ¢ + K (z"N,c)",  (5.19)

where y, ¢ represents the 1 x U combined received signal vector, s, denotes the

1 x U transmitted pilot symbol vector with power &, for each element, N, ¢ represents
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the ng x U noise matrix with elements belonging to i.i.d. complex circular Gaussian
distribution CA (0, Ny) uncorrelated with the transmitted pilot symbols, and H refers

to the ng x nr channel gain matrix. The signal model in (5.19) can be rewritten as
Voo = ®cQpc + Kiz"'N,c + K, (2"N,c)", (5.20)

where ®¢ = [¢pc1 ¢cq] = [KizHw K (zHw)'] and Q,c = [s,c s;’C]T. The

estimation problem can be solved using the LS rule, according to

= A -1
(I)C - Yp,CQf,C (Qp,CQgC) . (5.21)

The pilot symbol vector s, ¢ should be chosen such that Q, cQJ!¢ has full rank. For
such, the necessary condition is that U > 2, and the resulting MSE for the estimation

2
.
—E |||®c — (®cQ,c + Ki2'N, ¢ + K (2N, 0)") Q7 (Q,0Q) ™

.
.

= (1K1 + 1) NoTr [ (QueQife) '] (5.22)

is given by

O'% =F <I)C — (i)c

—E |||(K12"N,c + K> (2N, 0)") Q% (Q,cQc) ™

In order to minimize the MSE specified in (5.22), matrix Q, ¢ should have orthogonal
rows, i.e.,

Qy0Q,c = UL, (5.23)

that is,

spcspc = U, and s, cs] o =0. (5.24)
Then, the MSE of the coefficient matrix ®¢ using LS estimation is lower-bounded as

2 (|Kqf” + | Kaf*) Ny
Ug, '

og > (5.25)
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Then denoting ¥ as the estimation error, the relationship between & and P can
be expressed as

b =P+ U, (5.26)

where each element of vector W = [¢)1 15| is a complex Gaussian distributed random

2
variable, with zero mean and variance %C, uncorrelated with the elements of ®.

5.4.2 Signal Detection Using I/Q Imbalance Compensation

Based on the coefficients K;z" Hw and K, (zH Hw)>k estimated using the method
specified in Section 5.4.1, the transmitted data signal can be detected consequently.

The MIMO signal model in (5.3) can be rewritten as
J = dorz + ¢cor* + Kiz''n + Ky (ZHn)* : (5.27)

Then, combining (5.27) with the expression for *, the received signal model is given

by

Y = &,X + Ny, (5.28)
K,z"n + K, (z"n)"

where Y = [g Q*]T, P, = ¢o1 gz , Ny = ! . 2( . )* , and
6o PCa Kiz"n + K} (z n)

X = [z 2*]". Conditioned on the estimation of the ®¢ coefficients described in

Section 5.4.1, the estimate of ®, can be expressed as

D, =0, + Py, (5.29)
where <i>d = ch,1 ¢ic,2 and ¥, ; = Yo . Then, the estimate of X is given
PCo PG (CHCH
by
Xwiewe = €'Y, (5.30)

which is valid owing to the full rank property of b,.

Theorem 1 Under the assumption that 0% < 1 and 0}2“ w1 << 1, the effective output
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SNR of the MIMO MRC' system under study, using the channel estimation algorithm
proposed in Section 5.3.1 and the coefficients estimation scheme specified in Section

5.4.1, can be approximated as (5.31)

,YMRT/MRC -~ 1
wigwc  ~ 5 5 5
(1F1 P+ ) (107 ) |4 N <‘K1‘2+|K2|2) 202 11
(|K1|27|K2|2)2)\max ‘K1‘2_|K2|2 >\max
X gl
|K |2 + ’K ’2 + 7 2 4 \K1|2+|K2‘2 2 UZC(H'U}QL,W]) 14 |K1|2+\K2\2 2 2(7%7”/] )
1 2 Y0 K12 —|K2)2 Amax K1 P— | K22 Mo

(5.31)
where “WIESWC” refers to the case with 1/Q imbalance and its compensation.

Proof: The proof of the above theorem is provided in Appendix A.2.

5.5 Performance Analysis

In this section, we analyze the performance of MIMO MRC systems without and
with compensation for 1/Q imbalance, respectively. Performance metrics, namely,
average SEP, outage probability and ergodic capacity, are derived considering uncor-

related Rayleigh fading.

5.5.1 Performance without I/Q Imbalance Compensation

Since the entries of H / WJ1+ U}%,WI are i.i.d. complex Gaussian random variables,
each with a CN(0, 1) distribution, the PDF for the largest eigenvalue of the Wishart
matrix H7H / (14 0f.w1), is given by [98]

p (p+q—2k)k

d
Pan ( Z Z klkz+1)\z 7k>\, (5.32)

k=1 I=q—p

where p = min{nr,nr}, ¢ = max{nr,nr}, and the coefficient dy; can be obtained

using the algorithm proposed in [121]. It can be observed that p,,.. ()) is a finite
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linear combination of elementary Gamma PDFs with parameter [ + 1 and mean
(I +1)/k. Consequently, the PDF of the output SNR for the MIMO MRC system

under consideration of 1/Q imbalance can be derived as

p (p+q—2k)k

dk;z _ ok
p'YWI&WOC —CWZ Z kl+1 ! (’Y) (l+2)6 () (5.33)

k=1 I=q—p

where v and (3 are as previously defined in (5.17), and ¢ () is given by

¢ () = oy = Bv. (5.34)

Moreover, it can be observed that the range of the output SNR is (0,a7%/5). In
addition, the CDF of the output SNR can be expressed according to

p (p+q—2k)k
: \

TWILWOC (7) = Z Z dk,l

k=1 Il=q—p

P {z 41, %] } (5.35)

where I' (m, z) := [°¢™ e~'dt /T'(m) denotes the normalized complementary incom-

plete Gamma function, with T' (+) representing the Gamma function.

Average SEP

The average SEP for general modulation formats in AWGN channels can be ex-

pressed as [105]
P, =B, {aQ (V) }. (5.36)

where () () represents the Gaussian Q—function and a and b are modulation-specific
2(M iy for M-QAM [105]. However, in the
case with I/Q imbalance, the transmitted signal is interfered by not only AWGN, but

constants. For instance, a ~ 4 and b ~

also the distortion caused by the I/Q mismatch. Note that the self-interference due
to I/Q imbalance is correlated with the transmitted symbol; hence, the summation of
the interference and noise is not necessarily Gaussian distributed. Herein, we provide

an upper bound on the average SEP, i.e., (5.36), under the assumption that the
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interference and noise are Gaussian random variables; using the alternative expression

for (5.36) based on integration by parts [131, eq. 32|, this upper bound is given by

pWILWOC _ avb [0 et

up oA WF Swiewoc (W) du. (5.37)

Moreover, by using the following change of variable

ayv

EoR (5.38)

u =

it can be observed that the integration interval in (5.37) becomes [0, 00), which is

convenient for further derivation. Accordingly, the average SEP is upper bounded as

PpWILWOC _av/bay zp: Z p * 1 3 _bom _

up = k.l v72 (14 pou) 2 e T [1 -T{+1, kv)} dv .

k:q—p \,O ,
=R(k,l)

(5.39)

P+ 1 ko) = e S = (o)™, (5.40)

and applying the Taylor series expansion, the integral in (5.39) can be expressed as

N(k,l):/ooov‘

l E™ > m—21 _3 gy —boyv
—Z—‘ V"2 (14 Pu) 2e e THvdo
m! J,
m=0
oo

et [SS L (e’
_/0 v (14 Bo) [Zn!(1+ﬁv)]dv

bayv

(1+ ﬁv)_% e v du

N|=
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-3 (o Y e

n=0
l 00 _
k™ (_ba7)n = min—1 -n—3 kv
_Z—o_!Z_OT/O MR (L4 o) R e, (5.41)

To proceed, we introduce the following integral representation

< y o I'(n+1)I'(-1=-n—-y 1 FL(1+nn+y+21/ap)
/0 " (1+ pv)! e adv = G (=)

+ an-l—l-l—yﬁyl“ (n + 1+ y) lFl <_y7 -n -y, 1/aﬁ) ) (542)

which is valid for n > 0, Re(a) > 0, arg{f8} # =, where Re(-) represents the
real part of a complex number and | F (-, -, -) denotes the confluent Hypergeometric
function [93]. Then, by applying (5.42) to (5.41) and substituting the latter into
(5.39), the upper bound on the average SEP is given by

a\/ba (bt 2k (—ba N\t 1

PIYI\)/I&WOC Z Z i, Z "Y) <n+§) 3 (n+3)
k=1 I=q—p
l m o N
_Zk_z(—bm) F(m+n+§)F(1—m)1Fl<m+n+lmﬁ)
1 Y )
m=0 : n=0 n! 6m+n+§1“ (TL + %) 2 ﬁ

: 3 k

—{—k’l_mﬁ_n_%r(m_l) 1F1 (n—|—§,2—m, B):|} (543)

Outage Probability

This metric denotes the probability that the output SNR drops below a predefined
SNR threshold, say v,. The outage probability of the MIMO MRC system in the
presence of I/Q) imbalance, i.e., Pr (v < ), is given by

pWVILWOC (. i(qu% d, l{ [1 +1, R }} (5.44)
ot "o (vwm) )

k=1 I=q—p

where ¢ (vin) = &y — By
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Ergodic Capacity

The ergodic capacity of the MIMO MRC system can be expressed in [bps/Hz]
as [105]

C = FEqg _Pr(n;‘xg) I (g),x| ﬂ)]

— B, Px(r%)h <y|H> —h <y\xH)] , (5.45)

where P <x| ﬂ) denotes the probability distribution of the input signal x given H,

1 (g); x| ﬂ) indicates the mutual information between the received signal ¢ and the

transmitted signal x given H, and h (+) is the entropy function.

Since the interference due to I/Q imbalance and imperfect channel estimation is
not necessarily Gaussian, deriving the ergodic capacity in closed-form is not straight-
forward. However, a lower bound on the training-based capacity can be obtained by
replacing the summation of interference and noise by AWGN with the same power
constraint [132]. In this case, the input signal x is Gaussian distributed. Under the

above conditions and based on (5.14), the entropy h (g)\ x, I:I) is given by

h (g;\ :cH) —log, 27 [|Kal? P PoAma

02
+ (K + | Kol?) P 1 (K P+ [ Ko|?) No | (5.46)
1+0h,WI

and the term A <Q| ﬂ) can be expressed as

h <g| ﬂ) =log, 2me [(\Kl\z + |K2|2) 07 PoAmax
2

g
+ (| K * + | K. [%) polL? + (IK1)? + | Ko)?) N0] . (5.47)
+ 0, wr

Then, substituting (5.46) and (5.47) into (5.45), a lower bound on the ergodic capacity
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can be represented as

e (P25

=F [logQ (1 + (Cvj/ + ﬁ) )‘max) - 10g2 (1 + ﬁAmax)] : (548)

Finally, making use of [121, eq. (20)], the lower bound on the ergodic capacity of
MIMO MRC systems over uncorrelated Rayleigh channels in the presence of 1/Q

imbalance is given by

p (pta—2k)k I+1 L X k
CIY)\S&WOC 10g2 Z Z del |:eon+ﬁEH_2 —j (a’y+ﬁ) — GBEH-Q—j (B)] .

k=1 I=q—p j=1

(5.49)

5.5.2 Performance with the Proposed I/Q Imbalance Com-

pensation Algorithm

Since the derived expression for the output SNR in the case with I/Q imbalance
compensation is too complex, deriving the PDF of the output SNR in closed-form is

not straightforward.

Herein, we concentrate on the case with perfect channel estimation, i.e., o7 y; = 0.

Thus, the output SNR in (5.31) can be simplified as

(1K * = |K?) 92
(1K1 ” + | K%
1

x — (5.50)
2 2 _ K 2 K. 2
LR 18+ 302) e+ (512802}

max

TWILWC =~

Ko [P+ Ko

2
Furthermore, the term (‘ o K2‘2> 0% in (5.50) can be neglected under the above-

mentioned assumption 03 < 1 and small values of ILR = ‘% Therefore, the
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approximate output SNR can be expressed as

AWILWC = WAmax; (5.51)

(K2 1K2)*s
| K1 [P+ K| ) (1K1 P+ Ko [ +702)

where w = (

Average SEP

The entries of the effective post-processing noise N, in the case with /Q imbalance
compensation, i.e., (A.7), are not necessarily Gaussian distributed. However, similar
to Section 5.5.2, an upper bound on the average SEP in the case with perfect channel

estimation is given by

P wWC —Es ewo {GQ <\/ 2b:YWI&WC>}

:1 (r+a—2k)k [\/7 l()% (;)m (bFfZ/:)lﬂfl)”]’ (5.52)

l=q—p

where the second equality makes use of [98, eq. 31].

Outage Probability

Using the same methodology as that in Section 5.5.1, the outage probability of
the MIMO MRC system in the presence of the proposed I/Q imbalance compensation

scheme can be expressed as

p (pta—2k)k [,
pWIEWe () Z Z dkl{l— {l—i—l » }}, (5.53)

k=1 I=q—p

which is valid for the case with perfect channel estimation.

Ergodic Capacity

Using the same approach as that in Section 5.5.1, in the case with perfect chan-

nel estimation, a lower bound on the ergodic capacity of the MIMO MRC system
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Figure 5.2: Average SEP versus average SNR per receive antenna of MIMO MRC for
different modulation formats in the cases with or without 1/Q imbalance (n = ng = 2).

implementing 1/Q) imbalance compensation can be obtained in [bps/Hz| as

P, (p+q—2k)k I+1 2
C«l\g‘fi&WC — 10g2 e Z ew Z dk,l Z El+2_j <—) . (554)
k=1

l=q—p J=1 “
5.6 Numerical and Simulation Results

In this section, we present numerical results to show the effect of 1/Q imbalance
on the performance of MIMO MRC systems, specifically on the average SEP, outage
probability and ergodic capacity. For the comparisons between the cases with and
without 1/Q imbalance, the channel estimation errors are assumed to be at the same
level, which requires the number of pilot symbols in the case with I/Q imbalance to
be twice as that of the case with ideal I1/(Q) branches. Moreover, numerical results
representing the performance of the MIMO MRC system with the proposed 1/Q
imbalance compensation method, are provided to illustrate the performance gain
over the case without compensation. We set the ratio of the pilot power to the noise
power spectral density to &,/ Ny = 10 dB.

First, we evaluate the upper bound on the average SEP versus average SNR per
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Upper Bound on Average SEP

—*— ILR = —dB (Balance)
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Figure 5.3: Upper bound on average SEP versus average SNR per receive antenna of
MIMO MRC for different values of /LR and V in the cases with or without I/Q
imbalance (nT = ng = 2, 16QAM).

receive antenna in the case without compensation, taking the modulation order as
parameter and nt = ng = 2, in comparison with simulation results. As for the
image-leakage ratio of the I/Q imbalance, we choose ILR = —20 dB. We set V = 4,
thus 16 pilot symbols are used to perform the channel estimation in the case with
I/Q imbalance. The average SEP in the case without I/Q) imbalance is taken as the
performance baseline, where curves with perfect and imperfect channel estimation
are plotted. As for the case with ideal 1/Q) branches and imperfect channel estima-
tion, the estimation error is the same as in the case with I/Q) imbalance. From Fig.
5.2, we observe how the degradation caused by the 1/Q imbalance on the average
SEP increases as the average SNR per receive antenna 7 gets larger, i.e., the 1/Q
imbalance becomes more serious in the high SNR region. In addition, given the same
requirement on the average SEP, the 74 penalty is the largest for 64-QAM and the
least for QPSK. As 64-QAM works in the high SNR region, the I/Q imbalance yields

higher interference.

To further illustrate the effect of 1/Q imbalance on the average SEP, we plot in
Fig. 5.3 the average SEP for different values of ILR and V', taking 16QAM as the
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Figure 5.4: Outage probability versus SNR threshold ~, of MIMO MRC for different
values of nt and ng in the cases with or without I/Q imbalance (7 =10 dB, V' = 38).

modulation scheme in the nt = ng = 2 MIMO configuration. As observed, the higher
the image-leakage ratio of the 1/Q) imbalance is, the larger the average SEP will be.
Moreover, the average SEP of the MIMO MRC system using the proposed channel
estimation can be reduced at the cost of high number of pilot symbols, since the
channel estimation MSE is lower in the case with more pilot symbols.

Fig. 5.4 illustrates the outage probability versus SNR threshold ~;,, without
using 1/Q imbalance compensation, and shows the effects of varying nt and ng in
the case with ¥ = 10 dB, ILR = —20 dB and V = 8. The outage probability is
reduced by increasing the numbers of transmit and /or receive antennas. For arbitrary
antenna deployment scenarios, the effect of I/QQ imbalance is more visible at high
SNR thresholds. Furthermore, the higher the number of antennas is, the larger the
increment in outage probability due to I/Q imbalance will be. Therefore, the 1/Q
imbalance should be given a particular attention in the scenario with high numbers
of transmit and receive antennas.

In Fig. 5.5, we show the relationship between the lower bound on ergodic capacity

and the average SNR per receive antenna for the case with ny = ng = 2. Three

cases of 1/(Q) imbalances are considered: 1) ILR = —30 dB; 2) ILR = —25dB;



CHAPTER 5. ANALYSIS AND COMPENSATION OF I/Q IMBALANCE 136

ILR = —dB (Balance)
|| —*%—ILR =-30dB, V = 16
—6— ILR =-25dB, V =16
—b>— ILR = -20dB, V = 16
ILR =-30dB, V=4
—+— ILR =-25dB, V=4
|| ——ILR=-20dB, Vv =4

Lower Bound on Ergodic Capacity (bit/s/Hz)

15 i i i i
0 2 4 6 8 10
Average SNR per Receive Antenna (dB)

Figure 5.5: Lower bound on ergodic capacity versus average SNR. per receive antenna of
MIMO MRC for different values of /LR and V in the cases with or without I/Q
imbalance (nt = ng = 2).

and 3) ILR = —20 dB. As noticed, the interference due to I/Q) imbalance results
in a decrease in the capacity of MIMO MRC systems, and the deterioration in the
case with /LR = —20 dB is more important than that of the other two scenarios.
Moreover, reducing the number of pilot symbols results in a reduction in the ergodic
capacity.

Next, we analyze the proposed 1/Q imbalance compensation scheme, and compare
its performance with that of the case without I/Q imbalance and the one with 1/Q
imbalance but without compensation. The channel estimation is assumed to be per-
fect and the comparisons are carried out in terms of average SEP, outage probability
and ergodic capacity.

Fig. 5.6 demonstrates the average SEP performance as a function of the average
SNR per receive antenna for different modulation formats in the cases with and
without compensation. The parameters are set to be np = ng = 2, ILR = —20 dB,
and U = 32, which means that 32 pilot symbols are used to estimate the coefficients
Kz"Hw and K, (ZHHW)* in the I/Q imbalance compensation. It can be observed

that the average SEP obtained using compensation can approach the baseline, i.e.,
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Figure 5.6: Average SEP versus average SNR per receive antenna of MIMO MRC for
different modulation formats in the cases with or without compensation (perfect channel
estimation, np = ng = 2).

the one in the scenario without I/Q imbalance, for arbitrary modulation formats,
which implies that the I/Q imbalance can be efficiently compensated for using the

proposed method.

In Fig. 5.7, the effect of the number of pilot symbols used to estimate the co-
efficients K1z7Hw and K (z7Hw)", i.e., U, on the average SEP in the case with
[/Q imbalance compensation is presented for the ny = ng = 2 MIMO configuration
and 16QAM. Here, we set ILR = —20 dB. As observed, by making use of the pro-
posed I/Q imbalance compensation scheme and employing enough pilot symbols, the
average SEP can be reduced to approach the performance with ideal 1/Q branches.

Fig. 5.8 shows the outage probability versus SNR threshold, using I/Q imbalance
compensation, and demonstrates the benefits of increasing nr, ng and U on perfor-
mance in the case with 4 = 10 dB and /LR = —20 dB. We can see that for arbitrary
nt xng MIMO configurations, the outage probability drops as the value of U becomes

larger.

Finally, Fig. 5.9 plots the ergodic capacity as a function of the average SNR per

receive antenna for the cases with and without compensation. The parameters are



CHAPTER 5. ANALYSIS AND COMPENSATION OF I/Q IMBALANCE 138

10° ‘ 1

10 F

10°F

Average SEP

Balance

—6— Imbalance, without compensation
Imbalance, with compensation, U = 32
—%— Imbalance, with compensation, U = 48
—+— Imbalance, with compensation, U = 64

10 7

10

0 5 10 15 20
Average SNR per Receive Antenna (dB)

Figure 5.7: Average SEP versus average SNR per receive antenna of MIMO MRC for
different values of U in the case with I/Q imbalance compensation (perfect channel
estimation, np = ng = 2, 16QAM).

set to be ILR = —20 dB and U = 16. It is observed that by making use of the
proposed compensation scheme, the ergodic capacity in the case with I/Q imbalance
can approach the performance of the case without I/Q imbalance, for arbitrary ntxng

MIMO configurations.

5.7 Summary

In this chapter, a MIMO MRC system model that takes I/Q imbalance into ac-
count was developed. A channel estimation scheme considering the 1/Q imbalance
was proposed to perform the MIMO MRC, where the length of pilot symbols used
to achieve the same estimation performance as in the case with ideal 1/Q branches
is twice as that in the latter. Furthermore, we proposed a compensation algorithm
for the 1/Q imbalance, which can efficiently mitigate the deterioration that results
from said imbalance. The effect of I/QQ imbalance and the proposed compensation
algorithm on the performance for MIMO MRC systems was evaluated in terms of

average SEP, outage probability and system capacity, which were derived considering
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Figure 5.8: Outage probability versus SNR threshold of MIMO MRC for different values
of np, ng and U in the case with I/Q imbalance compensation (perfect channel
estimation, 7 = 10 dB).

transmission over uncorrelated Rayleigh fading channels. Numerical and simulation
results showing the effects of several system parameters, such as the image-leakage ra-
tio, numbers of transmit and receive antennas, modulation order of QAM, and length
of pilot symbols, on the system performance, were studied and discussed.

In the next chapter, the performance of MIMO wireless communication systems

in the presence of another RF impairment, namely, crosstalk, will be evaluated.
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Chapter 6

Analysis of the Effects of Crosstalk

6.1 Introduction

Crosstalk indicates unintended electromagnetic coupling between PCB lands, traces,
wires, or other electrical components that are in close distance to each other and sub-
ject to electromagnetic field disturbance [57]. It concerns the intrasystem interference
performance. In other words, the source of the electromagnetic emission and the re-
ceptor of this emission are within the same system. The current research effort that
dealt with the issue of crosstalk was discussed in Section 1.1.6.

In this chapter, we focus on the so-called MIMO MRC technique implementing
MRT with the linear crosstalk. Specifically, we investigate the performance of beam-
forming for MIMO transmit-receive diversity systems in the presence of crosstalk.
Here, the beamforming weight-vector and combining vector of the MIMO MRC sys-
tem are chosen according to the value of the crosstalk. For the outlined communi-
cation system, we derive the average SEP and system capacity, considering that the
system operates under uncorrelated quasi-static frequency-flat Rayleigh fading. Fur-
thermore, numerical results are provided, and the effects of the crosstalk, numbers of
transmit and receive antennas, and modulation order of phase-shift keying (PSK), on
the overall system performance, are discussed.

The remainder of this chapter is organized as follows: Section 6.2 introduces the

MIMO MRC system model, considering crosstalk at the transmitter and receiver.
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In Section 6.3, the effects of crosstalk on the average SEP and system capacity of
the MIMO MRC system are analyzed. Numerical results and comparisons are then

presented in Section 6.4, followed by the summary in Section 6.5.

6.2 System Model

We consider a MIMO MRC system equipped with nt transmit and ng receive
antennas, and assume a discrete-time baseband channel model subject to quasi-static

frequency-flat Rayleigh fading.

In the absence of impairments, the MIMO signal model can be expressed as
via = Hwz 4+ n, where x denotes the transmitted symbol with average power Fj,
w represents the nrp X 1 unit beamforming weight vector, n refers to the ng x 1
noise vector with elements belonging to independent and identically distributed (i.i.d.)
complex circular Gaussian distribution CA(0, Ny) uncorrelated with the transmitted
symbols, and H = [h; ;]%"}" expresses the ng x nr channel random matrix with h;
representing the channel coefficient between the jth transmit and ith receive anten-

nas. The entries of the channel gain matrix are i.i.d. complex Gaussian random

variables, each with a CA/(0,1) distribution.

In practice, crosstalk occurs between the wires and PCB lands of the MIMO
transceivers, due to the fact that the PCB paths use the same operating frequency [57].
In the presence of crosstalk, the block diagram for the considered MIMO MRC system
can be illustrated as shown in Fig. 6.1. As such, the MIMO MRC signal model in

the presence of crosstalk can be expressed as
y = AgHA1wz + n, (6.1)

where At and Ag denote the ntxnt and ng X ng crosstalk matrices at the transmitter
and receiver, respectively. Herein, we consider symmetric crosstalk, and assume that

the crosstalk takes effect between adjacent signal paths only [64,133]. Then, the
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Figure 6.1: Block diagram of the MIMO MRC system with crosstalk.

elements of At and Ay are of the form

AT (Z>J> =

AR (Zaj) =

(

\

1, i—j=
ar, ’7’_]|:1

0, else,

C i—j=0
aR, ‘Z_j|:1

0, else,

(6.2)

(6.3)

where ar and ag represent the crosstalk between adjacent signal paths at the trans-

mitter and receiver, respectively.

At the receiver side, signals from all the antenna branches are weighted by the

nr X 1 combining vector z. Thus, the combined signal at the receiver is given by

§ =z AgHArwz + z/n,

(6.4)

where ()H denotes the Hermitian operator. It is assumed that knowledge of the

crosstalk matrices and of the channel gain matrix is available at the transmitter and
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the receiver. Thereby, the output SNR, v, can be expressed as

_ ‘ZHARHATW|2
Y= 2
12/

: (6.5)

where [|-|| » denotes the Frobenius norm, and 4 = P,/ N, represents the pre-processing
average SNR. In a beamforming and combining system, the key problem is to choose
w and z that maximize the output SNR [121]. Without loss of generality, we fix
|z]|» = 1. A receiver where z maximizes |z’ AgHArw| given w is called an MRC
receiver. Under MRC, it can be seen that z = AgHArw/||AgHAw|| .. Then, the

output SNR can be expressed as
v =ywT AFPHY A AgHA tw. (6.6)

The matrix AkgHAT in (6.6) can be rewritten using the common Kronecker structure,

according to

ArHA7 = /(1 + Jar?) (1 + ag/*) @1 *HeY?, (6.7)

where @1 and ®r denote the equivalent transmit and receive correlation matrices

with unit diagonal entries, respectively, and are given by

1

= —— _AHAq, 6.8
P e T (6.8)

b ama (6.9)
T ag) P '

Then, the output SNR (6.6) can be rewritten as
v (a12pr a2\ 1/20ra1/2
Y = YW (Q)R Hq)T ) (I)R Hq)T W, (610)

where 7, = (1+ \aTF) (1+ |aR\2) 7.
Furthermore, MRT is employed to maximize v with respect to w. Set ||w| . =1

to keep a constant average transmit power, irrespective of nt. By denoting A.x as

H
the largest eigenvalue of the Wishart matrix (@113{ 2H<I>1T/ 2) @g 2H<I>1T/ ?_ the output
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SNR of the optimal MIMO MRC system is given by

Y= ﬁct/\max- (611)

In this scenario, w is the unit-norm eigenvector associated with Apay.

Note that the crosstalk can have constructive or destructive effects, depending on
whether the gain in the average SNR, i.e., 7,/7, or the correlation caused by the
crosstalk plays the major role in the performance variation.

For arbitrary nt x ng MIMO configurations, the expression for the CDF of A\ .«
is too complex to achieve tractable performance analysis. Herein, we concentrate on
MIMO MRC implementing 2 x m or m X 2 multi-element antennas with crosstalk.

The CDF of Apax has been previously presented in (3.6).

6.3 Performance Analysis

In this section, we analyze the performance of the MIMO MRC system with
crosstalk under uncorrelated quasi-static frequency-flat Rayleigh fading, in terms of

average symbol error probability and system capacity.

6.3.1 Average Symbol Error Probability

The average SEP for general modulation formats in the scenario with additive

white Gaussian noise can be expressed as [105]

P=E {aQ <\/%>} , (6.12)

where F {-} denotes the expectation operator, ) (+) represents the Gaussian Q-function,
and a and b are modulation-specific constants. For instance, as samples of the val-
ues of a and b for specific modulation schems, a = 1, b = 1 for BPSK, and a ~ 2,
b~ sin® (/M) for M-PSK [105].

Based on integration by parts, a useful alternative expression for (6.12) is given
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by

P, = ;\\//—_ h ;LFA ( >du (6.13)

By making use of the similar methodology as that in Section 3.4.1, we obtain the
following expression for the average SEP of the MIMO MRC system in the presence

of crosstalk:

av'b det T & s+0 m—1
P, = UsUt) A (0 [S’ﬂ)
2 \/_A2 szl t= lzt;és

1 1
X{Z%t \/7T >+ )—\/ﬂ<b—l— — + - >]
wzas’)’ct Wlat’th W20sYet  W10tYet

m— 1
"2k — )T
+Z —
-1 70t>

. b%—’f ., phF 1 ( 1 +b)5"“ 1 ( 1 +b)5"“
(wlat)k (wgas)k (wlat)k WO Vet (wgas)k W10 et '

6.3.2 System capacity

By using the similar methodology as that in Section 3.4.2, the system capacity of
the MIMO MRC system in the presence of crosstalk can be obtained in [bits/s/Hz|

as
o det (2) i Zm: s+79(t) (o )m—l A (U[s,t])
Yt IN 205 (Q) A, (2 750t me2

s=1 t=1,t#s
1 1 1
- —ew191 [ -
W10t Vet W10t Vet

V(o o) (o)
Wo0 Vet wﬂt%t W20 sYet

n (
N S T 1 1
+ew2osiet | wiotier By — ewa2osiet Jy —
Wa0s ’th W 1 Ut ’Vct Wo0 s et
l
r

m— 1 1 1— 1
= O,S% —l—k+1 —k I
+ Z k‘ (wlo-t) ’ ' /YCt <w205> ( * ’ CUQO'S’YCt>

} . (6.15)
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Figure 6.2: Average SEP versus 4 of MIMO MRC with crosstalk for different modulation
formats (nT = ng = 2).

6.4 Numerical Results

Hereafter, we present numerical results illustrating the performance of the MIMO
MRC system in the presence of crosstalk over uncorrelated Rayleigh fading channels,
specifically on the average SEP and system capacity.

First, we evaluate the average SEP versus the pre-processing average SNR 4 for the
2 x 2 MIMO configuration, taking the modulation order and crosstalk as parameters.
From Fig. 6.2, we observe the degradation caused by the crosstalk on the average SEP
in the high 4 range, which increases as ¥ gets larger. On the other hand, in the low
~ range, the average SEP is reduced, profiting from the crosstalk. This phenomenon
is due to the fact that in the high 4 range, the effect of the equivalent correlation
caused by the crosstalk is larger than that of the gain in the average SNR, i.e., 3./7,
while in the low 4 range, the gain in the average SNR is more visible, compared to
the pre-processing average SNR, 4. Furthermore, the cross point in 4 between the
constructive and destructive effects of the crosstalk becomes larger when using high-
order modulations, which implies that the correlation impact caused by the crosstalk

is smaller in the low and medium 4 ranges for high-order modulation schemes, e.g.,
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Figure 6.3: Average SEP versus 4 of MIMO MRC with crosstalk for different values of nt
and ng (8PSK).

8PSK.

In Fig. 6.3, the effect of crosstalk on the average SEP is further analyzed for
different values of nt and ng, taking 8PSK as the modulation scheme. As observed,
increasing the numbers of transmit and receive antennas enlarges the effect of the gain
in the average SNR, and weakens the impact of the correlation due to the crosstalk.
As a result, the cross point in 4 between the constructive and destructive effects of
crosstalk is larger in the case with high antenna numbers. Moreover, the cross point

moves to higher 4 values as the crosstalk increases.

Finally, Fig. 6.4 shows the system capacity versus the pre-processing average SNR
for the 2 x 2 MIMO configuration, in the presence of crosstalk. It can be observed
that the system capacity improves, profiting from the crosstalk, which implies that
the effect of the correlation due to crosstalk is much lower than that of the gain in
the average SNR. However, as noticed from Fig. 6.5, the resulting system capacity
improvement approaches a limited value when the crosstalk becomes too significant,
since in this case the correlations at the transmitter and receiver are so severe that

the desired signal cannot be efficiently detected.
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Figure 6.4: System capacity versus ¥ of MIMO MRC with crosstalk for different values of
ar and ag (nT = nr = 2).

6.5 Summary

A beamforming technique for MIMO transmit-receive diversity systems with crosstalk
was studied in this chapter. In particular, the impact of crosstalk on the performance
of MIMO MRC was evaluated in terms of average symbol error probability and sys-
tem capacity, which were derived considering transmission over uncorrelated Rayleigh
fading channels. Numerical results showing the effects of several system parameters
on performance were presented and discussed. Importantly, it was observed that the
impact of crosstalk on performance can be constructive or destructive.

Investigation on RF impairments, including HPA nonlinearity, 1/Q imbalance and
crosstalk as well as their compensation methods have been carried out separately in
Chapters 4, 5 and 6. In the next chapter, a comprehensive compensation mechanism
for multiple RF impairments together in MIMO wireless communication systems will

be proposed.
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Chapter 7

Compensation for Multiple RF

Impairments

7.1 Introduction

RF impairments, including HPA nonlinearity, 1/Q imbalance and crosstalk, are
inherent phenomena in wireless communication systems. HPA nonlinearity results
from operation of the amplifier in a nonlinear region, especially at high-power signal
levels [34]. Models to describe nonlinear HPAs can be classified into two categories:
memoryless models with frequency-flat responses, which are characterized by their
AM/AM and AM/PM conversions, and memory models with frequency-selective re-
sponses. As for I/Q) imbalance, it represents the mismatch between the components
in the I and Q branches, which happens due to the limited accuracy of the analog
hardware, such as finite tolerances of capacitors and resistors [49]. Crosstalk, on
the other hand, indicates unintended electromagnetic coupling between PCB lands,
traces, wires, or other electrical components that are in close distance to each other

and subject to electromagnetic field disturbance [57].

Recently, the issue of HPA nonlinearity, 1/Q imbalance and crosstalk in MIMO
systems has been investigated. For instance, several compensation schemes for HPA

nonlinearity have been proposed, which can be classified into two categories: com-
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pensation at the transmitter or at the receiver. Methods implemented at the trans-
mitter include power back-off, PAPR reduction techniques, and linearization tech-
niques [34,42]. On the other hand, in order to eliminate or at least mitigate the
effect of 1/Q imbalance on the performance of wireless communication systems, sev-
eral compensation methods for this kind of impairment have been proposed, which
can be classified into two categories: compensation methods with estimation of the
[/Q imbalance parameters and those without such estimation [49,55]. In addition, a
crossover digital predistorter was proposed for the compensation of HPA nonlinearity
and crosstalk in MIMO systems, and was evaluated through simulations [64]. How-
ever, compensation methods and comprehensive theoretical analysis of several RF

impairments together, in MIMO communications systems, are extremely challenging.

In this chapter, we investigate the combined effects of HPA nonlinearity, 1/Q
imbalance and crosstalk in MIMO TB systems, where the MRC at the receiver is per-
formed at the RF level. We propose a compensation method for HPA nonlinearity,
I/Q imbalance and crosstalk together. First, the estimation of the equivalent channel
in the presence of the three kinds of impairments is performed using the LS rule.
Then, we determine the optimal beamforming weight vector and combining vector
for the MIMO TB system with these three impairments. Furthermore, we employ the
LS rule to estimate the coefficients of the equivalent channel gain matrix, equivalent
beamforming and combining weight vectors, and parameters of I/Q imbalance jointly,
and then use the received signal together with its conjugation to detect the transmit-
ted signal. Subsequently, an upper bound on the average SEP and a lower bound on
the system capacity of the MIMO TB under study over uncorrelated Rayleigh fading

channels are derived.

The remainder of this chapter is organized as follows: Section 7.2 introduces
the MIMO TB system model with HPA nonlinearity, I/Q imbalance and crosstalk.
In Section 7.3, we investigate the estimation of the equivalent channel. In Section
7.4, we propose a compensation scheme for the three impairments. In Section 7.5,
the performance of the MIMO TB system is analyzed in terms of average SEP and

system capacity. Numerical results and comparisons are then presented in Section
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Figure 7.1: Block diagram of the MIMO TB system in the presence of HPA nonlinearity,
I/Q imbalance and crosstalk.

7.6, followed by the summary in Section 7.7.

7.2 System Model

We consider a MIMO TB system equipped with nt transmit and ng receive an-
tennas, and assume a discrete-time baseband channel model subject to quasi-static
frequency-flat Rayleigh fading. In the MIMO TB transmission chain, we consider
three RF impairments, namely, HPA nonlinearity at the transmitter, I/Q imbalance
at the receiver, and crosstalk at both ends of the transmission link. The system block
diagram is shown in Fig. 7.1. Above all, due to the crosstalk which occurs in the

PCB design, the equivalent channel gain matrix is given by
H. = ArHA~, (7.1)

where H = [h; ;]""[" denotes the ng x nr channel gain matrix with 4, ; indicating the
channel coefficient between the jth transmit and ith receive antennas, and where At
and AR represent the nt X nt and ng X ng crosstalk matrices at the transmitter and
receiver, respectively. The entries of H are independent and identically distributed
(i.i.d.) complex Gaussian random variables, each with a CN(0,1) distribution. It

is assumed that the crosstalk is symmetric and takes effect between adjacent signal
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paths only [64]. Specifically, the elements of At are given by

1, 1—5=0
Ar(i,j) =4 or, [i—jl=1 (7.2)
0, else,

where at represents the crosstalk between adjacent signal paths at the transmitter.
The expression for Ay is similar to that of A, after replacing ar with ag in the
right-hand-side of (7.2), with ar denoting the crosstalk between adjacent signal paths
at the receiver. The equivalent channel gain matrix H. = AgHAT can be rewritten

using the common Kronecker structure, according to:

ARHA = 3,81/"H®Y/?, (7.3)

where [, = \/(1 + |aT|2) (1+ |aR|2) and where ®1 and ®g denote the equivalent

transmit and receive correlation matrices, respectively, and are given by

1

T 1 ‘ T’2 T T ( )
R 1 | |2 R4MR- .

In addition, the HPA at the RF module may operate in its nonlinear region. In a

generic way, denote the signal at the input of the HPA as
Tin = reja, (76)

where 7 and 6 denote the amplitude and phase of zj,, respectively, and j%2 = —1.
Then, the symbol at the output of the memoryless nonlinear HPA can be expressed

as
Tow = fa (1) el fr(r)eif (7.7)

where f4(-) and fp(-) denote the AM/AM and AM/PM conversions, respectively.
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The HPA parameters are assumed to be perfectly known at the transmitter and the
receiver. Moreover, for simplicity of the analysis, HPAs at all transmitting branches of
the MIMO TB system under study are assumed to have the same nonlinear behavior.
Then, the received signal in the presence of crosstalk and HPA nonlinearity is given
by

y = H.u+n, (7.8)

where n denotes the ng x 1 noise vector with elements belonging to i.i.d. complex
circular Gaussian distribution CN (0, Np) uncorrelated with the transmitted symbols,
and u = [uq, ug, ...,unT]T represents the transmit symbol vector processed by the
nr X 1 unit-norm beamforming weight vector w = [wy, wo, ..., wnT]T and the HPAsS,
with ()T representing the transpose operator. Specifically, the weighted and distorted

signal u;, ¢ =1,2,...,ny, can be expressed as

w; = fa(jwizl) exp[j (62 + @i + fp (Jwiz))], (7.9)

where z represents the transmitted symbol with average power Py and where 6, and ;

denote the phases of the input signal x and the beamforming weight w;, respectively.

Furthermore, at the receiver side, I/Q imbalance occurs in the RF processing, due
to the limited accuracy of the analog hardware. Herein, we consider the case that the
MRC is performed at the RF level, which requires only one RF chain [129]. At the
receiver, the signals from all antenna branches are combined using the ng x 1 weight

vector z. Thus, the combined signal is given by
§=Ki (z"Hou+2z"n) + K, (zHHeu—l—an)*, (7.10)

where (-)* denotes the conjugate operator. The coefficients K; and K, are given by
K, = (1 + ge*j‘g)/Q and Ky = (1 — gejg)/Z, where g and 6 denote the gain imbalance
and phase imbalance, respectively [49]. These coefficients are related through Ky =

2
and the image-

1 — K7. Besides, the image-rejection ratio is defined as IRR = ‘%
2

leakage ratio is given by ILR = %
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7.3 Estimation of the Equivalent Channel Under
HPA Nonlinearity, I/Q Imbalance and Crosstalk

In this section, we present the estimation algorithm of the equivalent channel
gain matrix taking into account crosstalk, in the presence of HPA nonlinearity and
I/Q imbalance. As the channels are assumed to be quasi-static, the channel gain
matrix remains invariant in each frame and may vary from frame to frame. Under
this assumption, the receive antenna elements can be multiplexed to the RF' chain
during the training period [129]. nt x Vng pilot symbols [S, S, ... S,|, with an
average power of &, per pilot, are used to perform the channel estimation, where S,
denotes the nt x V' transmitted pilot symbol matrix. The RF chain is connected to
the first receive antenna during the first part of the pilot sequence, then to the second
receive antenna during the second part, and so on. The equivalent received signal in

the presence of HPA nonlinearity, I/Q imbalance and crosstalk can be expressed as
Y, = Ki (HS, +N,) + K (HS, +N,) (7.11)

where N, denotes the ng x V' noise matrix with elements belonging to i.i.d. com-

plex circular Gaussian distribution CN (0, Ny) uncorrelated with the transmitted pilot

symbols, and gp denotes the pilot symbol matrix after nonlinear amplification.
Making use of a similar methodology as that in Section 5.3.1, the LS estimate

~

Q= [I:Ie I:IZ} can be expressed as
Q= (Y, +Y) 2" (2,27") ", (7.12)

T
where Z, = [Sp S;] . A lower bound on the MSE between the equivalent channel

gain matrix H, and its estimation ﬂe is given by

2npnr
O oy = 0 (7.13)

Vi (VE)

2
UHE

nTnR’

Subsequently, the estimation error for each element of H, is given by afLe =
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The relationship between H, and H, can be expressed as

H, = p,,H. + O, (7.14)
where p,, = m and each component of © is complex Gaussian distributed
he ct
0'2 . .
variable, with zero mean and variance o = ﬁ, and is uncorrelated with the
Ghe ct

elements of H,.

7.4 Compensation for HPA Nonlinearity, I/Q Im-
balance and Crosstalk

In this section, we describe the proposed compensation technique for HPA non-
linearity, I/Q imbalance and crosstalk together. Firstly, we start by determining the
optimal beamforming weight vector and combining vector to adapt the MIMO TB
system for operation under HPA nonlinearity, I/Q imbalance and crosstalk. Then,
we describe the process of signal detection with the compensation for the three im-

pairments.

7.4.1 Optimal TB Scheme

We now determine the optimal beamforming scheme with the optimal beamform-
ing weight vector and combining vector in the presence of HPA nonlinearity, 1/Q
imbalance and crosstalk. The detected signal at the receiver after the MRC in the

presence of the considered impairments can be re-expressed as

=K, (zHHevx + an) + Ko (zHHevx + an)>k ; (7.15)

where v = [v, vg, ..., UnT]T7 with v; = fA(||;UIixD

are to choose w and z for the MIMO MRC scheme, i.e., using MRT at the transmitter

exp [J (pi + fp (Jwiz]))]. Our objectives

and MRC at the receiver [98]. In this case, z maximizes }zH Hev‘ given v, according

toz = ﬂev/)’ﬂev

‘ , due to the imperfect estimation of the equivalent channel, and
F
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MRT is employed to maximize the output SNR. Thus, v is the eigenvector associated
with the largest eigenvalue of matrix ﬂf H, / (1 + aie / ft), Amax- Consequently, v
can be rewritten as

v = dw, (7.16)

where w denotes the unit-norm eigenvector of ICIf H, / (1 + o7, / ﬁft) associated with

its largest eigenvalue. Accordingly, the optimal combining vector, z, can be expressed

asz:I:Iev"v/ I:IEV?/’
F

Then, a methodology similar to that in Section 4.2.3 is used to determine the

values of the optimal beamforming weight vector w and the coefficient d. The solution
is given by
Lol o

|z (7.17)
i =@ — fp [f;l (d\ﬁ)zxm , 1=1,2,...,n,

where the coefficient d is the solution of the following equation

[wi| =

nr

ST )] = el (7.18)

i=1
7.4.2 Estimation of Coefficients K;z"H,.v and K, (ZHHEV)*

The coefficients K;z7H,v and K, (zH Hev) " are estimated before the signal detec-
tion. At the transmitter side, U pilot symbols are inserted before the data symbols in
each frame. Each pilot symbol is transmitted using the beamforming scheme. Taking
the HPA nonlinearity, I/Q imbalance and crosstalk into account, the received signal

can be expressed as
Voc = Kiz"Hovs, 0 + Ks (2"Hov) 8, o + Ki2" Ny o + Kb (27N, 0)",  (7.19)

where s, ¢ represents the 1 x U transmitted pilot symbol vector, with an average power
of &, per pilot, S, ¢ denotes the distorted version of s, ¢ due to HPA nonlinearity, and
N, ¢ is the ng x U noise matrix with elements belonging to i.i.d. complex circular

Gaussian distribution CN (0, Ny) uncorrelated with the transmitted pilot symbols.
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Then, making use of a similar methodology as the one adopted in our previous work,
the estimate of ®¢ = [¢pc1 dcp) = [K1z"Hov K, (z7H,v) *} using the LS method
can be expressed as

2 ) -1
e = 3,,0Q00 (QeQlc) (7.20)

where Q,c = [S)c é;VC}T. Consequently, the lower bound on the MSE between the

coefficient vector ®¢ and its estimation ®c is given by

2 2(’K1’2+‘K2\2) Ny

T UR(VE)

Then denoting W as the estimation error vector, the relationship between & and P

(7.21)

can be expressed as

do =P+ 7, (7.22)

where each element of vector W = [¢); 19| is a complex Gaussian distributed random

2
. . . g, .
variable, with zero mean and variance —*, uncorrelated with the elements of ®¢.

7.4.3 Signal Detection Using Compensation for RF Impair-

ments

Based on the estimation of the equivalent channel gain matrix H, and the coeffi-
cients vector ®¢, the received signal of the considered system (7.10) can be rewritten

as

J = dc17 + dpoor” + Kiz"n+ K, (z7n)". (7.23)

Then, the detection of X = [z 2*]” can be obtained using a similar methodology as

that in our previous work. Accordingly, we obtain

A A

X =o', (7.24)

dc1 dcp

and Y =[§ .
¢6,2 ¢a1

where ®,; =
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7.5 Performance Analysis

In this section, we analyze the performance of the MIMO TB scheme when im-
plementing the proposed compensation method for HPA nonlinearity, 1/Q imbalance
and crosstalk, in uncorrelated Rayleigh fading channels. The performance metrics

are the average SEP and the system capacity.

Based on (4.60) and (5.51), the approximate output SNR for the considered MIMO
TB system is given by
¥ = d*wY Amax, (7.25)

2

(1K11>— K2 )
(1K1 P+ Ko ) (| K0 P+ K2 +702)
SNR per receive antenna. A lower bound on d can be obtained as

where w = and where 4 = Py/N, denotes the average

i = [ 11 (VR (7.2

which is achieved when |@;| =1, |@;| =0 (j =1,2,...,n7,j #1).

Making use of a similar methodology as that in Section 5.5.1, it is observed that
the Wishart matrix H7H, / (1+ 0% /B%) has the same PDF as that of the matrix
H”H,. Thus, the output SNR can be finally rewritten as

= d*wBy A, (7.27)

max’

max

H
where \{ . is the largest eigenvalue of the Wishart matrix (CIDE/ 2H<I>1T/ 2) <I>11{/ 2H<I'¥ %,

However, the provided expressions are too complex to achieve tractable perfor-
mance analysis, such as average SEP and system capacity, for arbitrary nt X ng
MIMO configurations. Herein, we focus on MIMO TB implementing 2 x m or m x 2

multi-element antennas. Above all, let n = min (ny,ng), m = max (nr,ng), and

denote 2 € C™*" and X € C™*™ as

= (7.28)
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D1, ng < nr,
HE (7.29)
¢R7 nr > N,

with eigenvalues w; < ... < w, and 01 < ... < 0y, respectively. Then, the CDF of

AS s 1S given by [100]:

max

det (€2) N s+O(t) m—1 t
g (N) = X (1) (0500)"™ " Az (017) Qu (V)
58,0 2 2 ! (%) Qus
(7.30)
where
t t<s,
9 (t) = i (7.31)
t—1,t>s,
ot = ok =1,...,m\ {s,t}}, (7.32)
1 __» A _ A A
Qs (N) = 3¢ waos P (m, “ 0o ) e w10t P <m, _Wlat) , (7.33)

-1
with P(L,y) = 1 —e ¥ > yk—];, and A,, (-) denoting a Vandermonde determinant
k=0

in the eigenvalues of the m-dimensional matrix argument, expressed as A,, (2) =
m

[] (01— ow).

k<l

7.5.1 Average Symbol Error Probability

The average SEP for general modulation formats in the scenario with additive

white Gaussian noise can be expressed as [105)]

P =E {aQ (JM)} , (7.34)

where E {-} denotes the expectation operator, @ (-) represents the Gaussian Q-function,
and (a, b) are modulation-specific constants, e.g., (a,b) = (1, 1) for BPSK, and (a = 2,
b ~ sin® (/M) for M-PSK [105].

Now, we recall that the entries of the effective post-processing noise caused by
the three impairments are not necessarily Gaussian distributed. However, an upper

bound on the average SEP can be obtained under the assumption that the interference
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and noise are Gaussian random variables.

Using a similar methodology as that in Section 3.4.1, the upper bound on the

average SEP can be expressed as

av'b det AR _
Psup s+19 (O_so_t)m 1 Am—Q (O_[S,t])
2\/_A2 ; t:lzt;és

1 1
{QCRF [\/ ( ) +\/ )—\/ﬂ(b—i— + )]
W20 sCRF w1UtCRF W20 sCRF W10¢CRF

3

-1k 2k - 3"\/‘ 1 3k

2
+ b)
E!( 2CRF wgas w1<7tCRF

+

e
Il

1

1 1 bz k ba*
- - ( + b> — s (7.35)
(w10¢)" \W205CRF (wr0v) (waos)

where crrp = d2, wB%7.

7.5.2 System Capacity

A lower bound on the system capacity of the considered MIMO TB system with
compensation for HPA nonlinearity, I/Q imbalance and crosstalk can be expressed in

[bps/Hz| as

C' = Eye {log, (14 crrAS)} - (7.36)

Making use of a similar methodology as that in Section 3.4.2, a lower bound on

the system capacity is given by

det (€2) m.om ) B
low frg . S+ (t) m—1 [s7t]
¢ crr 20, (Q) A, (2) > > (0500)™ " X Apg (o1

9 1 1 1 1
X ¢ Cgpp |—In —In +1In +
W10tCRF W20 sCRF W20 sCRF W10tCRF
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Figure 7.2: Average SEP versus 4 of MIMO TB with RF impairments for different
modulations formats (np =ngr =2, =1, ILR = —20 dB, U=32, ar = ag = —10 dB).

1 1 S SR S 1 1
— ew29sRF [ [ ———— | 4+ ew29serr ' @19terr ) +
W20 sCRF W20sCRF  W10tCRF

b ()] B ()
— EW1OtCRF ><E1 - + EW205CRF
W1O(CRF k w10y

1

1-1
1
I—k+1
f—-k+1, —
% Z <Ld20-s) % ( * ’WQO'SCRF)
1 k 1—-1 1
wrote et r(—-k+1 —— . 7.37
+(w205) e RFZC <W10t) ( * ’wlatcRF) (7.37)

where I' (o, z) = f:oo t*le~tdt denotes the complementary incomplete Gamma func-

tion and Ey (u) = [~ &

3

B
Il

order.

7.6 Numerical Results

In this section, we present numerical results illustrating the performance of the

MIMO TB system with compensation for HPA nonlinearity, I/Q imbalance and
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Figure 7.3: Average SEP versus 4 of MIMO TB with RF impairments for different values
of ap, ag and § (nT = 3, ng = 2, QPSK, ILR = —20 dB, U=32).

crosstalk over uncorrelated Rayleigh fading channels, specifically on the average SEP
and system capacity. Herein, we consider the SSPA model for the nonlinear HPA,
with the output saturation voltage set to A,s = 1. We fix the ratio of the pilot power
to the noise power spectral density &,/ N, at 10 dB.

First, we show the average SEP versus the average SNR per receive antenna
~ for the 2 x 2 MIMO configuration, taking the modulation order as parameter, in
comparison with simulation results. We consider 5 = 1 in the SSPA model. As for the
image-leakage ratio of the 1/Q imbalance, we choose ILR = —20 dB. Furthermore,
we set U = 32 and ar = ag = —10 dB. The average SEP of the MIMO MRT/MRC
system in the case without HPA nonlinearity, 1/Q imbalance and crosstalk is taken
as the performance baseline. Fig. 7.2 indicates that the HPA nonlinearity, 1/Q
imbalance and crosstalk can be efficiently compensated using the proposed method
in the presence of crosstalk. The residual degradation on the average SEP, due to

these three impairments, increases as 7y gets larger.

To further illustrate the effects of HPA nonlinearity, I/Q imbalance and crosstalk
on the average SEP, results for different values of ar, ar and (3, taking QPSK as the
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Figure 7.4: System capacity versus 4 of MIMO TB with RF impairments for different
values of ar, ag and ILR (nr =nr =2, =1, U=32).

modulation scheme in the 3 x 2 MIMO configuration are provided in Fig. 7.3. In this
case, we set ILR = —20 dB and U = 32. As observed, the average SEP decreases
as the HPA parameter 3 becomes larger. In addition, the degradation caused by the
crosstalk on the average SEP increases in the high 4 range. On the other hand, for low
values of 7, the average SEP is reduced, profiting from the crosstalk. Furthermore,
the cross point in 4 between the constructive and destructive effects of the crosstalk

becomes larger when the parameter 3 decreases.

In Fig. 7.4, we show the the lower bound on the system capacity versus the
average SNR per receive antenna 7 in the case with ny =ng =2, =1 and U = 32.
As noticed, the distortion due to HPA nonlinearity and I/Q imbalance results in a
decrease in the capacity of MIMO TB systems. On the other hand, the capacity

improves, profiting from the crosstalk.

Finally, in Fig. 7.5, we represent the lower bound on the system capacity as a
function of the crosstalk, taking into account the three impairments, for the case with
74 =10dB and ILR = —20 dB. The effects of nt and § on performance are shown in
this figure. It is observed that for arbitrary MIMO configurations and parameter [,
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Figure 7.5: System capacity versus crosstalk of MIMO TB with RF impairments for
different values of nr, ng and 8 (ar = agr =, ¥y =10 dB, ILR = —20 dB).

the system capacity increases as the crosstalk parameters ar and ag become larger.

7.7 Summary

In this chapter, MIMO TB systems with multiple RF impairments, including HPA
nonlinearity, I/Q imbalance and crosstalk, were studied. We proposed a compensation
method for the joint effect of HPA nonlinearity, I/Q imbalance and crosstalk. Then,
we obtained an upper bound on the average SEP and a lower bound on capacity
of the considered MIMO TB system using the proposed compensation method in
Rayleigh fading environment. Numerical results showing the effects of several system

parameters on performance were presented and discussed.



Chapter 8

Conclusions and Further Research

8.1 Conclusions of the Dissertation

In this dissertation, we investigated the analysis and compensation of channel
impairments (spatially-correlated and keyhole fading channels, impairments in M-
to-M communications) and RF impairments (HPA nonlinearity, I/Q imbalance and
crosstalk) both separately and together for MIMO wireless communications systems.
Analytical expressions for different performance metrics were derived in closed-form
or approximate-form. This gave a comprehensive understanding on how channel and
RF impairments can affect the performance of MIMO systems. The investigation
on the channel and RF impairments made the advantages of MIMO systems, such
as diversity gain and multiplexing gain, easy to be achieved in practical system im-
plementations. Moreover, it provided a comprehensive method to investigate channel
and RF impairments in other communication systems such as cognitive radio networks
and cooperative communications. Specifically, the contribution of the dissertation is
concluded as follows:

In Chapter 2, we proposed a cross-layer design for MIMO OSTBC over spatially-
correlated and keyhole Nakagami-m fading channels. Numerical results were also
presented to illustrate the effects of various parameters on the system performance. In
particular, the ASE was shown to become more discrete and the oscillatory behavior

of the average PLR curves increases as the spatial correlation becomes smaller. In
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addition, the discrete property of the ASE and the oscillatory behavior of the average
PLR curves become less visible in keyhole Nakagami-m fading channels, compared to

the i.i.d. Nakagami-m case.

In Chapter 3, impairments in M-to-M communications were investigated. The
performance of M-to-M MIMO MRC systems in double-correlated channels was eval-
uated in terms of average SEP, ergodic capacity and outage probability. The receive
and transmit correlation functions were investigated taking into account fast fading
and shadowing in a 3D M-to-M MIMO channel model. Numerical results and com-
parisons were presented. In particular, the average SEP was shown to increase as
the shadowing standard derivation increases. It was also shown that the larger the
degree of scattering around the transmitter in the x-y plane is, the higher the outage
probability will be due to the higher non-isotropic scattering, and that the effect of

path loss on performance is more visible than that of spatial correlation.

In addition to the investigation on channel impairments addressed in Chapters 2
and 3, the analysis and compensation of RF impairments were studied. In Chapter
4, a MIMO-OSTBC system that accounts for HPA nonlinearity was considered. We
proposed a constellation-based compensation method and a SMC-based compensa-
tion algorithm for HPA nonlinearity in the case with and without knowledge of the
HPA parameters, respectively. Using the proposed compensation schemes, the system
performance was analyzed in terms of average SEP, TD and system capacity, when
the system operates under uncorrelated Nakagami-m fading. It was shown that the
constellation-based compensation method can efficiently mitigate the effect of HPA
nonlinearity with low implementation complexity, and that the SMC-based compen-

sation scheme is effective in the case without knowledge of the HPA parameters.

MIMO TB schemes with nonlinear HPAs were also studied in Chapter 4. It was
illustrated that the conventional MRT /MRC scheme becomes suboptimal in the pres-
ence of HPA nonlinearity, where the spatial diversity cannot be efficiently obtained
by the MRC. Then, we sought the optimal TB scheme with the optimal beamforming
weight vector and combining vector for operation under HPA nonlinearity, by maxi-

mizing the output SNR. In addition, an alternative suboptimal but much simpler TB
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scheme, namely, QEGT/MRC, was investigated, which is feasible in the case with
nonlinear HPA, profiting from the property that the elements of the beamforming
weight vector have the same constant modulus. We derived lower and upper bounds
on the average SEP and mutual information with Gaussian input for the proposed
optimal TB scheme in the presence of HPA nonlinearity, when operating under un-
correlated quasi-static frequency-flat Rayleigh fading. Moreover, a lower bound on
the average SEP and an upper bound on the mutual information were provided for

the QEGT/MRC scheme.

In Chapter 5, a MIMO MRC system model that takes another RF impairment,
namely, I/Q imbalance, into account was developed. A channel estimation scheme
considering the I1/Q imbalance was proposed to perform the MIMO MRC, where the
length of pilot symbols used to achieve the same estimation performance as in the
case with ideal I/Q branches is twice that in the latter. Furthermore, we proposed
a compensation algorithm for the 1/Q imbalance, which can efficiently mitigate the
deterioration that results from said imbalance. The effect of I/Q imbalance and
proposed compensation algorithm on the performance for MIMO MRC systems was
evaluated in terms of average SEP, outage probability and system capacity, which

were derived considering transmission over uncorrelated Rayleigh fading channels.

Moreover, another RF impairment, namely, crosstalk, was evaluated in Chapter 6.
In particular, the impact of crosstalk on the performance of MIMO TB systems was
evaluated in terms of average symbol error probability and system capacity, which
were derived considering transmission over uncorrelated Rayleigh fading channels.
Importantly, it was observed that the impact of crosstalk on performance can be

constructive or destructive.

Finally, in Chapter 7, a compensation method for the joint effect of HPA nonlin-
earity, I/QQ imbalance and crosstalk was proposed for MIMO TB systems. Then, we
obtained an upper bound on the average SEP and a lower bound on capacity of the
considered MIMO TB system using the proposed compensation method in a Rayleigh

fading environment.
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8.2 Topics for Future Research

In the following, we provide some topics for further research, which are articulated

for the research fields examined in this dissertation.

RF-Baseband Co-Design for Further Wireless Communication Systems

with RF Impairments

This research theme aims at investigating RF-baseband co-design for further wire-
less communication systems with various RF impairments. Hybrid compensation
techniques at both RF and baseband levels for RF impairments, including HPA non-
linearity, LNA nonlinearity, I/Q imbalance, crosstalk, antenna coupling, phase noise,
imperfect timing synchronization and echo, are to be proposed to eliminate or miti-
gate the impacts of RF impairments. The proposed RF-baseband co-design will make
cooperation between device level design and system level compensation. Based on
this, it will give new criteria for the design of further wireless systems.

The areas of this research include the baseband design, advanced RF front-end
design, power amplifier design and linearization, MIMO-OFDM transceiver design,
design of circuits and systems, digital signal processing/field-programmable gate ar-
ray (DSP/FPGA) development, and noise measurement techniques. The required
facilities include computer aided design (CAD) based software tools, test benches,
and rapid prototyping setups. Therefore, it is an interdisciplinary investigation for
the general communications field, which will undoubtedly make significant contribu-
tions to the scientific community and bring a new trend for the design and analysis of
future wireless communication systems. It will provide a comprehensive method to
investigate RF impairments in various communication systems such as cognitive ra-

dio networks, cooperative communications, “green” networks, 3GPP LTE-Advanced,

WLAN and WiMAX.
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Appendix

A.1 Proof of Proposition 1

Denote the term

1
5 3) DOHD SETI

i1=110=1

2

HX, (¥

ivizing) — Yp

F
inp=

in (4.36) as g (ﬂ) This term can be rewritten as
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1 al .
:W Z Z Z Wiy 250+ Inp { |:HX (\II“ 127---’LnT> Xf (lIlll io Z"T) HH:|
11=112=1 znT
T (Y X (@i ) B = T [ (W4, ,) YE | 4 T (Y, Y2 |

where Tr (-) denotes the trace of a matrix. Then, the differential of g (ﬂ) can be

found as

p— p i
oH
+a |:TI' (HXp (lI’zl 12""Z”T) Xf (\Il”bl 22 “T) H)i|
OH*
LR N
=22l D Winineing
i1=liz=1  ipp=1
% [X, (W) X (W) = Y XE (B,
(A.3)
Finally, by setting the differential to zero, the estimate Hyg is obtained as
N
HLS ~ Z Z Z w“ ia,. I”TY XH (\Ilil,ig,..AinT)
11=1149=1
1=1122= . .
X Z Z Z Wy, 125 inp p \Ililai27---inT) XII,{ (lIlil,iQ,...inT) : (A~4)
i1=119=1 in np=
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A.2 Proof of Theorem 1

Assuming that 02 < 1, the term @gl in (5.30) can be approximated by the linear

part of a Taylor expansion as

=~ o ! (I, - 0,8,1). (A.5)

Hence, substituting (5.28) and (A.5) into (5.30), the estimate of the transmitted

symbols can be further expressed as

Xwiewe & X + ®;'Ny — @;'0,X — ;' 0,8,'N,. (A.6)

We denote the effective post-processing noise as

N, = Xwiewe — X
~®,'N;— &' ¥, X — &' ¥,d "N, (A7)

whose covariance matrix can be obtained using an approach similar to that taken to

derive [134, eq. (11)], as follows,

B NGNY| ~E [0, (@) {10 + K ) Vo

Ryt + T (P 4 ) N [ir (21 (2,1)")] Jooa
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Moreover, by taking into account the estimation error for the channel gain matrix H

specified in Section 5.3.1, matrix ®, is given by

@d - ¢d7I:I _l_ ®d7I:I’

where

wHHHHw
B, B
(I)d,ﬁ =

wHHHH
Korn ey, &

KIWHAI:IH@W
[[Fwl],,

@d,ﬂ =

K* wiHZ 0w

2 el

(A.9)
wlH” Hw
('Oh H‘:;Lw) , (A.10)
(ph e )
(i)
. ‘L:’jlgw (A.11)
()

Under the assumption that aﬁ?WI < 1, and making use of a Taylor expansion, the

matrix <I>;1 can be approximated as

TR (I

9 — @di{q);iﬁ) .

(A.12)

Thus, the term £ [q);l (q);l)H] in (A.8) can be expressed as

—1 —1
FE [@;1 (@;1)1{} ~ (@5H<I)d7ﬂ) X (1 + (|K1’2 + ‘K2‘2) aétr ((@gﬁ@dH) )) .

(A.13)

It can be obviously shown that the first term in the right-hand-side of (A.13) is given

by
2 2 >
) - (e )]
dH " dH (’K1’2 — |K2|2) Amax MQ,I Ml,l ’
where
(151 + 152 ]) A
My — : (A.15)

2
1+ Th Wi



APPENDIX A. APPENDIX 175

M2,1 = —2K1K; Ph <A16)

Aw| )
and Amax and of y; are as defined in Section 5.3. Then, substituting (A.14) into

(A.13), the term E [@gl (@;1)}]} can be further expressed as

1+ o} ?
E [cIrl P! H} ~ B, W1
d ( d ) (|K1|2 . |K2|2) /\max

2
K2+ |K,2\ 202 M, M:;
y ’ 1’2 + | 2\2 h,WI 1,1 2,1 (A.17)
‘Kl‘ - ’K2’ Amax M2,1 M1,1
Based on the above, the term E [Tr ((I)(}l ((I'gl)Hﬂ in (A.8) is given by
2 (K1 ]* + |Ks]?) (1 + o2
E [Tr <¢;1 (@;1)H>i| o~ (| 1‘ ; ’ 2’ )2( . h,WI)
(|K1| _|K2‘ ) /\max
2
K241\ 202
< e (! 1|2 | 2|2 | (A.18)

Finally, by substituting (A.17) and (A.18) into (A.8), and applying the latter to the

SNR definition ’yvl\ég\{vl\éRc = , where (E [Nde D denotes the (1,1)
11

GEATm

element of the matrix E [NdNﬂ, the effective output SNR of the MIMO MRC

system under study can be approximated as (5.31).
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Appendix B

Résumé

B.1 Introduction

B.1.1 Contexte et Motivation
Systemes de Communication Sans Fil MIMO

La croissance sans précédent, au cours des dernieres décennies, de la demande
de communications haut débit fiables afin de soutenir des applications multiples, par
exemple, la voix, la vidéo, le Voice over Internet Protocol (VolIP), et la navigation
sur le Web, met en évidence la nécessité de nouvelles techniques de transmission
prometteuses. Dans les années 1990, les techniques multiple-input multiple-output
(MIMO) ont été inventées et représentent un moyen efficace pour améliorer la ca-
pacité du canal et la fiabilité de la transmission, a savoir, un gain de multiplexage et
un gain de diversité. Les techniques MIMO peuvent étre classées en plusieurs types,
a savoir, le space-time block code (STBC), le space-time trellis code (STTC), les codes
espace-temps en couche et le MIMO mazximal ratio combining (MRC) avec transmit

beamforming (TB). Les systemes STBC peuvent atteindre une diversité de trans-



APPENDIX B. RESUME R-2

mission et de réception en utilisant un processus de transmission-réception simple,
mais efficace. Le STTC peut atteindre un gain de codage par rapport a STBC mais
avec un cott de complexité de décodage accru, ou la structure en treillis détermine
les symboles codés a transmettre a partir des différents éléments d’antenne. Comme
pour le code espace-temps en couches, ils se concentrent sur le gain de multiplexage
spatial. D’autre part, si le channel state information (CSI) est parfaitement connue
I’émetteur, le TB et la technique de water filling associés a la MRC peuvent étre
utilisés pour obtenir un gain de diversité et une capacité plus grande. En raison de
ces grands avantages, les techniques MIMO ont été incluses dans plusieurs normes
pour les systemes de communication sans fil futurs, tels que le 3rd Group Partnership
Project (3GPP) Long Term Ewvolution (LTE) et LTE-Avancée [2].

Cependant, tous les schémas MIMO mentionnés ci-dessus sont des techniques de
communication en bande de base et sont liés a la condition de canal et a la radio fre-
quency (RF) pour les opérations. En pratique, la performance du systeme est affectée
par des déficiences des canaux et du RF, tels que canaux a évanouissements spatiale-
ment corrélées et a keyhole, les canaux mobile-to-mobile (M-to-M), la nonlinéarité
high-power amplifier (HPA) | le déséquilibre in-phase and quadrature-phase (1/Q), la
diaphonie, la nonlinéarité low-noise amplifier (LNA), le couplage d’antenne, le bruit
de phase, le décalage en fréquence, la synchronisation temporelle imparfaite et 1’echo.
Dans cette these, nous nous concentrons sur les canaux a évanouissements spatiale-
ment corrélées et a keyhole, les canaux M-to-M, la nonlinéarité HPA, le déséquilibre

I/Q et la diaphonie.

Canaux 4 Evanouissements Spatialement Corrélés et a Keyhole

Dans la pratique, les canaux a évanouissement sur lesquels les régimes du MIMO

fonctionnent ne peuvent pas étre indépendent and identiquement distribués (i.i.d.) en
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raison de la corrélation spatiale ou des phénomenes du trou de serrure (keyhole) [8]. La
corrélation spatiale peut surgir lorsque les éléments de la transmission/réception des
réseaux d’antennes ne sont pas suffisamment espacés et/ou en raison des mauvaises
conditions de dispersion [9]. D’autre part, en présence du phénomene du trou de ser-
rure dans I’environnement de la propagation MIMO, 'onde radio émise par I’émetteur
au récepteur doit se propager travers le trou de la serrure dans l'espace [22]. Les pro-
priétés des corrélations spatiales et les trous ont été étudiées dans [23], ot des modeles

canoniques physiques de trous de serrure ont été présentés.

Communications Mobile-a-Mobile

Dans les systemes de communication sans fil, les émetteurs et les récepteurs peu-
vent a la fois étre en mouvement: le canal est alors dénommé par le canal de com-
munication M-to-M. En outre, dans des environnements riches en diffusion, par ex-
emple, les zones urbaines a forte densité de batiments, les ondes peuvent ne pas se
diffuser seulement dans le plan horizonal uniquement. Dans ce cas, la modélisation
géométrique 3D représente un outil adéquat pour décrire 'environnement de propa-
gation sans fil. Pour le systémes de communication M-to-M équipés d’antennes de
faible altitude et émetteurs-récepteurs multi-antennes mobiles, les canaux de diffusion
3D peuvent étre caractérisés par le modele a deux cylindres, avec un cylindre autour

de I'émetteur et I'autre autour du récepteur [29].

Nonlinéarité HPA

HPA est un bloc primaire des systemes de communication sans fil, qui opere au
niveau du RF. En pratique, les distorsions non linéaires, y compris les distorsions
d’amplitude et de phase, sont introduites dans les symboles transmis, qui a leur tour

peuvent provoquer des distorsions des canaux adjacents et des pertes de puissance.
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A cet égard, plusieurs régimes de compensation pour la non-linéarité HPA ont été
proposés, et peuvent étre classés en deux catégories: la compensation au niveau
de I’émetteur ou du récepteur. Les méthodes mises en ceuvre a I'émetteur inclu-
ent la puissance marche-arriere, les techniques de réduction peak-to-average power
ratio (PAPR) et les techniques de linéarisation [34,42]. Par exemple, la méthode
prédictive, la méthode de rétroaction et la prédistorsion, représentent des techniques
de linéarisation. D’autre part, le scénario de transmissionen de liaison montante exige
une compensation de la nonlinéarité HPA au récepteur, par exemple, la postdistor-

sion, la péréquation non linéaire et la détection itérative [34].

Déséquilibre 1/Q

Le déséquilibre 1/Q fait référence a la discordance entre les composants in-phase
(I) et quadrature-phase (Q), c’est-a-dire, le décalage entre les parties réelle et imag-
inaire du signal complexe [44]. Cela se produit en raison de la précision limitée
du matériel analogique, telles que les tolérances limitées des condensateurs et des
résistances. Récemment, plusieurs régimes d’indemnisation pour les déséquilibre 1/Q
ont été proposés et peuvent étre divisés en deux types: les méthodes de compensation
et les méthodes sans estimation des parametres du déséquilibre 1/Q, respectivement.
Par exemple, la compensation de l'interférence fondée sur I’annulation et la compen-
sation basée sur la séparation aveugle de source, qui ne nécessite pas de signaux de
formation, représente des méthodes dédommagement sans estimation des parametres
du déséquilibre 1/Q [49,52,53]. D’autre part, le signal émis peut étre détecté apres
que la gain de canal et les parametres de déséquilibre I/Q sont estimées en utilisant
des signaux de formation. Par exemple, une méthode de compensation basée sur des
propriétés algébriques des modeles de signaux dérivés combinée avec des données de

pilotage appropriée a été proposée pour les systemes MIMO STBC dans [49].
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Diaphonie

Dans printed circuit board (PCB), un des aspects les importants est la diaphonie,
qui se réfere aux couplages électromagnétiques imprévus entre les traces, les fils,
les terres de PCB, ainsi que tout autres objets des composants électriques sujets aux
perturbations des champs électroniques et qui sont a proximité les uns aux autres [57].
Pour éviter la diaphonie dans le PCB, des techniques de design et de layout ont été
proposées, telles que la maximisation des distance de séparation entre les composants,
ce qui porte les traces & un plan de référence [65]. Cependant, les effets de la diaphonie
ne peuvent pas étre completement éliminés dans la cadre de PCB et des méthodes de
compensation de bande de base sont nécessaires pour éliminer ou atténuer les effets
de diaphonie résiduelle.

Dans le cas de dégradations de canal et RF, des avantages des systemes MIMO,
tels que le gain de diversité et le gain de multiplexage , ne sont pas visible ou ne
peuvent plus étre atteints. Par conséquent, il est essentiel d’étudier I'impact du canal
et des déficiences RF sur les systemes de communication MIMO et les méthodes de

recherche d’indemnisation efficace pour éliminer ou atténuer ces déficiences.

B.1.2 Objectifs de la Recherche

Le theme de recherche de cette these vise a étudier les déficiences du canal et du RF
dans les systemes de communication sans fil MIMO. Tout d’abord, nous comprenons
les concepts mentionnés ci-dessus a savoir déficiences du canal et du RF et évaluons
leurs effets sur la performance des systemes MIMO par I’analyse théorique et assistée
par simulation ordinateur. Plus précisément, les modeles de systeme MIMO modifiés
prenant en compte le canal et les déficiences du RF seront fournis, ainsi que les

expressions correspondantes pour les mesures de performance dans une expression
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analytiques ou une forme approximative. Sur cette base, nous allons donner un critere
pour la conception des systemes MIMO, tels que les méthodes de compensation pour
les déficiences et les parametres de réglage pour la conception émetteur-récepteur.
La recherche fera que le gain de diversité et le gain de multiplexage faciles sont a

atteindre dans les implémentations d’un systeme pratique.

B.1.3 Contribution de la Dissertation

La contribution de cette these peut se résumer en quelques égards comme suit:

i) Un design de régime inter-couches qui combine I’ adaptive modulation and coding
(AMC) de la couche physique avec la truncated automatic repeat request (T-ARQ)
de la couche de liaison est proposé pour le systemes MIMO employant ’OSTBC. La
performance de la proposition de la conception d’inter-couches est évaluée en termes
de average spectral efficiency (ASE), de average packet loss rate (PLR) et de proba-
bilité de panne, pour lesquels des expressions analytiques sont dérivées, considérant
la transmission sur deux types de canaux a évanouissement du MIMO, a savoir, les
canaux a évanouissement spatialement corrélées Nakagami-m et les canaux a keyhole
Nakagami-m.

ii) Nous considérons le systeme M-to-M MIMO MRC et évaluons ses perfor-
mances dans les canaux spatialement corrélées. L’analyse suppose les canaux a
évanouissement doublement-corrélés Rayleigh-et-Lognormal et est effectuée en termes
du SEP moyen, de la probabilité de coupure et de la capacité ergodique. Pour obtenir
les fonctions de correlation spatiale pour la réception et la transmission nécessaires
a l'analyse des performances, un modeele MIMO 3D M-to-M de canal, qui prend en
compte des effets de I’évanouissement rapide et 'ombre, est utilisé. Les expressions

pour les parametres considérés sont dérivés en fonction du average signal-to-noise
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ratio (SNR) par antenne de réception en forme analytique, et une harmonisation plus
poussée a l'aide de la méthode adaptative récursive quadrature Simpson.

iii) Les systemes MIMO-OSTBC en présence de nonlinéarité HPA sont étudiés
dans cette these. Plus précisément, nous proposons une méthode de compensation
basée sur la constellation de la nonlinéarité pour les HPA dans le cas avec connaissance
des parametres de la HPA a I’émetteur et au récepteur, ou les régions constellation
et la décision du signal déformé transmis sont connues a l'avance. En outre, dans
le scénario sans connaissance des parametres de la HPA, une méthode de sequential
Monte Carlo (SMC) de compensation basée sur la nonlinéarité HPA est proposée, qui
estime, premierement, la matrice du gain du canal au moyen de la méthode SMC, et
qui utilise, ensuite, ’algorithme basé SMC pour détecter le signal désiré.

iv) Les systemes MIMO TB en présence de nonlinéarité HPA sont étudiés dans
cette these. Plus précisément, nous proposons le régime optimal TB avec le vecteur
poids beamforming et le vecteur combinant optimaux, pour les systemes MIMO avec
la nonlinéarité HPA. En outre, une d’autre alternative sous-optimale mais beaucoup
plus simple, a savoir, le quantized equal gain transmission (QEGT), est proposée. Ces
bénéfices proviennent de la propriété que les éléments de la formation de faisceaux
vecteur de poids ont un méme module constant. La performance du régime TB-
optimal proposé et la technique QEGT/MRC en présence de la nonlinéarité HPA est
évaluée en termes de SEP moyenne et d’information mutuelle avec entrée gaussienne,
en tenant compte d’une transmission sur un canal de Rayleigh, décoeeélé, quasi-
statique et a fréquences plates.

v) On étudie les effets du déséquilibre 1/Q) sur les performances des systemes
MIMO MRC qui exécutent la combinaison au niveau RF. Nous proposons un algo-
rithme d’estimation de canal qui compte pour le déséquilibre I/Q. En outre, un algo-

rithme de compensation pour les déséquilibres I/Q dans les systemes MIMO MRC est
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proposé: il emploie la technique LS pour estimer les coefficients de la matrice de gain
du canal, du beamforming et la combinaison des vecteurs de poids, et les parametres
de déséquilibre 1/Q conjointement, puis utilise le signal regu avec son conjugué pour
détecter le signal transmis. Les performances du systeme MIMO MRC a I’étude sont
évalués en termes de SEP moyenne, probabilité de coupure et de la capacité ergodique,
qui sont dérivées en considant la transmission sur les canaux Rayleigh.

vi) Les performances des systémes MIMO MRC, en présence de diaphonie sont
tévaluées dans cette these. L’effet de la diaphonie sur les performances du MIMO
MRC est étudiée en termes de la SEP et de la capacité du systeme, considéraut la
transmission sue des canaux Rayleigh corrétés des un moyenne.

vii) Nous étudions les effets conjoints de nolinéarité HPA, déséquilibre I/Q et de la
diaphonie, sur les performances des systemes MIMO TB, et proposons une méthode
de compensation pour les trois mémodes ensemble. Les performances du systemes
MIMO TB équipés du régime d’indemnisation proposé sont évaluéens en termes de
SEP moyenne et la capacité lorsque les transmissions sont effectuées sur un canal de

Rayleigh corrélé.

B.2 Canaux a Evanouissements Spatialement

Corrélées et a Keyhole

Dans cette section, nous proposons un design d’inter-couches combinant la couche
physique d’AMC et la couche de liaison de systemes T-ARQ pour les systemes MIMO
dans des canaux spatialement corrélés et keyhole Nakagami-m. Le schéma correspon-
dant est représenté sur la Fig. B.1. AMC au niveau de la couche physique est utilisée

pour améliorer 'efficacité spectrale des systemes sans fil, en sélectionnant la mod-
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Figure B.1: Schéma pour la conception inter-couches basée sur les MIMO-OSTBC
sysemes.

ulation and coding scheme (MCS), conformes aux variations du SNR regu, tout en
satisfaisant le systeme en exigence sur la PLR [83]. Les canaux MIMO sont convertis
en un scalaire équivalent signal-input single-output (SISO) pour que les MCSs puis-
sent étre choisies en fonction du SNR effectif sur le canal équivalent. Le automatic
repeat request (ARQ) dans le lien de couche peut aussi étre utilisé pour augmenter la
fiabilité de la transmission en renvoyant un paquet de données a chaque échec d’une
précédente tentative de transmission. Les effets du canal déficient, la corrélation
spatiale décoloration et a Keyhole, sont évalués sur la base de notre mécanisme inter-

couches.

La corrélation spatiale survient lorsque les éléments de la transmission/réception
sur les réseaux d’antennes ne sont pas suffisamment espacé et/ou en raison de mau-
vaises conditions de dispersion. D’autre part, dans certains environnements de prop-
agation MIMO, les ondes radio envoyées par I’émetteur au récepteur doivent se
propager a travers le trou de la serrure dans l’espace. La matrice du gain de canal a

Keyhole MIMO Nakagami-m peut étre exprimé comme [92]

Hyp, = hgh (B.1)
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ou ht et hr désignent des vecteurs nt X 1 et ng x 1 modélisaut les coefficients
d’évanouissement au niveau émetteur et récepteur, respectivement. Notez que toutes

les entrées du canal matrice du gain Hgj, ne sont pas corrélées, mais rank (Hgy, ) = 1.

La performance est évaluée en termes de ’ASE, la moyenne du PLR et la prob-
abilité de panne. Les résultats numériques sont présentés pour illustrer les effets de
divers parametres sur les performances du systeme. En particulier, ’ASE devient de
plus en plus discrete et le comportement oscillatoire des courbes de la moyenne PLR
augmente a mesure que la corrélation spatiale devient plus petite. En outre, la pro-
priété discrete de I’ASE et la comportement oscillatoire des courbes de du moyenne
PLR devient visible moins en canaux a évanouissement a keyhole Nakagami-m par

rapport au cas i.i.d Nakagami-m.

B.3 Communications Mobile-a-Mobile

Les canaux 3D M-to-M peuvent étre considérés comme un type général de la
double-corrélation des canaux a évanouissement, ou I’émission et la réception de la
corrélations sont dues a la diffusion et 'ombrage. Les travaux actuels sur modélisation
M-to-M de canal examinent les facteurs des effets des évanouissements rapides causés
par les trajets multiples, tels que le décalage de phase aléatoire, le retard de propaga-
tion et l'effet Doppler, dans la modélisation de la variables dans le temps de réponse
impulsionnelle du canal. Dans cette section, l'effet de la corrélation spatiale sur la
performance des systemes MRC M-to-M MIMO est évaluée pour les transmissions sur
des canaux a évanouissement Rayleigh-et-Lognormal doublement-corrélés considérant
I’évanouissement et ’'ombrage rapide. Nous considérons un environnement de diffu-

sion 3D a propagation NLoS, qui peut étre caract érisé par le modele a deux cylindres
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Y

Figure B.2: Le modeéle a deux cylindres pour canal M-to-M MIMO.

illustré [29, Fig. 1]. !

Nous déduisons 'expression du SEP moyen en fonction du SNR moyen par an-
tenne de réception, 7, dans le temps, de configurations MIMO 2 X ng ou nt x 2 des
systemes en forme analytique en utilisant une approche qui est beaucoup plus sim-
ple que celle prise en [100] pour obtenir I'expression du SEP moyen dans les canaux
Rayleigh double-corrélémeut. Par ailleurs, les expressions de la capacité ergodique
et la probabilité de panne en fonction du SNR moyen par antenne de réception sont
dérivés en forme analytique, ce qui n’a pas été fait dans les travaux précédents, par
exemple [100] ou [101]. Les résultats correspondant au moyennage sur les variations

du moyen SNR par antenne de réception sont estimés a l'aide du méthode récursife

'Pour commodité, cette illustration est représenté sur la Fig. B.2.
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adaptatife de quadrature de Simpson.

En outre, les résultats numériques sont fournis et 'effet de parametres du systeme,
tels que la distance entre les éléments d’antenne, 'angle d’élévation maximum de
diffuseurs, I’angle d’orientation de réseau d’antennes dans le plan x-y, I’angle entre le
plan x-y et 'orientation réseau d’antennes, et le degré de dispersion dans les x-y plans,
les performances du systeme, sont étudiés et discutés. Notamment, la performance de
SEP moyenne en fonction des angles relatifs entre le réseau d’antennes et les diffuseurs
locaux autour de I’émetteur et le récepteur, c’est a dire, |0 — pr| et |0gr — pr|, montre
une réduction de fagon spectaculaire avec des valeurs croissantes de |61 — pr| lorsque
I’angle entre le plan x-y et le transmettre orientation antenne réseau diminue. En
outre, le SEP moyen augmente avec la dérivation standard de l'ombrage. Il est
également montré que plus le degré de dispersion autour de I’émetteur dans le plan
x-y est élevé, plus la probabilité de coupure augmente, ceci est due a la diffusion
non-isotrope, et que l'effet de la perte de trajet sur la performance est plus visible

que celui de corrélation spatiale.

B.4 Analyse et Rémunération de la Nonlinéarité

HPA

B.4.1 Analyse et Rémunération de la Nonlinéarité HPA dans

le Systemes MIMO OSTBC

Dans cette section, nous nous concentrons sur la non-linéarité dans les systemes
HPA OSTBC. Le schéma pour le systeme considéré MIMO-OSTBC est représenté
sur la Fig. B.3. Pour le cas ou les parametres de la HPA sont parfaitement connus a

I’émetteur et au récepteur, nous proposons un régime d’indemnisation qui détermine
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Figure B.3: Schéma pour le systeme considéré MIMO-OSTBC dans le présence de non
linéaires HPA.

la constellation et les régions de décision du signal affecté transmis a I’avance. De
cette facon, la complexité de I’émetteur peut étre efficacement réduite en utilisant
le systeme de compensation proposé, par rapport a d’autres méthodes de compensa-
tion mises en ceuvre a I’émetteur seulement, ce qui est crucial pour la mise en ceuvre
du systeme, en particulier dans les scénairos a liaison montante pour la transmis-
sion. Pour la chaine de transmission décrite, nous dérivons les expressions pour le
SEP moyen et TD, et obtenons les bornes supérieures et inférieures sur la capacité
du systeme, qui sont évalués pour les modeles non linéaires HPA sans mémoire, en

considérant un canal Nakagami-m décorrélé.

D’autre part, les parametres de I’HPA non linéaire peuvent étre parfois inconnus
ou variables dans le temps. Ces variations sont dues a des processus de transfert
commes c’est le cas dans les réseaux cellulaires, de la limitations de fabrication ou
des effets environnementaux comme la température et le vieillissement [107]. Dans ce
scénario, la méthode est employée le SMC, pour compenser la non-linéarité de ’'HPAs
dans un seul systemes d’antenne dans un canal AWGN [107]. Le SMC (ou filtrage
particulaire) est une technique de calcul commune récursive de distributions de la
probabilité utilisant le concept de I'importance 1’échantillonnage et 1’approximation

des distributions de la probabilité avec mesures discretes aléatoires (voir [108] et



APPENDIX B. RESUME R-14

! -1 L Output
Channel 7~
estimator k\E

Al

beamforming weight vector AWGN combining vector

Figure B.4: Schéma du systeme MIMO TB considéré avec HPA nonlinéaire.

références incluses). Dans cette section, nous proposons également une compensation
d’algorithme de nonlinéarité HPA dans les systemes MIMO-OSTBC sans connais-
sance des parametres de HPA. Plus précisément, la matrice de gain du canal est
d’abord estimée au moyen de la méthode SMC. Ensuite, nous utilisons ’algorithme
basé SMC pour détecter le signal désiré.

Il est montré que la méthode de compensation basée sur la constellation peut effi-
cacement atténuer les effets de la non linéarité HPA en faible complexité d’implémentation,
et que la rémunération a la base du régime SMC est efficace sans connaissauces des

parametres HPA.

B.4.2 Nonlinéarité HPA dans le Systemes MIMO TB

Dans cette section, nous nous concentrons sur la technique de la boucle fermée
MIMO TB en présence de non-linéarité HPA [98]. Le schéma du systeme MIMO TB
de I’étude est représenté sur la Fig. B.4. Le régime MRT/MRC classique devient sous-
optimal en présence de nonlinéarité HPA. Ici, notre objectif est d’obtenir le vecteur
poids optimal et le vecteur beamforming combinant pour adapter les systemes MIMO
TB pour les opérations sous non linéarité HPA, en maximisant le SNR de sortie. En

outre, profitant de la propriété que les éléments du poids beamforming vecteur ont le
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méme module constant, nous avons également cherché une alternative sous-optimale
mais plus simple pour le régime TB, a savoir, QEGT, qui est un mécanisme effi-
cace dans le cas nonlinéaire avec 'HPA. Pour le régime de la TB optimale proposée,
nous dérivons les bornes inférieure et supérieure pour le SEP moyen et I'information
mutuelle avec entrée Gaussienne, considérant que le systeme fonctionne dans un canal
Rayeigh corrélés, quasi-statique et a fréquence plates. En outre, une limite inférieure
du SEP moyen et une borne supérieure a 'information mutuelle avec I'entrée gaussi-
enne sont prévus pour le régime QEGT/MRC.

Les résultats numériques sont fournis et montrent les effets des parametres systeme,
tels que les parametres de ’'HPA, le nombre d’antennes, 'ordre QAM, le nombre de
symboles pilotes, et la cardinalité des mots de codes pour le vecteur poids de beam-
forming pour QEGT, sur la performance du systeme. En particulier, le SEP moyen du
beamforming optimal en utilisant le projet de I'estimation du canal est réduite mais
au prix de nombre de pilotes symboles, en raison du fait que ’'MSE de I'estimation du
canal est plus faible dans le cas de plus de symboles pilotes. Pour les configurations
arbitraires MIMO, une plus importante information mutuelle est atteint en utilisant,

plus de symboles pilotes pour effectuer ’estimation de canal.

B.5 Analyse et Rémunération des Déséquilibre I/Q

Dans cette section, nous nous concentrons sur la technique MRC MIMO meltaut
en ceuvre le MRT, qui requiert une connaissance complete du gain de canal de chaque
antenne d’émission-réception lié a I'émetteur [98]. Ici, nous considérons un tel systéme
ou la MRC est effectuée au niveau RF, et présentns les modeles du systeme en con-
siderant le déséquilibre 1/Q. Le schéma pour le systeme considéré MIMO MRC est

représenté sur la Fig. B.5.
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Figure B.5: Schéma pour le systéme considéré MIMO MRC dans le présence d’I/Q
déséquilibre.

La MRC eétaut supposée effectuée au niveau RF, le signal combiné en tenant

compte de déséquilibre 1/Q peut s’exprimer comme
§ =K (z"Hwz +z"'n) + K, (ZHHWJZ—I—ZHH)*, (B.2)

ou Koy* est 'image du signal K9, x est le symbole transmis, w est le vecteur nt x 1
unité de poids de formation de faisceaux, n se rapporte au vecteur de bruit ny X 1,

et H = 1[h

i :InRynT
2¥)

i exprime la matrice ng X nt de gain de canal, avec nt and ng
représentant le nombre d’antennes de transmission et de réception, respectivement.
Les coeflicients K; et K5 sont des la forme K; = (1 + ge‘je) /2 et Ko = (1 — geje)/Q,
ou g et 6 représentent le déséquilibre de gain et de déséquilibre de phase, respective-

ment.

Nous proposons un algorithme d’estimation de canal en tenant compte des déséquilibres
I/Q, ou la longueur des symboles pilotes utilisés pour atteindre les mémes perfor-
mances d’estimation de canal comme dans le cas de branches 1/Q idéales est de deux
fois supérieur a ce dernier. En présence d’estimation de canal imparfaite, les expres-
sions des PDF et CDF du SNR de sortie sont obtenus sous la forme analytique a

I'examen de la transmission sur des canaux de Rayleigh non corrélé. Par la suite,
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nous obtenons une borne supérieure du SEP moyen, l'expression de la probabilité
de coupure en forme analytique, et fournissons une borne inférieure sur la capacié
ergodique. En outre, une schéma d’indemnisation pour les déséquilibres 1/Q est pro-
posé, qui emploie, tout d’abord, la regle LS pour estimer les coefficients de la matrice
de gain de canal, la formation de faisceau et la combinaison des vecteurs de poids,
et les parametres de déséquilibre 1/Q) conjoints, ensuite, utilise les signaux regus avec
leurs conjugués pour détecter le signal transmis. Les expressions approximatives pour
le SEP moyen, la probabilité de panne et la capacité ergodique du systeme MIMO
MRC sur les canaux de Rayleigh corrélés en utilisant le systeme de compensation
proposé sont dérivées.

En outre, les résultats numériques et les comparaisons sont fournis et montrent
les effets des parametres du systeme, tels que I'image de rapport fuite, le nombre
d’antennes de transmission et réception, la modulation d’ordre de QAM, et la longueur
des symboles pilotes, sur les performances du systeme MIMO MRC en présence de
déséquilibre 1/Q. En particulier, le SEP moyen obtenu par l'utilisation de la com-
pensation peut approcher la ligne de base, c’est-a-dire, 'une dans le scénario sans
déséquilibre 1/Q, pour les formats arbitraires de la modulation, ce qui implique que
déséquilibre 1/Q peut étre efficacement compensé en utilisant la méthode proposée.
En utilisant de la proposition de compensation du déséquilibre 1/Q et en engageant
assez de symboles pilotes, le SEP moyen peut étre réduit a I'approche de la perfor-

mance avec des branches 1/Q idéales.

B.6 Analyse des Effets de la Diaphonie

Dans cette section, nous nous concentrons sur la technique MIMO MRC mettaut

en ceuvre le MRT. Plus précisément, nous étudions les performances de beamforming
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Figure B.6: Schéma du systeme MIMO MRC avec diaphonie.

pour MIMO des systemes a diversité d’émission-réception en présence de diaphonie.
Le schéma pour le systeme MIMO MRC peut étre illustré comme le montre la Fig B.6.
Ici, nous considérons la diaphonie symétrique, et supposons que les diaphonies pren-
nent les effets entre les chemins de signaux adjacents seulement [64]. Plus précisément,

les éléments de matrices de diaphonie a I’émetteur A sont donnés par

1, +1—73=0
At (i7j> = ar, |@ - j| =1 (B-3)
0, sinon,

ou at représente la diaphonie entre chemins sinon adjacent du signal a 1’émetteur.
L’expression de matrices de diaphonie au niveau du récepteur Ag est similaire a
celle de Ar, apres avoir remplacé ar avec ar dans le membre de droite de (B.3),
avec ar désignant la diaphonie entre les voies de signaux adjacents au niveau du
récepteur. Ici, le poids du vecteur beamforming et le vecteur combinaison du systeme
MIMO MRC sont choisis en fonction de la valeur de la diaphonie. Pour le systeme
de communication décrits, nous dérivons le SEP moyen et la capacité du systeme,

considérant que le systeme opérationel sous un canal de Rayleigh décorrélé quasi-
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Figure B.7: Schéma du systeme MIMO TB en présence de nonlinarit HPA, 1/Q
déséquilibre et de la diaphonie.

statique, a fréquence plates. En outre, les résultats numériques sont fournis, et les
effets de la diaphonie, le nombre d’antennes de transmission et de réception, et pour
la modulation de 'ordre du phase-shift keying (PSK), sur la performances globales du
systeme, sont discutées. La diaphonie est représenté pour produire un effet constructif

sur le SEP moyen dans la faible gamme SNR, et un effet destructif pour le SNR élevé.

B.7 Indemnisation des Multiples Déficiences RF

Dans cette section, nous étudions les effets combinés de nonlinéarité HPA, du
déséquilibre 1/Q et de la diaphonie dans les systemes MIMO TB, ou la MRC au
niveau du récepteur est effectué au niveau RF. Le schéma du systeme est présenté
sur la Fig. B.7. Nous proposons une méthode de compensation pour la non-linéarité
HPA, le déséquilibre 1/Q et la diaphonie ensemble. Tout d’abord, I'estimation du
canal I’équivalent en présence des trois types de déficiences est réalisé en utilisant la
regle de LS. Puis, nous déterminons la vecteur beamforming de poids optimal et le
vecteur pour systeme MIMO TB avec ces trois déficiences. En outre, nous utilisons
la regle LS pour estimer les coefficients de la matrice de gain de canal équivalent |

soit I’équivalent de formation de faisceaux, la combinaison des vecteurs de poids, et
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parametres de déséquilibre I/Q conjointement, puis utilisons le signal requ avec son
conjugué pour détecter la signal transmis. Par la suite, une limite supérieure du SEP
moyen et une borne inérieure sur la capacité du systeme MIMO TB a sous ur canal
de Rayleigh décorrélé sont dérivés. Les résultats numérique montrent que les effets
des parametres du systeme sur plusieurs performances sont présentés et discutés. En
particulier, le SEP moyen diminue quand le parametre HPA § devient plus grand.
En outre, la dégradation causée par la diaphonie sur les SEP moyen augmente pour
la gamma de 7 élevée. D’autre part, pour les faibles valeurs de 7, le SEP moyen est
réduit, en profitant de la diaphonie. En outre, le point d’intersection de 7 entre les
effets constructives et les effets destructives de la diaphonie devient plus important

lorsque le parametre  diminue.

B.8 Conclusions et Recherches Supplmentaires

B.8.1 Conclusions de la Dissertation

Dans cette thése, nous avons étudié I’analyse et la compensation des dégradations
du canal et du RF, y compris les canaux a évanouissements spatialement-corrélées et a
keyhole, les troubles de communications M-to-M, la nonlinéarité HPA, le déséquilibre
I/Q et le diaphonie a la fois, séparé et ensemble pour les systemes MIMO. Plus
précisment, un systeme de design inter-couches a été proposé pour les systemes MIMO
utilisant OSTBC sur des canaux Nakagami-m spatialement corrélées et a keyhole. En
outre, la performance de ’analyse de systemes M-to-M MIMO MRC a été réalisée, sur
le canal a évanouissement doublement-corrélé de Rayleigh-et-Lognormal. A ce égard,
un modele de canal 3D, qui prend en compte les effets d’'un évanouissement rapide et

I'ombrage, a été utilisé pour obtenir les fonctions de corrélation spatiale d’émission
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et de réception. D’autre part, nous proposons des méthodes de compensation basées
sur la constellation et la SMC pour nonlinéarité HPA dans le cas, avec et sans con-
naissance des parametres HPA, respectivement, pour les systemes MIMO OSTBC.
Quant a la nonlinéarité HPA dans les systemes MIMO TB, la régime optimal TB
avec le vecteur poids optimal et vecteur beamforming combinant a été proposé. En
outre, un schéma sous-optimal mais plus simple, a savoir, QEGT, a également été
évaluée en présence nonlinéarité HPA. Nous avons également proposé un algorithme
de compensation pour le déséquilibre 1/Q dans les systemes MIMO MRC, qui exploie
la regle LS est pour estimer les coefficients de la matrice de gain de canal, la formation
de faisceau et la combinaison des vecteurs de poids, et les parametres de déséquilibre
I/Q conjointe, puis fait usage du signal regu avec son conjugué pour détecter le signal
transmis. En outre, la performance de MIMO MRC en présence de la diaphonie a
été évaluée. Enfin, nous avons proposé une méthode de compensation globale pour

de multiples déficiences du RF dans les systemes MIMO TB.

B.8.2 Themes pour de Futures Recherches

Le theme de recherche futur vise a étudier le RF en bande de base de co-design
pour les systemes de communication avec des différents déficiences du RF. Les tech-
niques de compensation hybride a la fois au niveau RF et bande de base pour les
déficiences du RF, y compris la nonlinéarité HPA, la nonlinéarité LNA, le déséquilibre
1/Q, la diaphonie, le couplage d’antenne, le bruit de phase, de synchronisation tem-
porelle imparfaite et de I’écho, doivent étre proposés. Le co-design RF-bande de base
preposé permettra la coopération entre la conception et I'indemnisation au niveau de
I’appareil et au niveau du systeme. Le domaine de la recherche comprent la conception

de bande de base, conception front-ends RF avancés, la conception d’amplificateurs
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de puissance et de linéarisation, le design émetteur-récepteur MIMO-OFDM, la con-
ception de circuits et systemes, le développement de digital signal processing/field-
programmable gate array (DSP/FPGA) | et les techniques de la mesure du bruit. Les
outils nécessaires comprennent le computer aided design (CAD) & base de outils, de

bancs d’essais, de prototypages rapide et de configurations.



