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RESUME

Comprendre les interactions lumiere—matiére a I'échelle nanométrique est essentiel pour le
développement de la nanophotonique et de la recherche sur les nanomatériaux. Cette thése
regroupe deux investigations distinctes mais complémentaires. La premiére explore les réponses
optiques en champ proche dans des nanoparticules plasmoniques a l'aide de la Microscopie
électronique par champ proche induit par photons (PINEM). La seconde présente Poly, un
algorithme informatique innovant fondé sur la diffraction, concu pour identifier les polymorphes

du silicium a haute pression dans des échantillons polycristallins.

Les interactions lumiére—matiére a I'échelle nanométrique sont étudiées al'aide de la microscopie
électronique en transmission ultrarapide (UTEM), offrant une résolution temporelle de 'ordre de
la femtoseconde. Dans des expériences pompe-sonde, des nanoparticules plasmoniques d’or
(Au) et d’argent (Ag) sont excitées optiquement par un laser femtoseconde, puis sondées par des
photoélectrons. La technique PINEM, combinée a un filtrage énergétique, révele que les
orientations des dipéles induits dévient souvent de la direction fixe de polarisation linéaire du

laser.

Des analyses statistiques montrent que les nanoparticules déposées sur des substrats de SiO
présentent des écarts d’orientation dipolaire plus importants que celles sur des grilles en
graphéne. Pour plus de 100 nanoparticules d’or (Au NPs) sur SiO, I'histogramme des orientations
dipolaires suit une distribution gaussienne avec une largeur a mi-hauteur (FWHM) de 19°, tandis
gue sur le graphéne, cette largeur se réduit a 9°, illustrant un contraste significatif. Ces résultats
suggérent que le graphéne constitue une plateforme plus stable et homogéne pour les
investigations en champ proche via PINEM. Par ailleurs, la rotation de la polarisation du laser
pompe modifie les orientations dipolaires, faisant apparaitre des motifs circulaires de champ
proche a des angles de polarisation de 18°, 66°, 114° et 162°, ce qui révéle une périodicité

d’environ 11/4.

Dans le second projet, un algorithme informatique fondé sur la diffraction, nommé Poly, est
développé pour effectuer une analyse quantitative de phase (QPA) ponctuelle de matériaux
polymorphes a I'échelle nanométrique. Pour évaluer sa précision, des motifs de diffraction
électronique en sélection d’aire (SAED) des phases de silicium a haute pression — notamment
bt8-Si et st12-Si — sont simulés a partir de données cristallographiques. Ces simulations sont
réalisées en Python en utilisant plusieurs bibliotheques scientifiques dédiées a la génération et a

'analyse des motifs de diffraction.



L’analyse des motifs simulés confirme que Poly identifie de maniére fiable les polymorphes en
comparant les positions des taches de diffraction selon des critéres angulaires et d’espacement
interréticulaire (distance d). Lorsqu’il est appliqué a des données SAED expérimentales issues
d’échantillons de silicium soumis a un choc laser, I'algorithme démontre une identification robuste
des phases. Les résultats confirment la présence de phases a haute pression jusqu’alors non
rapportées, incluant t32-Si et t32-Si*, comme structures dominantes dans les régions affectées
par le laser. Alors que les travaux antérieurs de Rapp et al. [1] identifient plusieurs polymorphes
tétragonaux et monoclinique du silicium sur la base des distances d uniguement, leur méthode
manque de résolution spatiale. En revanche, I'approche a deux paramétres de Poly permet une

attribution plus précise des phases a I'échelle individuelle de chaque tache.

Des données SAED résolues en temps, acquises a différents délais aprés exposition laser,
révélent que ces phases tétragonales métastables se détendent progressivement vers d’autres

configurations a haute pression en environ 50 jours.

Ces deux investigations contribuent au développement des méthodologies de caractérisation
optique et structurale a I'échelle nanométrique, avec des implications majeures pour la

microscopie électronique ultrarapide et la science des matériaux.

La structure de cette thése commence par une introduction générale a la microscopie
électronique en transmission (TEM), accompagnée des concepts fondamentaux et des
techniques pertinentes. Elle présente ensuite les deux projets de recherche principaux, chacun
faisant I'objet d’'un chapitre dédié suivant une structure cohérente comprenant : introduction,

matériaux et méthodes, résultats et discussion, et conclusion.

Mots-clés : UTEM, Interaction Lumiére-Matiére, Plasmonique, Champs Proches Electriques,
EELS, LSPRs, PINEM, Nanoparticules, Identification de Phase, Diffraction Electronique,

Polymorphisme.



ABSTRACT

Understanding light—-matter interactions at the nanoscale is pivotal for the advancement of
nanophotonics and nanomaterials research. This dissertation encompasses two distinct yet
complementary investigations. The first explores near-field optical responses in plasmonic
nanoparticles through Photon-Induced Near-Field Electron Microscopy (PINEM). The second
presents Poly, a novel diffraction-based computational algorithm designed to identify high-

pressure silicon polymorphs in polycrystalline samples.

Light—matter interactions at the nanoscale are investigated using ultrafast transmission electron
microscopy (UTEM) with femtosecond temporal resolution. In pump—probe experiments,
plasmonic gold (Au) and silver (Ag) nanoparticles undergo optical excitation via a femtosecond
laser and are subsequently probed by photoelectrons. Photon-Induced Near-Field Electron
Microscopy (PINEM), augmented by energy filtering, reveals that the induced dipole orientations

often deviate from the laser’s fixed linear polarization direction.

Statistical analyses indicate that nanoparticles on SiO substrates exhibit greater deviations in
dipole orientation than those on graphene grids. For over 100 gold nanoparticles (Au NPs) on
SiO, the histogram of dipole orientations follows a Gaussian distribution with a full width at half
maximum (FWHM) of 19°, whereas on graphene, the FWHM narrows to 9°, illustrating a
significant contrast. These findings suggest that graphene provides a more stable and
homogeneous platform for near-field investigations using PINEM. Furthermore, rotating the pump
laser's polarization alters dipole orientations, with circular near-field patterns emerging at
polarization angles of 18°, 66°, 114°, and 162°. This behavior demonstrates a periodicity of

approximately 11/4.

In the second project, a diffraction-based computational algorithm, Poly, is developed to perform
spot-wise quantitative phase analysis (QPA) of nanoscale polymorphic materials. To assess its
accuracy, selected area electron diffraction (SAED) patterns of high-pressure silicon phases—
particularly bt8-Si and st12-Si—are simulated using crystallographic data. These simulations are
implemented in Python, employing multiple scientific libraries for diffraction pattern generation

and analysis.

Analysis of the simulated patterns confirms that Poly reliably identifies polymorphs by matching
diffraction spot positions using both angular and interplanar spacing (d-spacing) criteria. When
applied to experimental SAED data from laser-shocked silicon samples, the algorithm

demonstrates robust phase identification. The results verify the presence of previously unreported



high-pressure phases, including t32-Si and t32*-Si, as dominant structures in laser-affected
regions. While prior studies by Rapp et al. [1] identify several tetragonal and monoclinic silicon
polymorphs based on d-spacing alone, their method lacks spatial resolution. In contrast, Poly's
dual-parameter approach enables more precise phase assignment at the individual spot level.

Time-resolved SAED data acquired at multiple delays post-laser exposure reveal that these
metastable tetragonal phases progressively relax into other high-pressure configurations within

approximately 50 days.

Together, these investigations advance methodologies for optical and structural characterization
at the nanoscale, offering significant implications for ultrafast electron microscopy and materials

science.

This thesis is structured to begin with a general introduction to transmission electron microscopy
(TEM), along with foundational concepts and relevant technigues. It then presents the two primary
research projects, each in a dedicated chapter following a consistent format that includes

introduction, materials and methods, results and discussion, and conclusion.

Keywords: UTEM, Light-Matter Interaction, Plasmonics, Electric Near Fields, EELS, LSPRs,
PINEM, Nanoparticles, Phase Identification, Electron Diffraction, Polymorphism.

Vi



SOMMAIRE RECAPITULATIF

Microscopie Electronique En Transmission Ultrarapide Pour Sonder Les Interactions

Lumiére-Matiere Dans Les Nanomatériaux

Cette thése porte sur deux projets principaux : I'analyse des signaux du champ proche autour de
nanoparticules plasmoniques grace a la Microscopie Electronique en Champ Proche induit par
Photons (PINEM), et I'identification des phases a haute pression dans le silicium polycristallin &
l'aide de l'algorithme diffractométrique Poly. Chaque chapitre suit une structure homogéne:

introduction, méthodes, résultats et conclusion.

Etude du comportement des champs proches et des dip6les des nanoparticules dans les
images PINEM.

Introduction

Les domaines de la nanoscience, de la photonique et de la nanotechnologie convergent de plus
en plus dans la compréhension des phénoménes complexes et le développement de
technologies de pointe. La compréhension de [linteraction lumiére—matieére a [I'échelle
nanomeétrique est essentielle pour faire progresser la nanoplasmonique et la nanophtotonique.
La technique PINEM permet de visualiser la réponse optique du champ proche dans des
nanoparticules métalliques telles que l'or et I'argent, visibles lors d’excitations plasmoniques
adéquates. Les champs électriques interagissant avec le laser linéaire se manifestent sous forme
de dipdles dans les images PINEM, les polarisation circulaires étant également utilisées. Les
recherches antérieures ont mis en évidence des motifs dipolaires en forme de croissant autour
de nanoparticules sphériques, avec des comportements variant d’'un individu a l'autre. Nous
étudions l'influence de matériaux nanoparticulaires et de substrats variés sur le comportement
dipolaire, afin de décrire les mécanismes régissant ces dynamiques de champ proche. Ces
résultats sont utiles tant pour la compréhension fondamentale que pour la conception de

nouveaux dispositifs photoniques et électroniques.
Microscopie Electronique en Transmission (TEM ou MET)

L’'imagerie a haute résolution nécessite des longueurs d’onde plus courtes que la lumiére visible.
Les électrons, avec une longueur d’onde de De Broglie de I'ordre de I'angstrom, répondent a ce
critere. La TEM, mise au point pour la premiére fois par Ruska et Knoll en 1930, utilise des lentilles

magnétiques (solénoides) pour controler le faisceau d’électrons. Les sources d’électrons
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comprennent des émetteurs thermioniques (LaBg), des émetteurs a champ, et des émetteurs
Schottky.

Microscopie Electronique en Transmission Ultrarapide (METU ou UTEM)

L’étude de la dynamique des interactions lumiére-matiére, tout en offrant une haute résolution
spatiale associée a une information temporelle et énergétique en temps réel, constitue un
domaine de recherche avancé et complexe. La microscopie électronique en transmission
ultrarapide (UTEM) combine les avantages en résolution spatiale de la microscopie électronique
en transmission conventionnelle (TEM) avec une résolution temporelle ultrarapide afin d’explorer

des phénomenes fondamentaux en physique, chimie, science des matériaux et biologie.

L’'UTEM repose sur des expériences de type pompe-sonde, dans lesquelles un laser a impulsions
ultrarapides excite I'échantillon pour initier des processus dynamiques tels que les transitions de
phase, les vibrations du réseau cristallin ou les redistributions de charge. Un systeme de retard
contrble avec une grande précision le décalage temporel entre le laser de pompe et I'impulsion
électronique de sonde, laquelle est générée par photoémission. En modulant ce délai, lTUTEM
permet de reconstruire des images ou des motifs de diffraction a I'échelle femtoseconde, révélant

ainsi I'évolution temporelle de la structure et de la dynamique de I'échantillon.

Les premiéres études pionniéres menées a I'Université technique de Berlin, au Caltech et au
Lawrence Livermore National Laboratory ont démontré la faisabilité d’expériences pompe-sonde
en microscopie électronique, en utilisant soit des techniques stroboscopiques, soit des méthodes
d’'imagerie monocoup. Encouragée par ces avancées majeures révélant ses nombreuses
applications potentielles, la microscopie électronique résolue en temps attire aujourd’hui un

nombre croissant de groupes de recherche a travers le monde.

Pour étudier les phénoménes ultrarapides dans les régimes nanoscopiques hors équilibre, il
devenait nécessaire de développer de nouveaux dispositifs. A la fin des années 1990 et au début
des années 2000, Ahmed Zewail et son équipe ont fondé le domaine de la femtochimie, axé sur
'étude des réactions chimiques et des mouvements moléculaires a des échelles de temps
ultrarapides. lls ont cherché a combiner des impulsions laser femtoseconde avec la microscopie
électronique afin d’accéder simultanément a I'information spatiale et temporelle des phénoménes
ultrarapides. Plus tard, en 2008, Zewalil et ses collaborateurs au Caltech ont perfectionné cette
approche en développant la technique UTEM, permettant I'étude des mouvements moléculaires

a I'échelle nanométrique avec une résolution temporelle femtoseconde. Cette avancée a permis
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aux chercheurs d'examiner des phénoménes a I'échelle atomique avec une double résolution
spatiale et temporelle. En 1999, Ahmed Zewail a recu le prix Nobel pour ses travaux en

femtochimie.

Dans un TEM conventionnel, la source électronique émet un faisceau d’électrons continu,
typiquement par émission thermoionique, fournissant une information spatiale bidimensionnelle.
Le TEM peut fonctionner en mode image ou en mode diffraction, mais ces modes sont
généralement utilisés dans un régime statique, capturant les propriétés stationnaires de
I’échantillon. En revanche, dans un UTEM, un laser pulsé, d’'une durée d’impulsion de l'ordre de
quelques centaines de femtosecondes, est utilisé. A I'aide d’un dispositif optique, le faisceau laser
initial est divisé en deux faisceaux. L’'un est converti en une longueur d’'onde UV par génération
de la quatrieme harmonique, tandis que I'autre est converti en une longueur d’onde spécifique,
comme 515 nm. Le laser UV est dirigé a I'intérieur de la colonne du TEM vers le canon a électrons
pour générer un faisceau d’électrons via un phénoméne de photoémission. L’autre faisceau,
appelé laser de pompe, est utilisé pour exciter I'échantillon et induire un état ultrarapide hors
équilibre.
Interaction entre photoélectrons et nanomatériaux

Dans un microscope électronique en transmission conventionnel (TEM), les électrons sont émis
par émission thermoionique, produisant un faisceau électronique continu. En revanche, dans un
microscope UTEM, les électrons sont générés par un processus de photoémission déclenché par
un faisceau laser UV, aboutissant a un faisceau pulsé de photoélectrons. L’interaction entre les
photoélectrons et les nanomatériaux donne lieu a des phénoménes uniques en raison des
propriétés caractéristiques a I'échelle nanométrique, telles qu’un rapport surface/volume élevé et
des effets de confinement quantique. Ces caractéristiques font que les nanomatériaux présentent

des propriétés électroniques significativement différentes de celles de leurs équivalents massifs.

Par exemple, les boites quantiques (quantum dots), les nandfils et les nanofeuillets tels que le
graphéne possédent des niveaux d’énergie électronique discrets et des états de surface
proéminents, qui influencent fortement leur interaction avec les photoélectrons. Les techniques
de spectroscopie des photoélectrons, telles que la spectroscopie des photoélectrons X (XPS) et
la spectroscopie des photoélectrons UV (UPS), sont largement utilisées pour sonder les
nanomatériaux. Ces techniques, intrinséquement sensibles a la surface, sont idéales pour étudier
les modifications de surface, les processus d’adsorption, ainsi que l'activité catalytique des

nanomatériaux.



Spectroscopie de perte d’énergie des électrons (EELS)

La spectroscopie de perte d’énergie des électrons (EELS) désigne un ensemble de techniques
dans lesquelles un faisceau d’électrons interagit avec un matériau (solide, liquide ou gaz), et les
électrons diffusés résultants sont analysés afin de produire un spectre énergétique. Ce spectre
reflete les pertes d’énergie subies par les électrons au cours de leur interaction inélastique avec
I'échantillon. Le spectre EELS obtenu peut également étre filtré, et les électrons sélectionnés
peuvent étre utilisés pour former une image de I'échantillon selon une méthode appelée imagerie

spectroscopique électronique (ESI).

De maniére générale, ces techniques relévent de la spectroscopie d’absorption, car le faisceau
électronique incident transfére de I'énergie au matériau et perd en intensité lors de I'interaction.
La nature spécifique de cette perte énergétique dépend de la composition et de la structure

électronique du matériau.

La technique a été initialement développée par James Hillier et R.F. Baker au milieu des années
1940. Cependant, elle est restée relativement peu exploitée pendant environ cinquante ans et n’a
connu une adoption plus large dans la recherche qu’a partir des années 1990, grace aux progres

significatifs dans l'instrumentation des microscopes et la technologie du vide.

Le microscope électronique en transmission JEOL JEM-2100 est équipé d’'un systeme EELS,
généralement intégré par des fabricants tels que Gatan (par exemple, le filtre d’imagerie Gatan,
GIF). Lorsqu’un canon a électrons en LaBg est utilisé, la résolution énergétique du systeme EELS
est d’environ 1,0 a 1,5 eV. La technique EELS est particulierement bien développée pour une
vingtaine d’éléments allant du carbone (Z = 6) au zinc (Z = 30), incluant les éléments légers et

les métaux de transition de la série 3d.
Microscopie électronique par champ proche induit par photons (PINEM)

La microscopie électronique en transmission conventionnelle (TEM) repose sur les interactions
élastiques entre les électrons et I'échantillon pour former des images ou des motifs de diffraction.
A Tinverse, la spectroscopie électronique repose sur les pertes d'énergie associées aux
interactions inélastiques entre les électrons de sonde et la matiére. La microscopie électronique
en transmission ultrarapide (UTEM) permet de réaliser des expériences de type pompe-sonde,
ou la sonde est constituée d’un faisceau pulsé de photoélectrons émis par le canon électronique,
tandis que la pompe est un laser interagissant avec I'échantillon. Les électrons de valence ou de
cceur de la matiére sont excités par le laser pompe, puis les électrons de sonde interagissent

avec cette matiere excitée.



Gréace a ce dispositif complexe, 'une des techniques d’'imagerie les plus avancées est la PINEM
(Photon-Induced Near-field Electron Microscopy), qui permet la visualisation des champs
électromagnétiques de proximité autour des nanomatériaux. Le laser pompe interagit avec le
nanomatériau et génére des champs optiques de proximité évanescents et localisés. Les
électrons de sonde traversant cette région interagissent avec ces champs et gagnent ou perdent
une énergie quantifiée, correspondant a celle des photons. Ces échanges quantifiés d’énergie
(les électrons libres échangeant des quanta d’énergie hw avec le champ plasmonique)
apparaissent dans un spectre spécifique de spectroscopie appelé spectroscopie de perte

d’énergie des électrons (EELS).

Le systtme UTEM est équipé d'un filtre énergétique fonctionnant comme un prisme pour les
électrons, capable de séparer ces derniers selon leur énergie. Une fente permet alors de
sélectionner une bande énergétique spécifique pour générer I'image. En filirant tous les électrons
sauf ceux ayant acquis I'énergie des champs de proximité, il devient possible de produire une
image PINEM. Cette technique permet d’étudier les champs de proximité évanescents avec une
résolution spatiale et temporelle a I'échelle de I'angstrom et de la femtoseconde, ainsi qu'une
résolution énergétique correspondant aux quanta de photons. Elle trouve des applications
prometteuses dans les domaines de la photonique, de la plasmonique et des nanostructures.

Nanoparticules plasmoniques

Les plasmons sont des oscillations collectives des électrons libres dans un matériau,
généralement métallique. Les nanoparticules plasmoniques sont des nanoparticules métalliques
dont les électrons de conduction peuvent osciller sous l'effet d’'une lumiére laser incidente,
induisant des résonances plasmoniques. Ces résonances apparaissent a proximité de la surface
de la nanostructure et sont appelées résonances plasmoniques de surface localisées (LSPR,

Localized Surface Plasmon Resonances).

Gréce a ces LSPR, les nanomatériaux plasmoniques présentent des propriétés optiques uniques,
telles qu’une absorption et une diffusion de lumiére renforcées, ainsi qu’une intensification locale
du champ électromagnétique. Ces propriétés leur conférent une large gamme d’applications dans

divers domaines.
Il existe trois types principaux de plasmons :

1. Les plasmons de volume, résultant des oscillations électroniques a l'intérieur méme du

matériau.
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2. Les plasmons de surface, générés par l'interaction a l'interface entre un métal et un

diélectrique, et confinés a la surface du matériau.
3. Les plasmons de surface localisés (LSP), qui se produisent dans les nanostructures.

Les LSPR amplifient fortement le champ électromagnétique de proximité autour des
nanoparticules et sont exploités dans des techniques telles que la spectroscopie Raman exaltée
de surface (SERS), I'absorption infrarouge exaltée de surface (SEIRA), la biosensorique, la

thérapie photothermique, I'optique non linéaire, ainsi que dans la technique PINEM elle-méme.
METHODOLOGIE
Synthése des nanoparticules creuses

Les échantillons utilisés dans cette étude ont été synthétisés par des approches ascendantes
(bottom-up) dans différentes entreprises spécialisées, telles que Nanocomposix, et sont
généralement en suspension dans de I'eau distillée. Un exemple est constitué des NanoXact
Gold Nanospheres, Bare (Citrate), 100 nm, a une concentration de 0.05 mg/mL dans une solution
aqueuse de citrate de sodium & 2 mM. A l'aide d’une pipette, un petit volume de 5 mL a été
transféré dans un récipient cylindrique en verre, puis dilué avec 10 mL d’eau distillée. Ensuite,
une étape de sonication inférieure a 30 secondes a été réalisée afin de bien disperser les

nanoparticules.

Par la suite, 100 pL de cette solution diluée ont été prélevés a I'aide d’'une pipette, et deux gouttes
ont été déposées sur un substrat (méthode du drop-casting) avant d’étre séchées a température
ambiante. Un autre échantillon consistait en des nanoparticules d’argent (Silver NPs), également
synthétisées par la méme entreprise. Leurs caractéristiques étaient : NanoXact Silver
Nanospheres - Bare (Citrate), 100 nm, 0.02 mg/mL dans une solution de citrate de sodium a 2
mM. Le dernier type de nanoparticules étudié était constitué de nanoparticules de silice, avec les
spécifications suivantes : NanoXact Silica Nanospheres, 100 nm, 10 mg/mL en suspension

aqueuse.

Pour le dép6t de gouttelettes (drop-casting) des échantillons de nanopatrticules, un grille TEM est
nécessaire en tant que support. Il existe plusieurs types de grilles constituées de matériaux
comme le cuivre, I'or, le nickel, le silicium, le carbone ou le graphéne, avec des substrats tels que
le carbone amorphe, le graphéne, le carbone Lacey, ou encore le SiO. Les grilles utilisées dans
cette expérience sont fournies par la société Graphene Laboratories Inc., qui propose des grilles
en cuivre recouvertes d’'un film de graphéne (spécifications : CVD Graphene TEM grids, film de

graphene CVD déposé sur des grilles en maille de cuivre ultrafine de 2000 mesh).
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Les caractéristiques du graphéne sont : conductivité électrique de 10* a 10® S/m, conductivité
thermique de 2000 a 5000 W/mK, susceptibilité électrique négligeable (~0) et structure cristalline
hexagonale a symétrie élevée. Le SiO, quant a lui, posséde une conductivité électrique de 'ordre
de 107" a 107 S/m, une conductivité thermique de 1 & 5 W/mK, et une susceptibilité électrique
faible (~107°).

Synchronisation entre les impulsions photoélectroniques et le laser pompe (temps zéro)

Le point clé dans une expérience ultrarapide est la synchronisation entre les faisceaux pompe et
sonde. Dans 'UTEM, l'alignement entre le faisceau de photoélectrons (sonde) et le laser pompe
est assuré par un étage de retard mécanique, équipé d’'un élément piézoélectrique permettant de
raccourcir ou d’allonger le trajet optique du laser pompe. Un logiciel fourni par le fabricant permet

de controler cet étage avec une précision temporelle de 'ordre de 1 ps.

Pour déterminer le moment ou les deux faisceaux atteignent I'échantillon simultanément (temps
Zéro), le TEM est placé en mode EELS, et un spectre est acquis a chaque ajustement du retard.
Etant donné que l'interaction entre le champ proche des nanoparticules et les photoélectrons se
produit a I'échelle de la femtoseconde, si la sonde n’arrive pas en méme temps que la pompe, le
spectre EELS montre un comportement classique sans signatures d’interaction. Lorsque les
impulsions sont synchronisées, le spectre révele des pics de gain et de perte d’énergie, signe

d’'un transfert quantifié entre électrons et champ proche.

Filtrage énergétique

Pour capturer les images du champ proche autour des nanoparticules, il est nécessaire de filtrer
les électrons de sonde, en ne sélectionnant que ceux ayant échangé une énergie multiple de Aw
(énergie d’un photon du laser pompe). Un systéme EELS peut étre intégré dans un TEM soit
avant (configuration in-column) soit aprés (configuration post-column) [I'étage final
d’agrandissement. Chaque méthode présente des avantages spécifiques, mais dans les deux
cas, le principe repose sur la dispersion énergétique des électrons par un champ magnétique, a

linstar d’'un prisme dispersant la lumiére blanche.

Le spectre résultant peut étre projeté sur un détecteur, ou bien filtré via une fente énergétique
afin d’extraire une image filtrée en énergie (EFTEM). Ces deux techniques sont a la base de la

majorité des analyses EELS.
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Dans les expériences PINEM, on commence par régler la position du pic ZLP (Zéro-Loss Peak)
pour obtenir la meilleure résolution énergétique (FWHM minimale). Ensuite, on passe en mode
image et on applique la fente énergétique sur le spectre de gain. Par exemple, avec une
dispersion énergétique de 0,05 eV et une largeur de fente de 6 eV, en centrant la fente a -6 eV,
les électrons entre -9 et -3 eV participent a la formation de I'image PINEM.

Les étapes typiques pour capturer une image PINEM sont les suivantes :
L’échantillon est inséré dans le TEM et les nanoparticules sont localisées en mode champ clair.

On passe ensuite en mode photoémission, et en mode image, on focalise le faisceau de

photoélectrons sur les nanoparticules pendant que le laser pompe est allumé.
On bascule en mode EELS pour ajuster la position du ZLP.

Enfin, on revient en mode image, on applique la fente énergétique, et on enregistre 'image

PINEM des champs proches autour des nanoparticules.

Analyse des données pour les dipbles des nanoparticules

Pour 'analyse initiale des images acquises, nous avons utilisé le logiciel Gatan Microscopy Suite
(GMS), également connu sous le nom de DigitalMicrograph, fourni par Gatan. Ce logiciel permet
de piloter les caméras numériques et les composants associés, facilitant des applications clés
telles que la tomographie, 'imagerie in situ, 'analyse spectrale, I'imagerie par diffraction, etc.
(réf.).

Pour une analyse plus approfondie, nous avons utilisé MATLAB. Afin de déterminer I'angle de
rotation des dipdles dans les nanoparticules (NPs), nous avons développé un programme qui
integre lintensité de chaque structure en croissant des dipdles en coordonnées polaires. En
ajustant le profil d’intensité avec une fonction gaussienne, nous avons pu identifier le centre de
chaque croissant, ce qui nous a permis de déterminer I'angle associé. La comparaison de cet
angle avec une ligne horizontale de référence (définie comme 0 degré) permet de calculer

précisément I'angle de rotation des dipéles.
RESULTATS ET DISCUSSIONS

Le premier échantillon utilisé pour capturer les images PINEM et étudier les champs proches était
constitué de nanoparticules d’or. Un ensemble de nanoparticules d’or (Au NPs) de 100 nm a été
préparé par la méthode de dépét par goutte (drop-casting) sur des grilles de SiO. Le laser pompe,

d’'une longueur d’onde de 515 nm et d’'une puissance de 85 mW, illuminait une zone circulaire
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d’environ 70 ym de diameétre a la surface de I'échantillon. La polarisation du laser était linéaire et

orientée a 120°, comme indiqué par la ligne pointillée rouge dans le coin inférieur droit.

Etant donné cette polarisation linéaire, nous nous attendions a ce que les dipdles des
nanoparticules s’alignent dans la méme direction. Toutefois, les résultats ont montré que
I'orientation des dipbles varie d’'une nanoparticule a l'autre. Cette observation expérimentale est
intéressante et suggére que d’autres facteurs peuvent influencer I'orientation des dipéles. Afin
d’approfondir ce phénoméne et de renforcer I'analyse statistique, I'expérience a été répétée
plusieurs fois en utilisant différents ensembles de nanoparticules d’or déposées sur des grilles de
SiO.

Pour explorer plus en détail ce comportement, nous avons étudié 'effet de la rotation de la
polarisation du laser pompe, spécifiquement dans le sens antihoraire, sur l'orientation des
dipbles. L'étude a été conduite par pas de 6° sur la lame demi-onde, ce qui correspond a des
rotations de 12° de la polarisation. Une rotation compléte de 180° de la lame demi-onde équivaut

donc a une rotation compléte de 360° de la polarisation.

De maniére remarquable, lorsque la polarisation traverse certains angles spécifiques — tels que
18°, 66°, 114° et 162°, appelés ici angles transitoires, certaines nanoparticules présentent des
signaux circulaires transitoires. Ces angles sont espacés d’environ 48° (proche de 45°),
correspondant a des positions angulaires similaires a 0°, 90°, 180° et 270° sur le cercle
trigonométrique, qui sont des points-clés de changement d'orientation directionnelle des

vecteurs.

En résumé, au cours de la rotation de la polarisation du laser, I'orientation des dipbles commence
dans une direction donnée, évolue progressivement a I'approche d’'un angle transitoire, ou un
motif PINEM circulaire apparait, puis se réaligne dans la direction opposée. Une autre
observation importante est que I'angle transitoire varie légérement d’'une nanoparticule a I'autre,
entrainant ainsi des orientations dipolaires différentes méme sous la méme direction de
polarisation. Pour mieux examiner I'effet de la polarisation sur les dipbles, une expérience
complémentaire a été menée avec une rotation de la polarisation dans le sens horaire. Comme
auparavant, des motifs circulaires ont été observés prés des angles transitoires, en particulier a

18° et 12° selon les particules étudiées.

Un autre test essentiel a porté sur I'effet de la puissance du laser pompe sur la réponse dipolaire
PINEM des nanoparticules d’or. Afin de déterminer si des effets optiques non linéaires étaient

responsables du comportement observé, la puissance du laser pompe a été réduite de 85 mW a
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35 mW, puis a 21 mW. Il est important de noter que, bien que le processus PINEM soit
intrinséquement non linéaire, dans le sens ou il implique I'absorption et I'émission de photons par
les électrons, cette non-linéarité concerne I'échange d’énergie quantifié (Aw) et non la symétrie

du champ.

Plus précisément, le laser pompe excite les modes plasmon de surface dans les nanoparticules,
générant des champs électromagnétiques proches localisés. Les électrons de sonde qui
traversent ces régions peuvent alors échanger de I'énergie sous forme de quanta hw, donnant
lieu & des bandes latérales dans le spectre d’énergie des électrons. Le filtrage de ces électrons,
dont I'énergie a été modifiée, permet de former le signal PINEM. Cependant, cette non-linéarité
fondamentale n’est pas a l'origine des motifs circulaires observés ni du désalignement des

dipbles.

Le test suivant a consisté a bloquer le laser pompe pendant deux heures, puis a ajuster la lame
demi-onde a un angle transitoire (par exemple 18°) pour commencer a capturer les signaux de
champs proches. Lorsqu'on réajuste ensuite la polarisation a 12° ou 24°, I'image dipolaire
attendue réapparait, ce qui est conforme au comportement normal attendu lors d’'une rotation
continue. En outre, nous avons étudié l'effet de la puissance du laser pompe sur d’autres

nanoparticules d’or et les résultats étaient similaires, quel que soit le niveau de puissance utilisé.

Le systéme UTEM comprend un étage de retard optique permettant d’ajuster avec précision le
décalage temporel entre les impulsions d’électrons de sonde et les impulsions du laser pompe.
Pour que le signal PINEM soit enregistré, les deux trains d’'impulsions doivent étre synchronisés
au temps zéro. Une analyse approfondie a donc été menée autour du temps zéro pour déterminer
si le comportement observé pouvait résulter d’'un désalignement temporel ou d’'une incertitude
dans cette synchronisation. Il a été clairement établi que, sauf pour des variations d’intensité, le

comportement des dipdles reste inchangé avant et apres ce point de synchronisation.

Enfin, afin d’étudier l'influence du substrat sur I'orientation des dipdles, des nanoparticules d’or
ont été déposées sur des grilles de graphéne. De maniére intéressante, sur le substrat de
graphéne, les variations dans l'orientation des dipbles sont moins fréquentes que celles
observées sur les grilles de SiO. Les mémes expériences ont été réalisées avec les Au NPs sur
graphene, et bien que le phénomene général ait été confirmé, les désalignements dipolaires

étaient nettement moins prononces.
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Quantification des directions des dipodles

Pour déterminer I'angle d’orientation des dipdles, la zone englobant la nanoparticule (NP) et le
champ électromagnétique proche est segmentée en 36 secteurs polaires, chacun couvrant un
angle de 10°, avec I'axe des abscisses (x) défini a 0°. L'intensité dans chaque secteur est ensuite
intégrée et représentée en fonction de I'angle polaire. Etant donné que deux croissants lumineux
apparaissent dans le profil a 360°, ces deux pics d’intensité dipolaire sont ajustés a l'aide de

fonctions gaussiennes afin de localiser précisément leur centre.

L’angle dipolaire est défini comme la moyenne des positions centrales de ces deux pics. Dans le
cas simulé, les deux pics sont situés a 135° et 315°, ce qui donne une séparation angulaire de
180° (315°-135°). Aprés avoir validé cette méthode de localisation du centre, nous l'avons

appliquée a l'analyse des nanoparticules d’or déposées sur des substrats de SiO et de graphéne.

La distribution angulaire des dipbles dans un ensemble de 105 nanoparticules d’or (Au NPs) sur
une grille de graphéne a montré que 72 NPs présentaient un angle compris dans lintervalle
120 £ 5°, avec une largeur a mi-hauteur (FWHM) de 9°. En comparaison, pour le substrat de SiO,
108 NPs ont été analysées et I'histogramme angulaire présentait une FWHM plus large de 19°,
avec seulement 53 NPs dans la plage de 120 £5°, soit un nombre nettement inférieur a celui
observé sur le graphéne. Ces résultats indiquent que le substrat de SiO exerce une influence

plus marquée sur l'orientation des dipbles que le substrat de graphéne.

Cette différence peut s’expliquer par les propriétés thermiques contrastées des deux matériaux.
La conductivité thermique de la grille de SiO est nettement inférieure (1 a 5W/m-K) a celle du
graphéne (2000 a 5000 W/m-K). De plus, la grille de SiO est plus épaisse (~25 nm) que le substrat
de graphéne (~6 nm), ce qui réduit davantage la dissipation thermique. En conséquence, la
chaleur induite par le laser se dissipe plus lentement dans le SiO, générant des températures

locales plus élevées.

Ces températures accrues peuvent modifier les propriétés diélectriques tant du substrat que des
nanoparticules d’or. Une augmentation locale de température peut influencer la fonction
diélectrique du milieu environnant et du métal, affectant ainsi le comportement des oscillations
plasmoniques. Ces altérations, causées par une accumulation thermique confinée, peuvent

expliquer la distribution angulaire plus large des dipbles observée sur SiO.

Pour approfondir cette étude, des nanoparticules d’argent (Ag NPs) de 100 nm ont également
été examinées sur un substrat de SiO, et des résultats similaires ont été obtenus, confirmant que

I'effet observé n’est pas limité aux nanoparticules d’or.
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Conclusion

Nous avons étudié l'interaction lumiere—matiére a I'échelle nanométrique avec une résolution
temporelle femtoseconde. Plus précisément, nous avons analysé le comportement des champs
proches autour de nanomatériaux a I'aide de la technique PINEM (Photon-Induced Near-field
Electron Microscopy). Les résultats ont révélé que, bien que le laser pompe fOt polarisé
linéairement dans une direction fixe, les dipbles excités par le champ électrique du laser n’étaient
pas toujours alignés avec cette direction. Certaines nanoparticules métalliques (NPs) d’or (Au) et
d’argent (Ag) ont montré des orientations dipolaires déviant de la direction de polarisation du

laser.

L’analyse statistique a montré que les nanoparticules déposées sur des substrats de SiO
présentaient des déviations dipolaires plus marquées que celles déposées sur des grilles de
graphéne. Cette différence peut étre attribuée a la conductivité thermique nettement plus faible
du SiO (1 a 5 W/m-K) par rapport a celle du graphéne (2000 a 5000 W/m-K). De plus, la grille de
SiO est plus épaisse (~25nm) que le substrat de graphéne (~6 nm), ce qui en fait un substrat
thermiquement isolant. Cette faible dissipation thermique peut perturber les oscillations
plasmoniques a l'interface NP-substrat, entrainant ainsi des orientations dipolaires divergentes

par rapport a la direction de polarisation du laser.

Nous avons également étudié des NPs d’argent et observé des déviations similaires.
L’histogramme des angles dipolaires de plus de 100 NPs d’or sur un substrat de SiO a révélé une
distribution gaussienne avec une largeur a mi-hauteur (FWHM) de 19°, tandis que sur des
substrats de graphéne, la FWHM n’était que de 9°, ce qui indique une différence significative.
Ces résultats suggérent que le graphéne constitue un substrat plus adapté aux études de champs

proches réalisées par la technique PINEM.

Enfin, nous avons examiné I'effet de la rotation de la polarisation du laser pompe sur I'orientation
des dipbles. De maniére intéressante, des motifs circulaires de champ proche ont été observés
a des angles spécifiques tels que 18°, 66°, 114° et 162°, présentant une périodicité approximative
de /4.
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Etude de la phase haute pression du silicium (Si) a I'aide de I’algorithme Poly
Introduction

L’évolution rapide des technologies exige le développement de nouveaux matériaux dotés de
propriétés améliorées. Le silicium, matériau polyvalent, se distingue comme un candidat de choix
en raison de ses nombreuses applications dans I'électronique et d’autres secteurs industriels.
Les différentes phases du silicium présentent des propriétés unigues, ce qui motive d'importants
efforts pour les synthétiser a I'aide de diverses techniques, avec un intérét particulier pour

I'application de hautes pressions.

Notre compréhension des structures et des propriétés des matériaux sous haute pression a été
largement rendue possible grace aux expériences menées avec des cellules a enclumes de
diamant, lesquelles ont permis de révéler plusieurs transitions de phase ainsi que des états
métastables. Cependant, ces dispositifs sont naturellement limités par la résistance du diamant,

ce qui restreint la pression maximale atteignable a environ 640 GPa.

Récemment, une nouvelle approche a été développée pour exposer les matériaux a des
pressions dépassant cette limite, tout en préservant les phases haute pression pour des études
ultérieures. Cette méthode repose sur la focalisation de pulses laser ultracourts et de haute
énergie a l'intérieur d’'un matériau transparent, entrainant une micro-explosion confinée dans une
géométrie restreinte. La formation de ces phases induit un défi majeur en matiére d’identification
structurale, car la région affectée contient souvent des nanomatériaux polymorphes dont les

dimensions sont inférieures a la limite de résolution de la diffraction des rayons X (XRD).

Bien que la diffraction électronique en zone sélectionnée (SAED) permette d’obtenir des motifs
de diffraction, I'information sur les distances interréticulaires (espacement ddd) peut s’avérer
ambigué pour la détermination de phase, car certains spots de Bragg peuvent correspondre a
plusieurs phases. Ce chapitre présente un nouvel algorithme d’identification de phase, appelé
Poly, destiné a l'analyse des motifs de diffraction ponctuels obtenus par SAED sur des
nanomatériaux polymorphes. Nous avons développé cette approche afin de déterminer les
phases haute pression prédominantes dans les régions du silicium affectées par des impulsions

laser intenses.

L’identification de phase dans les nanomatériaux, en particulier pour les polymorphes, représente
un défi complexe avec un fort potentiel d’erreurs. La méthode classique utilisée dans les
laboratoires, I'analyse XRD, ne permet souvent pas d’obtenir des résultats fiables pour plusieurs

raisons : les régions d’étude sont trés petites et le signal de diffraction est moyenné sur 'ensemble
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de I'échantillon. Dans les matériaux nanostructurés hétérogénes, ou les polymorphes sont
localisés, la diffraction X peut ne pas détecter ces variations locales. De plus, des polymorphes
d’'un méme matériau peuvent présenter des structures cristallines trés proches, entrainant un

chevauchement des pics de diffraction.

L’ameélioration de l'analyse quantitative de phase (QPA) des nanomatériaux polymorphes
nécessite ainsi de nouveaux outils d’analyse des données de diffraction. Dans le cas du silicium
irradié par laser, le volume proche de la surface de la cavité est polycristallin et contient un
mélange de phases haute pression. Une approche simple consisterait a effectuer une moyenne
azimutale du motif SAED et a introduire les positions des pics dans un logiciel de QPA pour
PXRD. Toutefois, cette méthode réduit le contenu informationnel du motif de diffraction et ne
permet pas de distinguer deux phases ayant des symétries de maille différentes mais des

positions de pics similaires dans les diagrammes en poudre.

C’est dans cette optique que nous avons développé une nouvelle approche pour I'identification
des phases polymorphes a partir de motifs de diffraction électronique en faisceau paralléle, tels
gue ceux obtenus en SAED. Cette méthode repose sur la corrélation des angles entre les spots
de Bragg observés et ceux prédits pour une phase donnée. Elle attribue ensuite un score a cette
corrélation de maniére individuelle pour chaque spot, ce qui permet de réaliser une QPA sur des

motifs issus d’échantillons polycristallins a phases multiples.
Le matériau : le silicium

Le silicium (Si) est le deuxieme élément le plus abondant dans la cro(te terrestre (environ
27,7 %), généralement présent sous forme de dioxyde de silicium (SiO,) dans le sable et les
roches. Il appartient au groupe 14 (IV-A) du tableau périodique, avec une configuration
électronique 1s2 252 2p°® 352 3p?. Le silicium est un métalloide, ce qui signifie qu’il posséde des
propriétés intermédiaires entre les métaux et les non-métaux. Il se situe dans la période 3, entre
le carbone (C) et le germanium (Ge). Son numéro atomique est 14, et il est reconnu pour ses
propriétés semi-conductrices, ce qui en fait un matériau essentiel en électronique et en science
des matériaux. Le silicium cristallise selon une structure cubique diamant, avec une constante de

réseau d’environ 5,43 A (angstroms).
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Micro-explosion et autres méthodes pour créer les phases haute pression du silicium

Dans cette approche, I'énergie laser est déposée dans le volume intérieur d’'un matériau
transparent sur une échelle de temps trés courte, inférieure a 1 picoseconde (ps) (1ps=10712 s),
soit plus rapidement que la dissipation par conduction électronique de la chaleur et le temps de
collision électron-ion. La focalisation d’'une énergie d’'impulsion laser aussi faible que 1 uJ dans
un volume focal sub-micronique conduit immédiatement a une densité d’énergie de I'ordre de

1 MJ/cm? (soit 1 TPa), dépassant la résistance de tous les matériaux connus.

Cette déposition d’énergie entraine une transformation rapide du plasma vers un état solide,
favorisant la formation de phases métastables ne pouvant se former qu’a partir d'un état
thermodynamiquement hors équilibre, & haute entropie, appelé matiére dense chaude. Aprés un
chauffage ultrarapide de ce volume confiné, une onde de choc extrémement localisée se forme,
qui se propage en dissipant son énergie dans le matériau. En téte de cette onde de choc, la

pression peut atteindre environ 10 TPa et la température dépasser 10° K.

Cette micro-explosion est suivie d’un refroidissement ultra-rapide sous conditions trés éloignées
de l'équilibre, avec une détente de pression ultrarapide et des taux de refroidissement
extrémement élevés (~10" K/s), ouvrant ainsi l'accés a de nouveaux états matériels
correspondant a des minima locaux d’énergie libre trés loin de I'équilibre. Ces nouvelles phases
restent piégées dans une région localisée du cristal initial, ce qui permet leur caractérisation
ultérieure. C’est ainsi que des zones affectées par le laser-choc sont créées, et que de nouvelles

phases haute pression peuvent étre étudiées.

Par exemple, de I'aluminium super-dense a été formé a partir de saphir, et des transformations

de phase dans l'olivine (Fe, M),SiO, ont été rapportées en utilisant cette méthode.

En 2015, Rapp et al. ont produit de nouvelles phases de silicium en irradiant des échantillons
avec des impulsions laser de 170 fs a une longueur d’onde de 790 nm. Le laser était focalisé sur
une surface de silicium recouverte d’'une couche amorphe transparente de dioxyde de silicium
(Si0,), qui confinait la micro-explosion. Les mesures de diffraction électronique en zone
sélectionnée (SAED) réalisées sur la zone affectée ont montré que l'irradiation laser avait conduit
a la formation de plusieurs polymorphes métastables du silicium. Des fluences laser de 48 et 95
J/cm? ont permis d’obtenir les phases métastables st12-Si et bt8-Si dans la zone affectée par le
choc laser, ainsi qu’une indication de I'existence potentielle de deux autres structures nouvelles,
t32-Si et t32*-Si.

XXI



Diffraction électronique en zone sélectionnée (SAED)

En mode diffraction dans un TEM (microscope électronique en transmission), les chercheurs
s'intéressent souvent a l'analyse d'une région spécifique de I'échantillon. Pour ce faire, des
diaphragmes circulaires de Diffraction Electronique en Zone Sélectionnée (SAED) sont utilisés
afin de limiter le faisceau d’électrons transmis a une aire définie d’intérét. Ces diaphragmes sont
positionnés sous [l'objectif, mais au-dessus des lentilles intermédiaires et projectrices,

précisément dans le plan image de I'objectif.

Dans le TEM JEOL JEM-2100, on trouve généralement quatre diaphragmes SAED de diamétres
100, 50, 20 et 10 ym. Cependant, la zone réellement sélectionnée sur I'échantillon dépend
également de la longueur de la caméra et du grossissement de I'objectif. Par conséquent, un
méme diaphragme peut correspondre a des zones physiques légérement différentes selon les

conditions d’'imagerie.

Cristallographie et groupes de symétrie cristalline

L’étude des matériaux et la compréhension de la relation entre leurs propriétés et leur structure
constituent depuis longtemps une quéte centrale en science. Depuis plus d’un siécle, la
cristallographie aux rayons X fournit des informations tridimensionnelles sur les mécanismes
structuraux et les fonctions de nombreux matériaux et molécules biologiques importants. La
cristallographie est devenue un outil essentiel, jouant un rdle clé dans diverses industries telles

que I'exploitation miniére, la pharmacie et 'aérospatiale.

En 1912, Max von Laue a démontré la diffraction des rayons X par les cristaux, apportant la
preuve directe de leur structure périodique interne. A la méme époque, W. H. Bragg et W. L.
Bragg ont formulé la loi de Bragg, qui relie la longueur d’onde des rayons X a I'angle d’incidence
et a la distance entre les plans atomiques dans un cristal. L'impact de cet outil puissant sur la
biologie fut évident dans la découverte de la structure en double hélice de 'ADN par Watson et
Crick dans les années 1950, basée sur des données de diffraction aux rayons X collectées par
Rosalind Franklin et Maurice Wilkins. La cristallographie a aussi permis de déterminer les
structures de protéines importantes comme la myoglobine et 'hémoglobine. Depuis le XXe siécle,
des progres significatifs ont été réalisés grace au développement de techniques avanceées telles

que la diffraction aux neutrons, la diffraction électronique et la radiation synchrotron.

Lorsqu’un matériau est fragmenté en morceaux plus petits, il peut révéler une structure réguliere

et répétitive ou une organisation désordonnée de ses particules constitutives (atomes, ions,
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molécules). Les matériaux a structure réguliere sont dits cristallins, tandis que ceux a structure

irréguliere sont qualifiés d’amorphes.

Pour étudier les cristaux, la cristallographie définit les éléments constitutifs du cristal comme le
réseau (lattice) et la base (basis). Un réseau est un arrangement périodique tridimensionnel de
points, qui indique ou sont placées les bases pour construire la structure cristalline globale. La

base est le groupe le plus simple d’atomes, ions ou molécules attaché a chaque point du réseau.

Pour analyser un cristal, on définit la maille élémentaire comme le plus petit volume répétitif qui,
par répétition spatiale, décrit intégralement la structure cristalline. La maille élémentaire est
caractérisée par les parametres du réseau : a, b, et ¢, qui représentent les longueurs des arétes
le long des axes X, y, et z, respectivement, ainsi que par les angles a, B, ety, qui sont les angles

entre les arétes (b & ¢, a & c, et a & b, respectivement).
Méthodes et algorithmes d’identification de phases dans les matériaux et nanomatériaux

Le principal défi de 'analyse quantitative de phases (QPA) des nanomatériaux polymorphes a
partir de mesures SAED réside dans le fait que, dans de nombreux cas, les motifs contiennent
des diffraction superposées issues de mélanges de phases nanocristallines. L'approche courante
pour identifier les phases a partir des motifs SAED convient principalement aux monocristaux,
car elle implique d’orienter les cristaux selon un axe de zone et de comparer le motif mesuré a

celui calculé a partir des informations de maille élémentaire.

Une autre méthode fréquemment utilisée pour effectuer une QPA sur des matériaux
nanocristallins consiste a effectuer une moyenne azimutale du motif SAED, puis a utiliser un
logiciel congu pour la diffraction sur poudre afin d’identifier les pics observés. Cependant, cette
méthode réduit le contenu informationnel du motif et ne permet pas de distinguer les cas ou deux

phases ont des positions de pics qui se chevauchent.

D’autres approches rapportées pour réaliser la QPA sur des nanomatériaux en TEM incluent :
'étude de la transformée de Fourier locale des images a haute résolution, la corrélation avec
'imagerie en champ sombre pour éliminer les phases dominantes, ainsi que l'utilisation d’une
série de mesures par diffraction en précession. Toutefois, chacune de ces méthodes présente

des limitations liées a la cristallinité de I'échantillon ou requiert un équipement spécialisé.

Par ailleurs, les motifs SAED contiennent une richesse d’informations structurales qui peuvent
étre collectées avec n’importe quel TEM. De plus, la capacité a déméler les informations
contenues dans des motifs de diffraction superposés issus de matériaux polycristallins a

récemment été démontrée grédce au développement de multiples algorithmes d’indexation
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cristalline pour les mesures de diffraction aux rayons X, tels que les méthodes triplets,
Grainspotter et FELIX.

Les nanomatériaux sont des matériaux possédant au moins une dimension dans le domaine
nanométrique. lls présentent des propriétés physiques et chimiques uniques, résultant de leur
taille de grain réduite et de leur surface spécifigue accrue comparativement aux matériaux
massifs. Des approches de type bottom-up (par exemple, synthése chimique) ou top-down (par
exemple, broyage, microexplosion) sont utilisées pour produire des nanomatériaux. La plupart de
ces méthodes généerent de nombreux petits grains cristallins aux orientations aléatoires. Par
conséquent, ces nanomatériaux sont qualifiés de polycristallins, car ils sont composés de grains

variés aux orientations nanocristallines différentes.

Détails de I'algorithme d’identification de phase spot-par-spot : Poly

Notre algorithme calcule un score pour chaque spot de diffraction observé, reflétant son niveau
de correspondance avec une phase supposée connue. Sa logigue et son organisation suivent
'approche d’accumulation décrite par Morawiec pour lindexation et la détermination de

I’'orientation cristalline.

Etape 1 : Les spots sont détectés dans I'image de diffraction & l'aide d’'une méthode de

programmation Python, appelée ltseez.

Etape 2 : Le centre du motif est localisé, et la position de chaque spot est transformée en vecteur

dans I'espace réciproque.

Etape 3 : Le jeu complet des vecteurs réciproques, noté h, est calculé & partir d’une structure
cristalline supposée. Les réflexions interdites sont éliminées de la liste en fonction du groupe
d’espace de la phase associée. Dans notre cas, il n’était pas nécessaire d’inclure les spots dus
a la diffraction dynamique, car nous étudions de petits domaines de phases de silicium a haute
pression dans une zone déformée du substrat de silicium. Cependant, ce cadre permet d’intégrer

les spots de diffraction dynamique lors de la génération de cette liste de vecteurs spot.

Etape 4 : La liste compléte des vecteurs réciproques est regroupée selon des familles. Une
famille est définie comme un ensemble de vecteurs réciproques reliés par les opérations de

symétrie du groupe de Laue, indépendamment de leurs magnitudes.

Etape 5 (implémentée implicitement) : Identification des candidats vecteurs h potentiels pour un

vecteur observé g en comparant leurs magnitudes.

XXV



Etape 6 : Une table de votes est générée avec les votes pour les vecteurs g organisés en lignes
et les familles en colonnes. Si la condition de similarité est satisfaite, un vote est ajouté aux
éléments de la table aux indices (i,m),(i,n),(j,m), et (j,n). Ainsi, les votes s’accumulent en

considérant toutes les paires de vecteurs g\mathbf{g}g et les familles potentielles.

Etape 7 : Le score le plus élevé pour chaque vecteur g est sélectionné et enregistré pour une
comparaison ultérieure. Cette étape identifie également les familles de réflexions qui corrélent le

plus avec le vecteur observé g.

Etape 8 : Pour valider le score calculé, I'algorithme effectue un test d’hypothése nulle afin de
déterminer si le score est similaire a celui obtenu pour un ensemble de spots aléatoires sans
relation cristallographique. Si le k-score d’un spot est supérieur a 2, I'hypothése nulle est rejetée

et le score est pris en compte pour 'analyse.

Etape 9 : Aprés application du filtre basé sur la valeur k & tous les scores, les scores finaux d’un
spot pour différentes phases sont comparés. Cette comparaison spot-par-spot permet a
l'algorithme Poly d’identifier des motifs de diffraction contenant plusieurs cristaux de phases

différentes.

Méthodes de simulation des motifs de diffraction, en particulier pour le silicium
Pour évaluer la précision du programme d’identification de phases Poly, nous avons généré des
motifs de diffraction simulés. Dans un premier temps, pour une phase spécifique du silicium, nous
utilisons les conditions de réflexion du groupe de Laue afin d’identifier les indices de Miller (hkl)
autorisés. Ensuite, en utilisant les paramétres cristallins de la phase considérée, nous calculons
la norme des vecteurs de I'espace réciproque pour chaque valeur (hkl). Comme nous nous
concentrons sur une région spécifique du motif de diffraction, si la norme d’'un vecteur dépasse
une valeur seuil déterminée, les indices correspondants sont retirés de la liste. Afin de garantir
gue le motif simulé ressemble a celui expérimental, nous appliqguons ensuite les équations de
rotation tridimensionnelle d’Euler pour faire tourner ces vecteurs, générant ainsi des motifs de
diffraction le long de I'axe de zone, hors axe, ou selon d’autres orientations. Aprés avoir généré
et sélectionné les vecteurs de I'espace réciproque, nous comparons leur norme au rayon de la
sphére d’Ewald (1/A), qui, dans notre cas, correspond a une longueur d’onde électronique de
0,0025 nm pour un faisceau électronique de 200 keV en TEM. Enfin, les spots de Bragg dont les

vecteurs réciproques intersectent la sphere d’Ewald forment le motif de diffraction simulé.
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Motifs SAED d’un échantillon de silicium irradié par laser (microexplosion)

Pour synthétiser des phases de silicium a haute pression, Rapp et al. ont utilisé la méthode de
microexplosion, suivie d’'un fraisage par faisceau d’ions focalisé (FIB) pour préparer les
échantillons en vue d’une analyse par microscopie électronique en transmission (TEM). Des

motifs de diffraction électronique a aire sélectionnée (SAED) ont alors été enregistrés par TEM.
Résultats et discussions
Test de 'algorithme Poly sur des motifs de diffraction simulés de silicium

Nous avons simulé des motifs SAED des phases bt8-Si et st12-Si, qui possédent des cellules
unitaires et groupes d’espace distincts, mais présentent de nombreuses similitudes dans les
magnitudes des vecteurs de diffusion des pics de Bragg, rendant leur identification difficile par
les méthodes existantes. Les motifs, comprenant plus de dix spots de Bragg, ont été conservés
pour une analyse ultérieure. Les intensités des spots de Bragg n’ont pas été calculées, car elles
ne sont pas prises en compte dans l'algorithme Poly. L’algorithme Poly décrit précédemment a
d’abord été utilisé pour calculer des scores de similarité pour les spots, en supposant que les
phases du silicium sont connues. En général, pour un motif de N spots, un spot peut former N-1
angles avec les autres ; le score maximal possible pour un spot est donc N-1, ce qui signifie que
tous les angles avec les autres spots correspondent a la structure supposée. Pour le motif simulé
contenant un mélange des phases Si-bt8 et Si-st12, Poly a pu identifier la phase de chaque spot.
Ces résultats démontrent la bonne capacité de Poly a distinguer une phase spécifique de silicium
parmi d’autres. De plus, I'algorithme fonctionne spot par spot et peut correctement classer les
spots en différentes phases, ce qui est adapté aux échantillons polymorphes. Un inconvénient de
Poly est qu’il nécessite une cellule unitaire prédéfinie. Cependant, nous avons constaté que de
Iégéres déviations, pouvant étre causées par des défauts ou des contraintes, peuvent étre
tolérées en ajustant les paramétres de seuil €, et €,. Enfin, 'algorithme ne fonctionne pas lorsque
les phases ont des constantes de réseau et groupes d’espace similaires, car cela conduit a des
scores proches en raison d’espacements interplans et de relations angulaires équivalentes. Des
simulations comme celles présentées peuvent étre utilisées pour tester si plusieurs phases dans
la liste des candidats sont distinguables par I'algorithme. Toutefois, dans le cas ou un spot obtient
des scores élevés similaires pour plusieurs phases, il est préférable de considérer ce cas comme
un sous-ensemble de correspondances potentielles et de comparer cette sous-liste avec la
distribution des scores des autres spots du motif. Comme cela sera démontré, cette approche
permet de réduire significativement la liste des candidats et d’identifier les phases dominantes
dans un motif SAED.
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Résultats du traitement des données pour I’échantillon de silicium irradié par laser
Pour analyser un motif de diffraction expérimental, le motif enregistré sur film a d’abord été
numeérisé, puis les spots ont été détectés dans le motif a l'aide de I'algorithme de détection de
spots (ltseez, Python). Ensuite, via un programme MATLAB, les spots correspondant a un
espacement interréticulaire (d-spacing) propre a la phase cubique du silicium ont été filtrés.
L’algorithme Poly a alors été appliqué aux spots restants. Pour estimer lincertitude sur la
localisation des spots dans le motif SAED, un ajustement gaussien bidimensionnel a été réalisé

sur chaque spot, la déviation standard du fit fournissant I'incertitude sur les coordonnées x et y.
Identification des phases du silicium avec Poly

Nous avons utilisé Poly pour analyser un ensemble de 10 motifs SAED mesurés dans différentes
régions affectées autour de vides créés par des fluences laser incidentes de 48 ou 95 J/cm2. Les
échantillons ont été préparés par faisceau d’ions focalisé (FIB) afin de produire des coupes
minces adaptées aux mesures en TEM. Le délai entre la préparation par FIB et la mesure SAED

variait de 34 a 94 jours, que nous qualifierons de « délai de mesure ».

L’analyse a révélé que quatre motifs comportaient un nombre significatif de spots identifiables
par l'algorithme. Les spots ayant obtenu un score inférieur au seuil de 2 ont été considérés
comme des mauvaises correspondances, représentées par des cercles vides dans les motifs. Un
tableau des parametres expérimentaux et du nombre de spots correspondant a chaque phase de
silicium haute pression est présenté. Les motifs mesurés avec un délai de moins de 50 jours
(b901 et b679) contenaient majoritairement des spots présentant les scores de similarité les plus
élevés avec les phases t32-Si et t32*-Si. Comme le montrent les distributions des scores,
l'algorithme Poly attribue des scores similaires a ces deux phases, en raison de la grande
similitude des paramétres de leurs cellules unitaires, ce qui complique leur distinction. Fait
intéressant, un plus grand nombre de spots t32-Si et t32*-Si a été observé dans b679 que dans
b901, ce qui semble corrélé a la fluence laser utilisée pour la création des vides, 95 J/cm2 pour
b679 contre 48 J/cmz2 pour b901.

Il apparait donc qu’une fluence laser plus élevée favorise la formation des phases t32-Si dans la
région affectée par le choc laser. Les spots correspondant a d’autres phases haute pression
étaient significativement moins abondants. La phase r8-Si a été détectée dans les deux cas,
tandis que les phases hd-Si et VIII-Si ont été attribuées a quelques spots uniquement lors de la
mesure a fluence plus faible (b901). L’analyse initiale menée par Rapp et al., qui s’était
concentrée sur les phases bt8-Si et st12-Si, n’a identifié que peu de spots correspondant a ces

phases par lalgorithme Poly. Cette différence est compréhensible, car l'analyse initiale
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considérait uniguement la magnitude des vecteurs de diffusion des spots sans tenir compte des
corrélations angulaires comme dans notre approche. De plus, 'analyse originale s’est limitée aux
spots proches du centre du motif, la reconnaissance des phases étant plus ambigué pour les
spots plus éloignés.

Les différents délais de mesure dans le jeu de données nous ont également permis d’étudier
I'évolution de la stabilité des phases haute pression créées dans la région affectée par le choc
laser. La préparation en coupe transversale et 'amincissement de I'échantillon prés du vide
entrainent la suppression des contraintes résiduelles, favorisant ainsi la relaxation des phases
haute pression vers des phases de pression plus faible. Il est observé que le nombre de spots
associés aux phases t32/t32*-Si, représentés en rouge et vert, diminue avec le temps. Cette
diminution s’observe également pour la phase r8-Si, mais avec une pente moins prononceée.
D’aprés ces analyses, le temps de relaxation des phases t32/t32*-Si et r8-Si est estimé entre 50
et 70 jours. Enrevanche, la phase XI-Si présente une évolution différente, avec une augmentation
du nombre de spots attribués, passant de 0 % a 14 %, suggérant qu’elle est un sous-produit de

la relaxation des phases t32/t32*-Si.

Il est a noter que la fréquence des spots considérés comme mauvaises correspondances
augmente également avec le temps. La cause exacte reste incertaine, mais pourrait étre liée a
une phase non identifiée ou a un nombre insuffisant de spots détectés en diffraction d0 a une
petite taille cristalline. Une autre explication possible est une hétérogénéité accrue de la
microstructure de I'’échantillon. Dans I'algorithme Poly, le score des spots dépend du nombre total
de spots (N) dans une phase donnée. Si la diversité des phases dans une région augmente, les
scores diminuent et la probabilité de mauvaises correspondances croit. Pour approfondir ces cas,
nous envisageons de réaliser des expériences de diffraction par nanofaisceau afin d’étudier les
performances de Poly sur des volumes affectés plus petits, ce qui devrait réduire le nombre de

phases présentes dans la zone et augmenter les scores relatifs.

Identification des limites de I’algorithme Poly a I'aide de mélanges de phases dans des

motifs de diffraction polycristallins simulés

Les tests de Poly réalisés sur des motifs de diffraction simulés ont démontré son bon
fonctionnement. Cependant, une question demeure : dans quelles conditions pourrait-il échouer
? Pour répondre a cela, nous avons congu trois tests complémentaires, que nous classons en

trois groupes.
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Dans un premier temps, nous évaluons la précision de Poly lorsque le nombre de spots de Bragg
d’'une phase est réduit. Nous commencgons par un mélange de deux phases puis, a chaque étape,

nous supprimons certains spots d’'une phase afin de déterminer si Poly peut toujours les identifier.

Ensuite, nous ajoutons au mélange des spots provenant de motifs simulés d’orientations

différentes d’une autre phase, jusqu’au point ou Poly ne peut plus différencier les phases.

Enfin, nous ajoutons a chaque étape un motif de diffraction simulé issu de différentes phases du

silicium afin de définir le seuil ou Poly échoue dans I'identification des phases.

Limite du nombre de spots

Pour ce premier test, nous avons utilisé la procédure de simulation décrite précédemment pour
générer des spots de Bragg correspondant a la phase Si-t32. Lors de la derniére étape, seuls
guatre spots Si-t32 subsistaient. Fait remarquable, Poly a pu distinguer ces quelques spots des
spots de la phase Si-stl2. Les scores associés aux spots Si-stl2 restaient dans la méme
fourchette, indiquant une identification stable des phases. Nous concluons donc que Poly est

capable de gérer des cas ou le nombre de spots d’'une phase spécifique est tres limité.
Limite liée a I’orientation cristalline

Pour évaluer I'impact des différentes orientations sur les résultats de Poly, nous avons réalisé un
test débutant avec un motif Si-t32, auquel nous avons ajouté des motifs de la phase Si-st12 dans
différentes orientations. Ce test refléte la situation expérimentale ou différents grains présentent

la méme phase mais des orientations variées.

Pour un motif contenant 120 spots, la phase Si-t32 reste identifiable avec un score moyen
d’environ 28. Au fur et a mesure que le nombre de spots Si-st12 augmente, un effet mixte apparait
: certains spots Si-st12 voient leur score augmenter, tandis que 'ambiguité s’accroit pour d’autres

spots de cette phase.

Cette analyse démontre que Poly peut identifier correctement des phases dans un mélange de
motifs comportant des orientations variées, bien que le nombre total de spots puisse influencer

les scores et donc l'identification finale des phases.
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Limite liée au mélange de phases

Dans cette derniere partie, nous étudions les résultats de Poly sur des mélanges de motifs de
diffraction issus de différentes phases de silicium. Plusieurs motifs SAED simulés de diverses
phases ont été générés et analysés avec l'algorithme en considérant onze phases possibles de
silicium.

Il est important de noter que I'ambiguité apparait pour la plupart des spots lorsque le motif
comprend environ 66 spots. Au-dela d’un certain nombre de spots, la probabilité d’ambiguité
augmente. La raison pour laquelle la phase Si-t32 reste identifiable est que la probabilité de

correspondance de ses spots avec d’autres phases reste faible.
Conclusion

Nous avons développé 'algorithme Poly afin d’effectuer une analyse quantitative de phase (QPA)
ponctuelle sur des matériaux polymorphes a I'échelle nanométrique. Des motifs de diffraction

simulés des phases bt8-Si et st12-Si ont été utilisés pour tester cet algorithme.

Nous avons exploité les informations cristallographiques des différentes phases du silicium pour
simuler des motifs SAED. Ces simulations ont été réalisées en Python, en s’appuyant sur
diverses bibliotheques dédiées au traitement. Les phases de silicium a haute pression étudiées
comprenaient notamment Si-bt8, Si-st12, Si-bc8, Si-r8, Si-hd, Si-IX, Si-VIII, Si-m32, Si-m32*, Si-
t32, et Si-t32*.

L’analyse de ces motifs simulés avec Poly a démontré la forte capacité de I'algorithme a identifier

avec précision les phases présentes.

Les résultats montrent que I'algorithme Poly peut associer de maniére fiable les spots de
diffraction détectés lors d’expériences de microexplosion avec des phases de silicium a haute
pression connues. Par ailleurs, nous avons analysé des motifs SAED expérimentaux issus
d’échantillons de silicium affectés par des chocs laser, révélant la présence de nouvelles phases
de haute pression. Une étude antérieure menée par Rapp et al. avait rapporté que les
microexplosions dans le silicium généraient plusieurs phases tétragonales et monoclinique ;
cependant, leur identification reposait uniguement sur les distances interplans (d-spacing) et
manquait de précision a I'échelle des spots individuels. Notre analyse avec Poly, qui integre a la
fois les informations angulaires et les distances interplans, a permis d’identifier les phases t32-Si
et t32*-Si comme composantes dominantes des régions affectées par le choc laser, ce qui est

rapporté ici pour la premiére fois.
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De plus, 'analyse d’une série de motifs obtenus avec différents délais de mesure indique que ces
phases se relachent progressivement vers d’autres phases de haute pression en environ 50 jours.
Des travaux en cours visent a évaluer plus en détail les capacités de cette approche
d’identification ponctuelle dans d’autres systémes matériels et a 'appliquer a de nouveaux motifs
obtenus par diffraction en nano-faisceau. Par ailleurs, Poly est également applicable aux motifs
de diffraction sensibles & la position collectés via la technique 4D-STEM. Cependant, dans de
nombreux cas, ces motifs tendent a étre tres diffus. Lorsque des spots de Bragg nets et bien

définis sont présents, Poly peut grandement faciliter une identification précise des phases.

Les procédures d’identification de phase, allant des plus simples aux plus complexes, comportent
toujours une certaine incertitude due aux erreurs instrumentales, a la qualité des données, aux
spécificités des échantillons, aux erreurs d’analyse et aux imprécisions dans les données de
référence. Dans le cas de Poly, nous utilisons la magnitude des vecteurs et leurs angles dans le
motif SAED, en les comparant a la base de données du matériau étudié, ici le silicium. Il est donc
crucial d’identifier les faiblesses de I'algorithme en utilisant des motifs SAED simulés idéaux. Ces
simulations minimisent les erreurs liées aux instruments et aux expériences tout en fournissant

les données de base nécessaires a I'évaluation de I'algorithme.
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1 Introduction

This chapter provides an overview of Transmission Electron Microscopy (TEM), covering its
fundamental principles, commonly used methodologies, key applications, and essential concepts.
Detailed introductory discussions related to the two main research projects are presented

independently in Chapters 2 and 3.

1.1 Fundamentals of light-matter interactions

Light—matter interactions refer to the fundamental processes through which photons couple to
electronic, vibrational, and other quasiparticle excitations in condensed matter systems. At the
nanoscale, these interactions give rise to phenomena that classical optics cannot adequately
describe. This regime—commonly referred to as nanophotonics or nano-optics—leverages sub-

wavelength field confinement and resonant modes to manipulate light beyond the diffraction limit
[2].

Nanoscale architectures enable the localization of electromagnetic fields within extremely small
volumes, thereby significantly enhancing the strength of light—matter coupling relative to that in
bulk materials. This enhanced interaction lies at the core of numerous emerging technologies; for
instance, plasmonic and photonic nanostructures support applications in ultra-sensitive detection,

high-speed optical communication, and efficient light harvesting for solar energy conversion.

Mastering the control of light—matter coupling at the nanoscale thus represents not only a
compelling frontier in fundamental science but also a foundation for the development of next-

generation optical and quantum devices.

In the macroscopic and microscopic regimes, Maxwell’s equations govern the interaction between

electromagnetic fields and matter, predicting the induced polarization response
P =g yWE (1.1)

where y() denotes the linear electric susceptibility, &, is vacuum permittivity, and E is the electric
field [3]. The real component of the complex electric susceptibility describes the material’s
refractive properties, while the imaginary component describes its optical absorption. Scattering
phenomena arise from spatial variations in the dielectric function €(w), manifesting as Rayleigh
scattering in the elastic limit or Mie scattering when the scatterer size is comparable to the

wavelength.



These classical electrodynamic models provide accurate descriptions of bulk optical responses,
including light transmission through dielectric media, metallic reflectivity, and the colorimetry of
colloidal nanoparticle suspensions—provided that the system dimensions remain larger than
those associated with quantum confinement effects.

At atomic and molecular length scales, energy levels are quantized. Photons with energy Aw can
induce transitions between quantum states |i) and |f) when the energy difference AE = Ex - E;
satisfies the resonance condition AE=Aw. Time-dependent perturbation theory yields the Fermi

golden rule, which describes the transition rate as
2 a1\ 2
linp = 7”| (f|Hine |0)|"pp (1.2)

where H;,,=—d-E in the electric-dipole approximation, and p, denotes the density of final states.
This theoretical framework encompasses the fundamental processes of optical absorption,
spontaneous emission (arising from vacuum field fluctuations), and stimulated emission—the

latter forming the physical basis for laser operation [4,5].

Key quantum mechanical phenomena such as coherence, dephasing, and population inversion
play essential roles in the design and performance of modern photonic and optoelectronic
systems. Light—matter interactions encompass a variety of mechanisms that give rise to distinct
physical outcomes and underpin numerous optical technologies. Absorption occurs when photon
energy is transferred to internal excitations within the material, such as electronic, vibrational, or
phononic modes—an essential process in applications like solar cells and UV—-Vis spectroscopy.
Emission involves the release of photons from an excited state; this can be either spontaneous,
resulting in incoherent light (as in LEDs), or stimulated, which produces coherent photons and is
fundamental to lasers and single-photon sources. In elastic scattering, the direction of photon
propagation changes while its energy remains conserved, a principle exploited in Lidar systems,
optical tweezers, and the manifestation of structural color. In contrast, inelastic scattering involves
an exchange of energy between photons and matter, as seen in processes such as Raman and
Brillouin scattering, which enable chemical fingerprinting and temperature mapping. Finally,
nonlinear optical processes arise when the material polarization includes higher-order
susceptibility terms (e.g., @, x®), allowing for phenomena such as frequency conversion,
second-harmonic generation, and optical Kerr gating, which are pivotal in ultrafast optics and

signal processing [6, 7].

Light—matter interactions can be classified into distinct coupling regimes depending on the

strength and spatial nature of the interaction. In the weak coupling regime, light perturbs matter
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without significantly modifying its intrinsic eigenstates; most conventional spectroscopies,
including absorption and fluorescence measurements, operate within this regime. In contrast,
strong coupling occurs when the interaction between light and matter is sufficient to create
hybridized states known as polaritons, leading to a characteristic splitting of energy levels into
upper and lower branches—an effect observable as Rabi splitting. Finally, near-field coupling
arises when evanescent or non-propagating electromagnetic field components dominate the
interaction, enabling spatial confinement well below the diffraction limit. This regime is harnessed
in technigues such as scanning near-field optical microscopy (SNOM) and photon-induced near-
field electron microscopy (PINEM), allowing nanoscale resolution and access to localized optical

phenomena [8-10] .

1.2 Fundamentals of electron-matter interactions, electron scattering, and
diffraction

In electron microscopy, electrons interact with the sample to produce images or signals that reveal
its characteristics. Understanding the fundamentals of electron—matter interactions is therefore
essential. The probability of scattering is described by the cross section, o, or mean free path, A.
The cross section is the effective area over which a particle can interact with the electron beam
[11]. For a specimen with N particles per unit volume, the probability of scattering a single electron
passing dx thickness of the sample is Nodx. The mean free path is the average distance that an
electron can travel through the sample before scattering

AzNiG (1.3)
If the specimen is thin (typically <100 nm), electrons are more likely to undergo single or no
scattering events. However, in thicker samples, electrons may scatter multiple times, a
phenomenon known as dynamical scattering. When an electron passes x distance in a specimen,

the probability of n-times scattering is described by Poisson statistics:
1 [\ x
P)= ) () exp (-3) (1.4)
In cases involving multiple scattering events with different mechanisms, computational averaging

methods such as Monte Carlo simulations are particularly useful [11].

As an electron beam passes through a thin specimen, it can undergo various interactions.
Inelastic interactions include ionization, secondary emission, and energy-loss excitation.

Additionally, electrons may be elastically scattered by atomic nuclei and electron clouds, changing



direction without any loss of energy. A portion of the electrons are backscattered, while the
remaining ones undergo scattering by atomic nuclei and electron clouds through Rutherford
scattering.

In elastic interactions, although the electron retains its energy, its direction can change
significantly. These electrons play a major role in the formation of images and diffraction patterns
in electron microscopes. Elastic scattering can be classified into two types, one of which is large-
angle scattering (typically >5°), also known as Rutherford scattering, which arises from
interactions between electrons and atomic nuclei. The second type is known as small-angle
scattering (typically between 0.5° and 5°), which occurs when primary electrons are scattered by
the screened nuclear field, as a result of the shielding effect of the atom’s electron cloud. As the
scattering angle increases, elastic scattering can begin to lose coherence, and in some cases,
like 180° collisions, it may result in a slight energy change - for example, a 100 keV electron may
lose approximately 1 eV. Elastic scattering probability scales approximately with the square of the

atomic number (Z2), while inelastic scattering tends to scale linearly with Z [11,12].

There are many inelastic processes involved in electron—matter interactions, but four well-known
ones include phonon excitation, plasmon excitation, single-electron excitation, and inner-shell
ionization (radiative transitions). Phonon excitation occurs when the electron beam interacts with
lattice vibrations in the sample, transferring energy to phonons-quanta of atomic vibrations-which
can locally increase the temperature. The energy loss in this process is typically less than 1eV,
and the scattering angle is relatively large, on the order of ~10°, with a mean free path of
approximately 1 ym. Plasmon excitation involves the inelastic scattering of primary electrons that
resonantly excite collective oscillations of valence electrons, known as plasmons. These
oscillations are described by the Drude—Lorentz model, where the valence electrons behave like
a free electron gas. The energy loss associated with plasmon excitation typically ranges from 5
to 30 eV, and the corresponding mean free path is relatively short, around 100 nm. This short
mean free path makes plasmon scattering one of the most frequent inelastic interactions. As a
result, to observe other, less dominant inelastic processes, plasmon contributions often need to
be removed from the spectrum. The third process, known as single-electron excitation, occurs
when the incident electron beam transfers energy to a valence or core electron in the sample,
causing ionization. If the excited electron escapes the sample surface, it can contribute to
secondary electron imaging. The typical energy loss for valence electron excitation is up to
~50 eV, but for core-level excitations, the energy loss can be significantly higher. For instance,

the carbon K-edge appears at approximately 284 eV, while the zirconium L-edge is around



2200 eV [11,13]. As the energy of the primary electrons increases, the probability of single-
electron (inelastic) scattering events generally decreases. The fourth major inelastic process is
direct radiation loss, also known as bremsstrahlung (braking radiation). It originates from the
deceleration or deflection of high-energy electrons as they pass through the electric fields of
atomic nuclei in a solid, resulting in the emission of photons. The energy loss in bremsstrahlung
can range from near zero to the full energy of the primary electron. When the high-energy
electrons pass through a sample, all inelastic processes can occur till the electron stops or leaves
the sample. Figure 1.1 shows the schematic of some of the interactions between the electron

beam and the sample.

Figure removed due to copyrights issues

Figure 1-1 Schematic diagram of different processes for electron-matter interaction in a thin sample. BSE

stands for back-scattered electrons. EELS stands for electron energy loss spectroscopy [11].

Electron diffraction is a powerful technique used in electron microscopy and crystallography to
study the structural properties of materials at the atomic scale. By exploiting the wave-like nature
of electrons, electron diffraction enables the investigation of the arrangement of atoms in solids,
the identification of crystal structures, and the measurement of interplanar spacings within
materials. This technique is particularly valuable in the study of nanomaterials, thin films, and

complex materials that cannot be easily analyzed using traditional X-ray diffraction.

When an electron beam interacts elastically with a crystalline material, the electrons undergo
diffraction due to the periodic arrangement of atoms in the crystal lattice. This interaction is

governed by the wave-particle duality of electrons, where the electrons behave as both particles



and waves. The wavelength of the electrons is inversely proportional to their momentum, which

is determined by their accelerating voltage. According to de Broglie’s hypothesis, the wavelength

_h____he
A= (1.5)

[EZ+2E,me?

where h is Planck’s constant, m is the rest mass of the electron, and Ej is the kinetic energy of
the electron. At high accelerating voltages, the electron wavelength becomes sufficiently small to
resolve atomic-scale features, typically in the range of picometers, making electron diffraction a

high-resolution technique.

As the electron beam passes through the crystal, the atoms scatter the incident electrons. This
scattering leads to interference, resulting in diffraction patterns that are characteristic of the
crystal’'s structure. Diffraction patterns typically appear as concentric rings for amorphous
materials, a combination of discrete spots arranged in ring-like formations for polycrystalline
materials, and sharp, isolated spots for single crystals. These patterns are commonly observed
using selected area electron diffraction (SAED), microbeam, or nanobeam diffraction techniques.
The spacing and intensity of these spots or rings can provide valuable information about the
crystallographic structure of the material.

For diffraction to occur, the incident electron beam must satisfy the Bragg’s law condition, which
relates the diffraction angle to the wavelength of the electrons and the spacing between crystal

planes:

nA = 2dsiné (1.6)
where n is the diffraction order, A is the wavelength of the electron, d is the interplanar spacing of

the crystal planes, and 6 is the angle of diffraction [14].

The diffraction pattern can be analyzed using the concept of the reciprocal lattice, which is a
mathematical construct used to represent the diffraction conditions for a given crystal. The
reciprocal lattice vectors are related to the real-space lattice vectors, and the diffraction spots in
the electron diffraction pattern correspond to the reciprocal lattice points. This relationship allows

the determination of crystal symmetry, unit cell parameters, and orientation.



1.3 Transmission electron microscopy (TEM)

The pursuit of high-resolution imaging capabilities, constrained by the diffraction limit inherent to
optical microscopy due to the comparatively large wavelengths of visible light, prompted the
development of alternative techniques. Electrons, possessing de Broglie wavelengths on the
order of picometers—several orders of magnitude shorter than visible light—emerged as a
compelling probe for achieving enhanced spatial resolution. This conceptual advance culminated
in the design and construction of the first transmission electron microscope (TEM) by Ernst Ruska
and Max Knoll in Berlin in 1930, laying the foundation for modern electron microscopy [15,16].
Due to their charge and mass, electrons are susceptible to Lorentz forces when subjected to
magnetic fields. Consequently, electron beam manipulation in transmission electron microscopes
(TEMSs) is achieved using magnetic lenses, typically implemented as solenoid-generated fields.
Figure 1.2 presents a schematic diagram of a conventional TEM, which is vertically configured—
from the electron source at the top to the imaging detector at the bottom.

At the apex of the column resides the electron emitter, or filament, which serves as the primary
electron source. This component is commonly fabricated from materials with low work functions,
such as tungsten, tantalum, or lanthanum hexaboride (LaBg), and is positioned within a Wehnelt
cylinder—an electrostatic element that functions as a focusing electrode. Electron emission within
TEMSs can occur through various mechanisms, including thermionic emission, field emission, or a
hybrid approach known as Schottky emission. In the latter case, thermal energy assists field
emission by lowering the potential energy barrier at the emitter surface, thereby enhancing

electron yield while maintaining spatial coherence [17].



Figure removed due to copyrights issues

Figure 1-2 Schematic of the main parts of TEM with a ray diagram in the center of the column [18].

Electrons are accelerated toward the anode by an applied voltage, typically in the range of 100
keV to 400 keV, giving them high kinetic energy. The electron beam then passes through a series
of magnetic condenser lenses, which demagnify and focus the beam to a spot size on the order
of a few microns to nanometers, depending on the type of electron source used. The C1 lens (or
spot size control lens) adjusts the demagnification of the electron source, effectively controlling
the beam convergence. The C2 lens (also called the intensity lens) further focuses the beam and
determines the spot size on the sample. The specimen is typically 100 nm thick or thinner to allow
sufficient electron transmission. The objective lens is the next critical component; it forms the
initial real-space image of the specimen at the image plane and simultaneously produces the
reciprocal space (diffraction) pattern at its back focal plane. At this stage in the TEM imaging
process, the magnification is typically around 50X to 100X, as determined by the objective lens.
Objective apertures, with diameters ranging from 10 to 100 microns, can be inserted to limit beam
divergence and enhance image contrast by blocking scattered electrons. Following the objective
lens, the projector lens system—including the intermediate lens (often referred to as the first
projector lens)—can be adjusted to focus the electron beam either on the image plane to form a
real-space image, or on the back focal plane to produce the diffraction pattern of the specimen.
A series of projector lenses further magnifies the image or diffraction pattern formed by the
objective lens. In diffraction mode, a selected area electron diffraction (SAED) aperture is used to

isolate a specific region of the specimen for analysis. The final component of the TEM is the
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fluorescent screen, which allows direct visualization of the image or diffraction pattern. This
screen is often coupled with a camera system to digitally capture and record the data. There are
two important angles mentioned by a and (3, which are convergence and collection semi-angles.
The angle a determines how tightly the electron beam is focused onto the sample, and the angle
B defines the range of scattered electrons that are collected to form the image or diffraction
pattern. A TEM can produce images with magnifications exceeding one million times, allowing

visualization of structures at the atomic scale [19,20].

1.4 Ultrafast transmission electron microscopy (UTEM)

Investigating the ultrafast dynamics of light—matter interactions—while simultaneously achieving
high spatial resolution and real-time access to temporal and energy-resolved information—
represents a frontier challenge in modern science. Ultrafast Transmission Electron Microscopy
(UTEM) addresses this by integrating the high spatial resolution capabilities of conventional TEM
with femtosecond temporal resolution of ultrafast lasers, enabling the exploration of transient
phenomena across disciplines including physics, chemistry, materials science, and biology.

UTEM operates on the principle of pump—probe methodology, wherein an ultrafast pulsed laser
(pump) initiates dynamic processes in the specimen—such as phase transitions, lattice vibrations,
or charge redistributions—and an electron pulse (probe), generated via photoemission,
interrogates the evolving state of the system. A precisely controlled optical delay stage adjusts
the temporal offset between the pump and probe pulses, allowing for systematic reconstruction
of time-resolved images or diffraction patterns on the femtosecond timescale. This technique
enables direct visualization of the structural and electronic evolution of materials with
spatiotemporal resolution sufficient to capture the fundamental mechanisms driving ultrafast

phenomena.

Initial groundbreaking studies at Caltech, the Technical University of Berlin in Stefan Eisebitt’s
group, the Max Born Institute (MBI) under Thomas Elsasser’s leadership, and Lawrence
Livermore National Laboratory established the viability of conducting pump-probe experiments
within electron microscopy, employing either stroboscopic techniques or single-shot imaging

methods. Encouraged by significant individual achievements demonstrating its wide-ranging



applications, time-resolved electron microscopy is now being actively pursued by an increasing
number of research groups around the world [21,22].

The experimental work presented in Chapter 2 was carried out using the UTEM, and the current
explanation refers to that project. Further technical details about the UTEM are also provided in
Chapter 2.

1.5 Photoelectrons and nanomaterials interactions

In conventional transmission electron microscopy (TEM), electrons are typically generated
through thermionic emission, producing a continuous electron beam. In contrast, ultrafast TEM
(UTEM) utilizes photoemission triggered by ultraviolet (UV) laser pulses, generating a pulsed
electron beam via the photoelectric effect at the electron gun. This enables time-resolved imaging
and diffraction studies of ultrafast phenomena on femtosecond timescales. Here, photoelectrons
refer to the electrons emitted via the photoelectric effect at the electron gun, triggered by ultraviolet
(UV) laser illumination, which subsequently probe the sample

The interaction between photoelectrons and nanomaterials gives rise to distinct physical effects,
driven by the inherent characteristics of nanoscale systems—maost notably, their high surface-to-
volume ratios and quantum confinement. To probe these phenomena, photoelectron
spectroscopy techniques—including X-ray Photoelectron Spectroscopy (XPS) and Ultraviolet
Photoelectron Spectroscopy (UPS)—are widely employed. These methods provide valuable
insights into the electronic structure, chemical composition, and surface states of nanomaterials,
thereby complementing the time-resolved imaging capabiliies of UTEM [23,24]. These
techniques are inherently surface-sensitive, making them ideal for studying surface modifications,

adsorption processes, and catalytic activity of nanomaterials.

The reduced dimensionality, pronounced surface-to-volume ratio, and quantum confinement
effects impart electronic properties to nanomaterials that differ markedly from those of their bulk
analogues. For instance, hanopatrticles, quantum dots, nanowires, and two-dimensional materials
such as graphene exhibit quantized electronic energy levels and prominent surface states—
features that significantly influence their interactions with incident photoelectrons and modulate

their electronic response [25-27].

Furthermore, elucidating the interactions between photoelectrons and nanomaterials is critical for
advancing a range of high-performance technologies, including photovoltaic cells, photocatalysts,

and photoelectron-based sensors. In the context of photocatalysis, for example, electrons
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generated through photon absorption facilitate redox reactions at the surface of semiconductor
nanostructures. These processes underpin key applications such as the conversion of solar
energy into chemical fuels and the degradation of environmental pollutants. A comprehensive
understanding of the mechanisms governing photoelectron generation, transport, and their
interactions at the nanoscale is essential for optimizing the efficiency and functionality of these
technologies [28-31].

In ultrafast transmission electron microscopy (UTEM), a critical aspect of photoelectron-
nanoparticle interactions involves the generation of localized electromagnetic fields surrounding
metallic nanoparticles, such as gold or silver. These near fields can be directly visualized using
Photon-Induced Near-Field Electron Microscopy (PINEM), a technique that leverages electron
energy-loss spectroscopy (EELS) to spectrally filter electrons based on energy exchange. This
enables the formation of images composed solely of electrons that have interacted with the optical
near fields. Another key application of UTEM is the investigation of nanoparticle thermodynamics
via ultrafast electron diffraction (UED). In this modality, selected area electron diffraction (SAED)
patterns are acquired at successive time delays, allowing temporal resolution of structural
dynamics. By quantifying changes in Bragg reflection intensities and invoking the Debye—Waller
formalism, atomic vibrations can be extracted, enabling the determination of transient lattice

temperatures with high spatial and temporal precision [32-38].

1.6 Electron energy loss spectroscopy (EELS) and Photon-Induced Near-field
Electron Microscopy (PINEM)

Electron energy-loss spectroscopy (EELS) encompasses techniques wherein a beam of high-
energy electrons interacts with a material—whether solid or liguid—and the scattered electrons
are analyzed to yield an energy-loss spectrum. This spectrum captures the inelastic scattering
events and reflects the energy transferred from the electrons to the specimen. A subset of EELS,
known as electron spectroscopic imaging (ESI), enables spatially resolved analysis by filtering
electrons based on their energy losses to generate images formed exclusively from inelastically
scattered electrons. Another technique is energy-filtered transmission electron microscopy
(EFTEM), which enables the filtering of the electron beam based on its energy. These techniques
are broadly categorized under electron energy-loss and gain spectroscopy, as the incident
electron beam may lose or gain energy and undergo changes in intensity upon interacting with

the sample. The characteristics of the recorded energy-loss spectrum are susceptible to the
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material’s elemental composition and electronic structure, thereby providing valuable insights into

both chemical and physical properties at the nanoscale.[11].

The phenomenon of electron energy loss was first explored by James Chadwick and Charles Ellis
in the 1920s-1930s, who measured energy loss of electrons passing through thin foils and gases.
The technique was later developed for practical use in the transmission electron microscope by
James Hillier and R. F. Baker in the mid-1940s. However, it remained relatively underutilized for
the next five decades and only gained broader adoption in research during the 1990s, largely due

to significant advancements in microscope instrumentation and vacuum technology [39].

The JEOL JEM-2100 transmission electron microscope (TEM) is equipped with an EELS system,
typically integrated from manufacturers such as Gatan (e.g., Gatan Imaging Filter — GIF). When
using a LaByg electron gun, the energy resolution of the EELS system is approximately 1.0-1.5
eV. EELS is particularly well developed for around 25 elements ranging from carbon (Z=6) to zinc
(Z=30), including light elements and the 3d transition metals [40].

For example, light elements such as carbon (C), nitrogen (N), and oxygen (O) are commonly
analyzed via their K-edges, which typically lie in the 280-540 eV range. The 3d transition metals—
from scandium (Sc) to zinc (Zn), including Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, and Zn—are analyzed

using their L,,3-edges, generally located between 400 and 1000 eV [11].

There are certain limitations to EELS, such as overlapping edges, which occur when different
elements have core-loss edges at similar energy levels—for example, distinguishing the N K-
edge from the Ti L-edge. Additionally, limited energy resolution and beam-induced damage pose
further challenges for this technique [17].

The integration of UTEM with plasmonics offers a uniquely powerful platform for directly probing
plasmonic near-fields and dynamics at the nanoscale. A prominent example of this synergy is
PINEM. In PINEM, an ultrafast optical pump pulse excites localized or propagating surface
plasmons, while a time-synchronized electron pulse interacts with the resulting near-fields [32],
[41].

As electrons traverse optically induced near-fields, they can absorb or emit discrete energy
guanta corresponding to integer multiples of the plasmon energy, resulting in the emergence of
sidebands within the electron energy-loss spectrum. Through the application of energy-filtered

imaging, one can construct spatially resolved maps of the near-field intensity, thereby enabling
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direct visualization of plasmonic field distributions with a spatial resolution dictated by the electron
probe itself.

Critically, the precise temporal synchronization between the optical excitation pulse and the
electron probe confers femtosecond-scale temporal resolution. Time-resolved photon-induced
near-field electron microscopy (PINEM), for instance, has been employed to image the
propagation and interference of surface plasmon polaritons (SPPs) along buried metal—dielectric
interfaces, revealing spatiotemporal dynamics with sub-10-nanometer spatial and approximately
100-femtosecond temporal resolution. These capabilities highlight the power of ultrafast
transmission electron microscopy (UTEM) as a tool for capturing the real-space and real-time

evolution of optically excited plasmonic phenomena [42,43].

1.7 Selected area electron diffraction (SAED)

In transmission electron microscopy (TEM) operating in diffraction mode, precise analysis of
localized sample regions is often required. This is achieved through the use of circular Selected
Area Electron Diffraction (SAED) apertures, which confine the transmitted electron beam to a
designated area of interest. These apertures are strategically positioned at the image plane of the
objective lens, situated between the objective lens and the intermediate and projector lenses. By
isolating specific regions, SAED facilitates the acquisition of diffraction patterns that are

representative of targeted crystallographic domains within the specimen.

In the JEOL JEM-2100 TEM, there are typically four SAED apertures with diameters of 100, 50,
20, and 10 uym [19]. However, the actual area selected on the sample also depends on the
objective lens magnification. As a result, the same aperture may correspond to slightly different
physical areas under different imaging conditions. Figure 1.3 shows an example of a SAED

pattern acquired from a selected region using one of the apertures.
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Figure removed due to copyrights issues

Figure 1-3 An example of SAED. Part a shows the selected area in the real-space image mode, and part b
represents the captured diffraction pattern [19].

The lattice spacing limit that can typically be analyzed using Selected Area Electron Diffraction
(SAED) is on the order of 0.1 to 1 nm. However, this limit can be extended to approximately 10
nm or more when employing high-dispersion electron diffraction, enabling the resolution of much
larger lattice spacings such as those found in superlattices or moiré patterns. According to Bragg’s
law, a larger lattice spacing d corresponds to a smaller diffraction angle 6, causing the resulting
diffraction spots to appear very close to the central (transmitted) beam. This proximity makes
them difficult to distinguish in standard SAED mode. In high-dispersion mode, the diffraction
pattern is magnified—typically by increasing the camera length—thereby spreading out small-
angle features and allowing large d-spacings to be resolved more clearly. This information about
SAED forms the basis for the measurements done in the study of laser-induced high-pressure

phases of silicon presented in Chapter 3.

1.8 Crystallography and crystal symmetry groups

The investigation of materials and the elucidation of the relationship between their properties and
underlying structures has remained a fundamental objective across scientific disciplines. For over
a century, X-ray crystallography has served as a cornerstone technique, offering three-
dimensional insights into the structural mechanisms and functional behavior of a diverse array of

materials and biological macromolecules. As a result, crystallography has evolved into an
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indispensable analytical tool, underpinning advancements in a broad spectrum of industries,
including mining, pharmaceuticals, and aerospace engineering [44].

In 1912, Max von Laue demonstrated the diffraction of X-rays by crystals, providing direct
evidence of their periodic internal structure. Around the same time, W. H. Bragg and W. L. Bragg
formulated Bragg’s Law, which relates the wavelength of X-rays to the angle of incidence and the
distance between atomic planes in a crystal. The impact of this powerful new tool on biology was
evident in the discovery of the double-helix structure of Deoxyribonucleic acid (DNA) by Watson
and Crick in the 1950s, which was based on X-ray diffraction data collected by Rosalind Franklin
and Maurice Wilkins. It also enabled the determination of the structures of important proteins,
such as myoglobin and hemoglobin. Since the 20th century, there has been significant progress
in crystallography through the development of advanced techniques such as neutron diffraction,

electron diffraction, and synchrotron radiation [45,46].

When a material is subdivided into increasingly smaller components, its internal structure may
reveal either a periodic, ordered arrangement or a disordered configuration of its constituent
particles—such as atoms, ions, or molecules. Materials exhibiting long-range order are classified
as crystalline, whereas those lacking such periodicity are termed amorphous. The field of
crystallography provides a systematic framework for studying crystalline materials by defining two
fundamental concepts: the lattice and the basis. A lattice is a three-dimensional, periodically
repeating array of points that delineates the spatial arrangement for placing the basis. The basis
represents the simplest assembly of atoms, ions, or molecules associated with each lattice point.
Together, these elements construct the overall crystal structure. To facilitate structural analysis,
a unit cell is identified as the smallest representative volume that, through translational symmetry,
can reproduce the entire crystal lattice. A unit cell of a crystal is defined by the lattice
parameters: a, b, and c, which represent the lengths of the cell edges and the angles q, 3, and v,

which are the angles between the edges (b & ¢, a & ¢, and a & b, respectively).

The pursuit of symmetry in nature and materials—and the effort to simplify its understanding—
has been a longstanding human endeavor. While many attempts have been made to document
aspects of symmetry, the foundation of its modern scientific study is largely attributed to the Abbé
Hally. By examining the way calcite crystals fractured, Hally noticed that the resulting fragments
consistently exhibited specific angles between their faces. This led him to conclude that crystals
are built from repeating, identical units. In 1815, he expanded his research to numerous other

crystals and formalized his findings in what he termed the Loi de symétrie (Law of Symmetry).
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During the 19th century, the study of symmetry advanced considerably with the introduction of
key concepts such as point groups, Bravais lattices, and space groups [47].

A point group is a collection of symmetry operations centered around a point that collectively fulfill
the conditions of a mathematical group. In crystallography, point groups must also be compatible
with a space lattice. Only a limited number of such symmetry combinations are found in actual
crystals. The classification of the 32 crystallographic point groups was first introduced by Hessel
in 1830, though his work went largely unrecognized until Gadolin independently rediscovered the
same groups in 1869. The 32 crystallographic point groups are distributed among seven crystal
systems as follows: 2 in triclinic, 3 in monoclinic, 3 in orthorhombic, 7 in tetragonal, 5 in trigonal,

7 in hexagonal, and 5 in cubic systems [45].

Another important class of symmetry groups arises from considering translational symmetry
operations. If we examine the internal structure of a crystal, we find that it consists of a vast
number of atoms or molecules arranged in a highly regular pattern. Within this structure, there
exists a set of points that are indistinguishable in terms of their surroundings—the crystal appears
identical when viewed from any of these points. This set of equivalent points forms what
mathematicians refer to as a lattice. It can be mathematically demonstrated that there are only a
limited number of fundamentally different ways to arrange such points in space so that each one
has the same environment. This classification was established by Bravais in 1850, who proved
that in three-dimensional space, only 14 distinct lattice types exist. These are now known as the

Bravais lattices.

A point group describes the symmetry of a finite object and, in the case of natural crystals, only
32 distinct point groups exist. In contrast, a Bravais lattice focuses on the spatial arrangement of
a set of mathematical points. However, to fully understand the internal structure of a crystal—
specifically, the precise arrangement of atoms within its unit cell—one must go beyond point

groups and Bravais lattices to a more advanced symmetry concept: the space group.

A space group accounts for the symmetry of a structure made up of repeating units, where each
unit is not just a point but a finite object or a cluster of atoms, potentially possessing its internal
symmetry. Space groups include all the symmetry operations found in point groups, such as
rotations, reflections, inversions, and roto-inversions (or roto-reflections). In addition, space
groups incorporate translational symmetry operations, such as: screw axes (a combination of
rotation and translation along the axis), and glide planes (a combination of reflection and
translation parallel to the plane). These operations involve a displacement of the crystal's structure

along with the rotational or reflective transformation, making space groups essential for describing
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the full symmetry of three-dimensional crystalline materials. The 230 crystallographic space
groups are classified into seven crystal systems as follows: 2 in triclinic, 13 in monoclinic, 59 in
orthorhombic, 68 in tetragonal, 25 in trigonal, 27 in hexagonal, and 36 in cubic systems.

A Laue group is a type of point group that characterizes the symmetry of a crystal's diffraction
pattern, rather than the symmetry of the crystal structure itself. These groups include all point
group operations that preserve the direction of the incident X-ray or electron beam and always
contain inversion symmetry, reflecting the inherent centrosymmetric nature of diffraction patterns.
Since multiple crystallographic point groups can produce identical diffraction symmetries, the 32
crystallographic point groups reduce to only 11 distinct Laue groups. The 11 Laue groups are
distributed among the seven crystal systems as follows: 1 in triclinic, 1 in monoclinic, 3 in

orthorhombic, 2 in tetragonal, 1 in trigonal, 2 in hexagonal, and 1 in cubic systems [48].
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2 Studying the behavior of near fields and dipoles of nanoparticles
using the PINEM technique

2.1 Introduction

2.1.1 Background and Motivation

In the modern era, the fields of electronics, photonics, nanomaterials, and nanotechnology are
increasingly intertwined in the pursuit of advanced phenomena and high-tech fabrication
processes aimed at addressing evolving human needs. The rapid growth of nanomaterials
science and the nanophotonics industry demands a profound understanding of light—-matter
interactions at the nanoscale. A key avenue of exploration in this context is the investigation of
the electric fields surrounding nanostructures—an essential step in deepening our knowledge of
nanoplasmonic and nanophotonic behavior. Photon-Induced Near-Field Electron Microscopy
(PINEM) has emerged as a powerful technique for probing the near-field optical response of
nanostructures. This method is widely employed to visualize the optical near-fields of metallic
nanoparticles, particularly those composed of noble metals such as gold and silver, which exhibit
pronounced surface plasmonic resonances when excited with appropriately tuned photon

energies.

PINEM images frequently reveal dipolar field distributions around spherical nanoparticles,
typically aligned with the linear polarization axis of the incident pump laser; in certain studies,
circular polarization has also been employed to investigate alternative field configurations. These
dipolar fields often manifest as crescent-shaped features, indicative of the localized plasmonic
response. In systems comprising ensembles of nanoparticles, the near-field behavior may vary
significantly between individual particles under uniform excitation, reflecting differences in particle
morphology, spacing, material composition, and substrate interactions. Our research focuses on
elucidating these variations by systematically studying the dipolar response of nanoparticles
under diverse conditions—including different nanomaterial types and substrate compositions—in
order to uncover the physical mechanisms governing these interactions. The resulting insights
aim to inform the development of next-generation nanophotonic and nanoelectronic devices
through an improved understanding of the evanescent electromagnetic fields that arise at the

nanoscale.
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2.1.2 Problem Statement and Research Objectives

The Photon-Induced Near-Field Electron Microscopy (PINEM) technique has yielded valuable
spatio-temporal insights into the optical near-field responses of various nanoparticles. In
particular, studies focused on spherical gold nanoparticles (Au NPs) have demonstrated the
generation of dipolar field distributions upon excitation by a pump laser. In most experimental
configurations, linearly polarized pump lasers are employed, with polarization angles rotated
orthogonally using a half-wave plate to induce and visualize dipolar modes along multiple
directions. These interactions between the incident electromagnetic fields and the nanoparticles
give rise to evanescent fields, whose characterization is essential for deepening our

understanding of the underlying plasmonic behavior.

To systematically investigate these interactions, we analyzed the dependence of PINEM signal
dipole behavior on several experimental parameters, including the polarization direction of the
pump laser, substrate composition, and the temporal synchronization between the pump pulse
and the probe photoelectrons. This study aims to elucidate how such factors influence the
formation and orientation of dipolar near-fields, thereby contributing to a more comprehensive

understanding of nanoparticle-light interactions at the nanoscale.

2-1-3 Literature review
2.1.3.1 Pump-probe experiments

Pump—probe techniques are widely employed in light—-matter interaction experiments to
investigate ultrafast electronic dynamics in response to laser excitation. By monitoring variations
in the optical response as a function of the time delay between the pump and probe pulses, one
can extract temporal information about underlying physical, chemical, or biological processes. A
typical pump—probe setup comprises a high-intensity pump laser used to initiate a specific
excitation—such as electronic transitions, molecular vibrations, or phase changes—followed by
a lower-power probe pulse that interrogates the system at predefined temporal delays. The delay
is controlled via an optical delay stage, enabling precise synchronization between the two beams.

By systematically varying this delay, the transient evolution of the system can be temporally
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resolved, allowing for detailed insights into its dynamic behavior on femtosecond to picosecond
timescales [49], [50], [51]

The classification of pump-probe experiments depends on the nature of the probe employed.
Common configurations include optical pump-optical probe, optical pump—electron probe, and
optical pump—X-ray probe techniques, among others [52], [53]. Pump—probe experiments are
generally categorized into two main classes: pump—probe spectroscopy and pump-probe
microscopy. In pump—probe spectroscopy, an ultrafast pump laser pulse excites a molecule from
its ground state to an excited state, initiating relaxation dynamics on a femtosecond to picosecond
timescale. A time-delayed probe pulse subsequently interrogates the population of the excited
state at various temporal delays relative to the excitation, enabling the investigation of ultrafast

dynamic processes.

Pump—probe microscopy, on the other hand, is an advanced imaging modality that extends this
concept by spatially resolving the excited-state dynamics. It generates a sequence of time-
resolved images that map the temporal evolution of the system, offering a visual representation

of ultrafast phenomena.

A landmark development in this field was introduced by Ahmed Zewail, who pioneered the use of
a transmission electron microscope coupled with a pulsed laser to probe dynamic processes in
nanomaterials at ultrafast timescales. This technique, known as four-dimensional (4D) electron
microscopy, integrates spatial, temporal, and energy resolution, providing comprehensive insight

into nanoscale dynamics in both time and space [53,54].
2.1.3.2 UTEM and its capability for material characterization

Until 1931, the investigation of microscopic structures relied exclusively on optical microscopy,
which was fundamentally constrained by the diffraction limit, as described by Ernest Abbe’s
equation (2.1), which imposes a spatial resolution limit of approximately 200 nm for light with a
wavelength of 400 nm [55], [56].

d= 0.612A (21)

nsina

where d is the minimum resolvable distance (spatial resolution limit), A is the wavelength of the
light used, n is the refractive index of the medium between the objective lens and the sample, and
a is the half-angle of the maximum cone of light collected by the objective lens (also known as

the angular aperture)

De Broglie had already shown in 1924 that electrons can behave as a wave with a relevant
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wavelength

_h_ h
A= p mv,/1-vZ/c? (2'2)

where h is Planck’s constant (6.626 x 10734 J-s), m and v are the rest mass and the velocity of
the object. The wavelength of an electron with a speed close to the light (¢ = 3 x 108 m/s) is much
shorter than the optical wavelengths. To overcome the resolution limits of optical microscopes,
scientists turned to electron beams, which significantly enhance spatial resolution down to the
angstrom scale.. In 1931, Ernst Ruska and Max Knoll started to develop the first electron
microscope to show its capability of spatial resolution, which resulted in the first TEM in 1933 [16].
After that, scientists tried to boost its accuracy by adjusting the tools, such as additional lenses,
aberration correction, and so on. To study the ultrafast phenomena in nanoscale regimes that are
happening in nonequilibrium conditions, there was a need for devices. In the late 1990s and early
2000s, Ahmed Zewail and his team developed the field of femtochemistry, which focuses on
studying chemical reactions and molecular motions on ultrafast timescales [53,57]. They
combined femtosecond laser pulses with electron microscopy to achieve the spatial and temporal
information of ultrafast phenomena. Later, in 2008, Zewail and his collaborators at Caltech
advanced this research by developing the ultrafast transmission electron microscopy (UTEM)
technique, which enables the study of structural dynamics occurring on the femtosecond
timescale within localized nanoregions [38,58]. Using this new development, researchers were
able to investigate phenomena with near-atomic spatial resolution and hundreds of femtoseconds

temporal precision. In 1999, Ahmed Zewail won the Nobel Prize for his work in femtochemistry.

In conventional transmission electron microscopy (TEM), a continuous electron beam is emitted
from an electron source, typically operating in the thermionic emission mode. This enables the
acquisition of two-dimensional spatial information. TEM can function in both imaging and
diffraction modes; however, these modes are generally employed in a static regime, capturing the

steady-state structural and crystallographic properties of a sample.

In contrast, ultrafast transmission electron microscopy (UTEM) incorporates a pulsed laser, often
with pulse durations on the order of hundreds of femtoseconds. Using a specialized optical setup,
the initial laser beam is split into two distinct beams. One beam undergoes fourth harmonic
generation to produce ultraviolet (UV) light, which is then directed into the TEM column and
focused on the electron gun. This UV light initiates photoemission, generating ultrashort electron
pulses. The second beam, commonly referred to as the pump laser, is converted to a desired

wavelength (e.g., 515 nm) and used to excite the sample, thereby inducing an ultrafast, non-
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equilibrium state. The delayed electron pulses subsequently probe the sample, allowing time-
resolved investigation of dynamic processes at the nanoscale. Figure 2.1 shows a typical UTEM
configuration with a UV and pump laser.

Figure removed due to copyrights issues

Figure 2-1 A schematic of a UTEM with UV and pump lasers. The pump and UV lasers are generated by the
second (SHG) and fourth harmonic generation (FHG) processes, respectively. UV laser generates
photoelectron pulses with a pulse duration in the order of 220 fs, and the pump laser excites the sample with
the same pulse duration [59].

Once temporal synchronization is achieved between the arrival of photoelectrons emitted from
the electron gun and the excitation induced by the pump laser at the sample, UTEM
measurements can be performed. In UTEM, each electron pulse contains a relatively small
number of electrons. This low electron population minimizes Coulomb repulsion (also known as
space-charge effects) among the electrons, which in turn leads to improved temporal and energy
resolution in the measurement [22,60]. In contrast, Dynamic Transmission Electron Microscopy
(DTEM) utilizes electron pulses containing a significantly larger number of electrons—typically on
the order of millions—within a single pulse. This high-charge configuration is particularly well-
suited for investigating irreversible phenomena, where a single excitation event induces
permanent structural or phase changes in the sample [61,62]. In stroboscopic observation,
ultrafast phenomena initiated by periodic excitations—such as pump laser interactions—are

recorded as a series of discrete snapshots using synchronized electron pulses at well-defined
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temporal intervals. This technique enables the reconstruction of time-resolved dynamics by

effectively “freezing” successive stages of a transient event.

By applying stroboscopic techniques to the investigation of nanomaterials, researchers can
capture a sequence of time-resolved snapshots that reveal intermediate states and transient
structural transformations occurring during complex, non-equilibrium processes—prior to the
attainment of thermodynamic equilibrium. This methodological approach significantly advances

our understanding of the underlying mechanisms driving ultrafast phenomena at the nanoscale.

A pivotal contribution to this field came in 2003, when Ramesh Srinivasan, working in Ahmed
Zewail’s research group, introduced a major development in time-resolved structural analysis
through the publication titled “Ultrafast Electron Diffraction (UED): A New Development for the 4D
Determination of Transient Molecular Structures.” This work laid the groundwork for capturing
molecular dynamics in both space and time, enabling researchers to directly observe structural
rearrangements with femtosecond temporal resolution [63]. These advancements enabled the
imaging of complex molecular structures with spatial and temporal resolutions reaching 0.01
Angstrom and 1 picosecond, respectively—providing unprecedented insight into atomic-scale
dynamics. Notably, it was not an electron microscope.

In 2009, researchers in Zewail's group further expanded the frontier of ultrafast electron
microscopy by reporting the development of Convergent Beam Ultrafast Electron Microscopy
(CB-UEM). This technique was specifically applied to study the structural dynamics, atomic
vibration amplitudes, and temperature distributions of atoms within a crystalline silicon slab. CB-
UEM provided enhanced spatiotemporal resolution and sensitivity to subtle lattice changes,
offering a powerful approach for probing thermally induced phenomena at the nanoscale [38].

In 2012, Zewail's group introduced a single-nanoparticle probing technique that achieved
simultaneous high spatial, temporal, and spectral resolution. This method marked a significant
advancement in nanoscale imaging and spectroscopy, enabling precise characterization of
dynamic phenomena within individual nanoparticles across multiple dimensions of measurement
[41]. They successfully captured spectral images of nanoscale dielectric fields in systems such
as silver nanoparticles and the metallic copper—vacuum interface, achieving a resolution
governed by photon interactions despite the use of electron-based imaging. This breakthrough

illustrated the possibility of probing electromagnetic near-fields beyond conventional spatial limits.

23



In a related study published in 2012, they investigated the near-field dynamics of ensembles of
silver nanoparticles. Utilizing ultrafast electron microscopy, they visualized the space—time
evolution of photon-induced electric fields, offering unprecedented insight into light—matter
interactions at the nanoscale [41] . In another significant study, they published "Entangled
Nanoparticles: Discovery by Visualization in 4D Electron Microscopy"”, demonstrating the
capability of ultrafast transmission electron microscopy (UTEM) to directly visualize the coupled
near-field interactions [43]. This pioneering work highlighted the potential of 4D electron
microscopy in exploring nanoscale optical phenomena with high spatiotemporal precision.
Subsequent efforts to enhance the resolution and accuracy of UTEM and related ultrafast electron
microscopy (UEM) techniques have yielded remarkable milestones [64]. For instance, in 2017,
researchers reported record-setting pulse characteristics, including a focused beam diameter of
9 Angstroms, a pulse duration of 200 femtoseconds, and an energy spread of 0.6 eV [22]. Further
advancements have explored the integration of attosecond spectroscopy and quantum optics into
electron microscopy frameworks [65,66], offering novel avenues for probing electronic dynamics
at previously inaccessible time scales. Additionally, innovative methods such as all-optical control,
compression, and characterization of electron pulses using single-cycle terahertz laser fields have
been introduced to significantly improve temporal resolution and beam manipulation within a TEM
environment [67,68]. These developments continue to expand the frontiers of UTEM, enabling

applications across nanoscience, quantum materials, and ultrafast photonics.

2.1.3.3 Photon-Induced Near-field Electron Microscopy (PINEM)

In conventional TEM, image formation and diffraction patterns result from elastic interactions
between incident electrons and the sample’s atomic structure. These interactions preserve the
kinetic energy of the electrons and provide high-resolution structural information in both real and
reciprocal space. In contrast, electron energy-loss spectroscopy (EELS) relies on inelastic
scattering events, where probe electrons transfer energy to the specimen—such as by exciting
vibrational, electronic, or plasmonic modes—resulting in a measurable energy loss that yields

valuable insights into the material’s electronic structure, bonding environment, and composition.

Ultrafast transmission electron microscopy (UTEM) integrates these concepts within a pump—
probe framework, wherein the probe consists of ultrashort photoelectron pulses generated via
photoemission at the electron gun, and the pump is a synchronized femtosecond laser pulse that
interacts with the sample. The pump laser induces electronic excitation—typically promoting

valence or core electrons to higher energy states—and initiates transient non-equilibrium
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dynamics within the material. The subsequent probe electron pulses interact with this excited
state, enabling time-resolved investigation of ultrafast processes with atomic-scale spatial and

temporal resolution.[32].

Among the advanced imaging techniques enabled by this sophisticated experimental setup is
Photon-Induced Near-Field Electron Microscopy (PINEM), again observed in Zewail's group,
which facilitates the visualization of electromagnetic near fields surrounding nanomaterials. In this
method, the pump laser interacts with the nanostructure, generating evanescent optical near
fields localized around the material’s surface. As probe electrons traverse this region, they couple
with the oscillating electromagnetic fields and undergo inelastic scattering events, whereby they
gain or lose quantized amounts of energy corresponding to the energy of the interacting photons.
This photon—electron energy exchange is manifested as sidebands in the electron energy
spectrum and provides a direct mechanism for mapping localized optical fields at ultrafast

timescales and nanometer spatial resolution.

Figure removed due to copyrights issues

Figure 2-2 EELS spectrum at time zero (t = 0) showing distinct PINEM sidebands symmetrically around the
zero-loss peak (ZLP), indicating pump—probe synchronization on the specimen. The energy of a photon is

given by Aw, where # is the reduced Planck constant and w is the angular frequency of the photon [69].

These quantized energy gains or losses (free electrons exchange energy quanta hw with the
plasmonic field) appear in a specific spectroscopy spectrum called EELS, which is shown in
Figure 2.2. UTEM enjoys an energy filter part that works as a prism for electrons and can separate
electrons from each other based on the energy, and a slit can allow to desired energy band to
pass and create the image. Using these facilities, it is feasible to filter out all electrons except
those with the gain energy of near-field quanta interaction, which results in a PINEM image. Since

PINEM enables the study of evanescent near fields with spatial resolution at the angstrom scale
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and temporal resolution in femtoseconds. It also provides energy-resolved information at the level
of photon quanta, offering a powerful tool for fundamental investigations in photonics, plasmonics,
and nanostructured materials [33], [69], [70]. PINEM can increase our understanding of surface
plasmon polaritons (SPPs) and localized surface plasmons by visualizing the details of their
spatial distribution and temporal evolutions [42,71-73]. This advanced microscopy can reveal the
optical properties of the dielectric nanomaterials and help to design new nano-optical
components. PINEM enables real-time tracking of charge carrier motion and excitations in
complex materials. In addition, PINEM provides unique information on the light-matter interaction,
which can aid quantum optics investigations such as quantum coherence, photon-electron

entanglement, and ultrafast nonlinear optics [74-77].

In the UTEM setup, a pulsed laser system is employed to generate two beams: a UV beam used
to generate photoelectrons via photoemission, and a pump beam that excites the sample. This
raises the question of how the system would behave if either the probe electron beam or the pump
laser were continuous rather than pulsed. To understand the implications, a quantitative analysis
is necessary. Consider a representative laser configuration operating at a repetition rate of 400
kHz, with a pulse duration of 220 femtoseconds and an average power of 10 mW. Dividing one
second by the repetition rate yields a 2.5 microsecond interval between consecutive pulses, while
the actual duration of each pulse remains on the order of 220 femtoseconds. This highlights the
stark temporal separation between excitation and probing events, allowing ultrafast dynamics to

be temporally resolved.

If either the electron beam or the pump were continuous, the overlap of excitation and probing
would become uncontrolled and temporally indistinct, thereby blurring the ultrafast time resolution
crucial for pump—probe measurements. Figure 2.3 schematically illustrates two consecutive
pulses within the relevant temporal framework, emphasizing the necessity of pulse

synchronization in UTEM experiments.
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Figure 2.3 A schematic of two photon pulses with 220-fs pulse durations. A repetition rate of 400 kHz results

in a 2.5 ps time interval between the two pulses.

In a system operating at a repetition rate of 400 kHz with a pulse duration of 220 femtoseconds,
a total of 400,000 pulses are delivered per second. This results in a cumulative interaction time
of only 400,000 x 220 fs = 0.88 ns within each one-second interval. Consequently, only 0.88 ns
out of every second corresponds to moments when the sample is both excited by the pump laser
and probed by the photoelectron pulse. Electrons interacting with the sample during this narrow
temporal window carry the meaningful signal, while those outside this window contribute primarily
to background noise. Given that the vast majority of electrons fall outside the synchronized
interaction window (i.e., during the remaining 1 second — 0.88 ns), the signal-to-noise ratio (SNR)
becomes extremely low—approaching zero in practice—making it exceedingly difficult to detect

meaningful data without precise synchronization techniques or gating strategies.

This analysis underscores the necessity of employing a pulsed probe electron beam in ultrafast
transmission electron microscopy (UTEM). However, an important complementary question

arises: why must the pump laser also operate in pulsed mode?

To address this, we begin by examining the parameters associated with the typical pulsed laser
used in UTEM experiments and then compare these to the requirements of a hypothetical
continuous-wave (CW) laser delivering an equivalent effect. In standard UTEM configurations,
the pump laser irradiating the sample typically operates with an average power between 10 and
100 mw, with 10 mW considered the minimum effective threshold for inducing observable
ultrafast dynamics.. Using the following equation, we can calculate the power of the laser.

p=2
t

(2.3)

where u is energy and t is time. The equation for t=1s gives U= 10 mJ, and dividing the energy
by the repetition rate 400 kHz gives the pulse energy of the laser, which is 25 nJ. To deliver 25

nJ in each 220-fs pulse continuously over 1 second, one would need to match this energy across
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approximately 1s/220 fs: 5x10*? pulses. This results in a total energy demand of: 25 nJ x 5x10%2=
125 kJ, which equates to 125 kW of continuous power. Such an enormous power requirement is
impractical. Therefore, both the electron probe beam and the pump laser must operate in a pulsed
regime to enable ultrafast measurements efficiently and effectively.

Moreover, capturing ultrafast dynamics necessitates the use of short pump and probe pulses. A
brief excitation pulse is essential not only for initiating coherent evolution within the ensemble, but

also for shaping the nature of the system’s response—both temporally and spectrally.

2.1.3.4 Plasmonic nanoparticles and their optical properties

Plasmons are collective oscillations of free electrons in a material, typically metals. Plasmonic
nanoparticles are metallic nanoparticles whose conduction electrons can oscillate in response to
incident laser light, leading to plasmon resonances. These resonances are created near the
surface of the nanostructure and are called localized surface plasmon resonances (LSPR). Due
to these LSPRs, plasmonic nanomaterials exhibit unique optical properties—such as enhanced
light absorption, scattering, and local field intensification—and find widespread applications
across various fields [78-84].

There are three types of plasmons: the first one, bulk plasmons, which are the result of electrons'
oscillations inside the material. The second one, surface plasmons, which are created when the
interaction happens at the interface of a metal and a dielectric, and they are bound to the surface
of the material. The third one is Localized Surface Plasmons (LSPs), which occur in
nanomaterials. LSPRs enhance the strength of the electromagnetic near field of nanoparticles
and have applications in surface-enhanced Raman spectroscopy (SERS) surface-enhanced
infrared absorption (SEIRA), biosensing, photothermal therapy, nonlinear optics, and PINEM
technique [85-89]. The plasmon mode structure (dipole, quadrupole, etc.) and particle geometry
determine how the near-field interacts with probe electrons. Plasmons can have different spatial
distributions that depend on the excitation wavelength, size, and shape of the particle. The
fundamental mode is a dipole mode, so that free electrons in the nanoparticle oscillate collectively
in one direction. In a quadrupole mode, electron oscillations create two dipoles, in a hexapole
mode, three dipoles, and so on for higher-order modes. By increasing the size of the nanoparticle
in comparison to the wavelength of the exciting laser, the role of higher-order poles increases

(Mie theory). Moreover, if the shape of NP becomes less symmetric, the dipolar modes can have
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different frequencies along three axes, and also higher multipolar charge distributions can exist
in the interaction [82,84,86].

For spherical nanoparticles, dipole mode and, in some cases, quadrupoles are dominant. If a
particle has sharp edges, the plasmonic effect at the edges is more effective. Some examples of
plasmonic nanoparticles that are of interest in different applications from industry to medicine, are
Gold (Au) in the visible range 520-580 nm with biocompatibility in medical applications, Silver (Ag)
in the range of 400-450 nm with strong plasmonic resonances [84]. Other ones are like copper
(Cu), Platinum (Pt), Aluminum (Al), and core-shell nanoparticles [86], with applications such as
sensing and catalysis, electrocatalysis, semiconductor-based plasmonic materials, optical
sensors, photonic, and SERS [80,85,86].

2.1.3-5 Near field of metallic nanoparticles and their dipoles in PINEM images

This section presents a review of selected studies involving PINEM as applied to the imaging and
characterization of nanoparticles. To gain insight into the dipolar response of spherical
nanopatrticles, | begin by employing the approximated analytical equation [43] to calculate and
simulate the dipole fields of a spherical gold nanoparticle, which is valid under the dipole

approximation (a < A), which assumes the particle is much smaller than the wavelength of light.

E,(x,y,2,t) = Eya®y(w) %e‘i“’t (2.4)
where polarization is in the x plane, r = \/x2 + y? + z2, E, is the amplitude of the incident field,
and a is the radius of the spherical NP. y(w) is the susceptibility of the material, which is

x(w) = [e(w) —1]/[e(w) + 2] and ¢is a complex dielectric function of the material. Using this
equation and MATLAB, the PINEM signals for gold nanopatrticles are simulated and plotted as

dipolar patterns, as shown in Figure 2.4.

To calculate the PINEM interaction field, we integrate the longitudinal electric field component E,
along the electron’s trajectory near the nanoparticle (NP), accounting for the electron’s transit time

t = z/v, where v is the electron velocity. The resulting field amplitude is given by:
- (%)
Fx,y) = [[_ E,(x,y,z)e v/ dz (2.5)

The dimensionless electron—field coupling parameter, £ is then defined as:

B = (e/hw)F (2.6)
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When an electron interacts with the optical near field, it can absorb or emit integer multiples of
photon energy hw. The probability B, of electrons occupying the n-th energy sideband (gain or

loss) in the EELS spectrum is given by [32]:

P, =Ja(21B1) (2.7)

where J,, is the Bessel function of the first kind of order n, and £ quantifies the strength of the
electron—field interaction. The total sideband intensity increases with |3|, which is proportional to
the integrated field amplitude along the electron’s path. In the weak-field regime (|8|«1), the
first-order sideband intensities scale quadratically:

Py = 151 2 (2.8)

For stronger fields, higher-order sidebands emerge, and the full Bessel-function distribution

must be fitted to accurately extract |S].

Figure 2-3 a) Theoretical calculations, b) experimental PINEM of near fields for Au nanoparticles. The exciting
photon propagation is along z (perpendicular to the page). E indicates that the laser’s electric field is linearly
polarized at 45°. The particle size is 100 nm.

In 2012, Zewail's group conducted pioneering experiments at the California Institute of
Technology utilizing a state-of-the-art Ultrafast Electron Microscopy (UEM) system to visualize
PINEM signatures from silver nanoparticles [69]. A femtosecond laser operating at a central
wavelength of 520 nm, with a pulse duration of 220fs and an average power of 20mW at a
repetition rate of 200 kHz, was employed as the optical pump source. This configuration delivered
photon energy of approximately 2.4 eV, enabling efficient plasmon excitation. Concurrently, the

electron probe pulses were accelerated to 200 keV, and the resulting PINEM images were
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acquired via energy-filtered detection of scattered electrons using a post-column energy
spectrometer. Figure 2.5 presents the structural morphology of the silver nanoparticles along with
their associated PINEM spectral features [41].

Figure removed due to copyrights issues

Figure 2-4 PINEM images of an Ag NPs ensemble for two linear polarizations, a) Epl and b) Ep2. ¢) The sum
image of Epl and Ep2. d) depicts the bright field transmission electron microscope image of the same area.
Arrows at the upper right corner denote the linear polarization direction of the excitation laser pulse. The scale
bar is 500 nm, and the images are shown in colors for enhancement of contrast. The white circle is to guide

the eye for the polarization effect of a single particle [41].

Figure 2.5 illustrates the dipolar field distributions of a representative ensemble of silver (Ag)
nanoparticles under two orthogonal linear polarization states of the excitation laser. Due to the
linear nature of the pump polarization, the resulting plasmon-induced near-fields exhibit crescent-
shaped patterns, spatially aligned along the direction of the incident electric field. This anisotropic
field distribution reflects the symmetry of the excitation geometry. When the two polarization-
resolved images (Figures 2.5a and 2.5b) are superimposed, the composite near-field pattern
manifests as a circularly symmetric distribution, closely resembling the expected response under

circularly polarized excitation.

In a separate study, the authors explored the interparticle dipole-dipole interactions that arise

when silver nanoparticles are positioned in close spatial proximity. These near-field interactions
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significantly influence the collective optical response of the ensemble, leading to modified
plasmonic coupling effects and anisotropic field distributions [43]. To investigate these
interparticle interactions, the authors examined silver nanoparticles with a nominal diameter of
70 nm and characterized the formation of entangled plasmonic channels between neighboring
particles at varying center-to-center separations of 32, 47, and 250 nm, as depicted in Figure 2.6.
These observations provide insight into the distance-dependent coupling dynamics and the

evolution of near-field plasmon modes within nanoparticle assemblies.

Figure removed due to copyrights issues

Figure 2-5 Entangled particles by dipolar fields and nanometer-scale void-channels. Shown are the near-fields
of a nanoparticle pair with an edge-to-edge distance of 32 nm (A), 47 nm (B), and 250 nm (C) with false-color
mapping [43].

Figure 2.6A illustrates the distance-dependent evolution of near-field coupling between two silver
nanoparticles. At a center-to-center separation of 32 nm, a pronounced interaction is observed,
indicating strong plasmonic coupling between their evanescent fields. As the interparticle distance
increases to 47 nm, the interaction becomes noticeably weaker, reflecting a reduction in dipole-
dipole coupling strength. At a separation of 250 nm, the near-field interaction is no longer

discernible, suggesting the absence of significant plasmonic coupling at this scale.

In 2010, Sang Tae and Zewail conducted both theoretical and experimental investigations into
PINEM, providing an analytical framework that elucidated the key parameters governing the
generation and interpretation of PINEM signals [32]. Figure 2.7 presents both simulated and
experimental PINEM signals from a single protein vesicle with a radius of 150 nm, as reported by
the authors. Their analysis began with energy—momentum conservation principles governing
photoelectron—plasmon interactions and extended to analytical formulations for cylindrical and

spherical geometries. They compared the calculated PINEM field amplitudes with experimental
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data, highlighting the influence of nanoparticle size, material composition, polarization, fluence,
and temporal dynamics on the evanescent field. The study concluded that when nanoparticle
dimensions are comparable to or smaller than the pump laser wavelength, Rayleigh or Mie
scattering theories can effectively describe near-field behavior, while electron—field interactions
require treatment via the time-dependent Schrédinger equation [32,34].

Figure removed due to copyrights issues

Figure 2-6 Theoretical, and b) experimental PINEM polarization dependences in a semi-spherical NP. The
sample is a single protein vesicle with a 150 nm radius [32].

The trajectory of PINEM research continued in 2020, when Wang et al. demonstrated coherent
interaction between free electrons and a photonic cavity, pushing the boundaries of electron—
photon coupling. Their work highlighted the critical role of engineered near-field environments in
shaping electron wavefunctions, marking a shift from passive imaging to active quantum control.
These studies underscore the evolution of PINEM from a diagnostic tool into a versatile platform
for quantum manipulation and ultrafast field mapping [90].

More recently, advances in phased-locked ultrafast transmission electron microscopy (UTEM)
have expanded the scope of PINEM applications. UTEM now enables spectral mapping of near-
field distributions around plasmonic structures such as silver nanowires, nanoparticles, nanotips,
and gold nanostars. By leveraging its high temporal resolution and synchronized electron—photon
interactions, UTEM achieves superior spatial and energy-resolved insights compared to

conventional electron energy-loss spectroscopy (EELS) [91].

Building on this trajectory, the emerging technique known as Lorentz-PINEM allows for full-field,
phase-resolved imaging of complex near-field distributions with nanometric precision. By

combining energy-filtered sideband imaging with Fresnel-mode phase contrast, researchers have
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successfully reconstructed spatially varying field phases on plasmonic nanotips—revealing both
the amplitude and phase of the coherent optical near field [92].

2.2 Materials and Methods

2.2.1 Nanoparticle synthesis

To conduct the nanomaterial experiments, synthesized nanoparticle samples were required.
Synthesis methods are broadly categorized into top-down and bottom-up approaches. The top-
down approach involves reducing bulk materials to the nanoscale using techniques such as
etching, sputtering, ball milling, laser ablation, and lithography. In contrast, the bottom-up

approach forms nanoparticles from atoms or molecules via chemical or physical processes.

In this study, samples were synthesized via bottom-up methods by commercial providers such as
Nanocomposix. One such sample consisted of NanoXact Gold Nanospheres — Bare (Citrate),
100 nm in diameter, with a concentration of 0.05 mg/mL in 2 mM sodium citrate agueous solution.
A 5mL aliquot was transferred to a cylindrical glass vial, diluted with 10 mL of distilled water, and
sonicated for 30 seconds to disperse the nanoparticles. Subsequently, 10 yL of the diluted

solution was drop-cast onto a substrate and allowed to dry under ambient conditions.

Figure 2.8a—c shows the Au nanoparticle suspension, the substrate drying process, and related

tools. TEM bright-field images of the dried Au nanoparticles are displayed in Figure 2.8d—.

Additional samples included NanoXact Silver Nanospheres — Bare (Citrate), 100 nm, 0.02 mg/mL
in 2mM sodium citrate, and NanoXact Silica Nanospheres, 100 nm, at 10 mg/mL in water
(Appendix A4).
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Figure 2-7 a) Gold nanoparticles dispersed in aqueous solution.b) TEM grids and tweezers used for sample
preparation. c) Micropipettes with different volume ranges: 0.5-10 pL, 10-100 pL, and 100-1000 pL. d—f) TEM
images of selected gold nanoparticles.

2.2.2 Different substrates and their properties (grids of TEM)

To prepare nanoparticle samples for imaging, drop-casting was performed onto transmission
electron microscopy (TEM) grids, which serve as substrates supporting the nanoparticles. These
grids are available in various material compositions, including copper, gold, nickel, silicon, carbon,
and graphene, combined with support films such as amorphous carbon, graphene, Lacey carbon,
and SiO. In this work, copper TEM grids coated with chemical vapor deposition (CVD) graphene
films were used, supplied by Graphene Laboratories Inc. These grids consist of ultrafine 2000-
mesh copper with a monolayer graphene coating. Figure 2.9 displays two types of TEM grids
utilized in the experiments. Graphene's high frequency-dependent electrical conductivity (on the
order of several hundred S/m), exceptional thermal conductivity (around 2000-5000 W/m-K),
negligible electric susceptibility (~0), and hexagonal lattice symmetry make it an ideal support
material for high-resolution electron microscopy.[93], [94], [95]. Silicon monoxide (SiO), a
suboxide of silicon, demonstrates very low electrical conductivity (~1 S/m), moderate thermal
conductivity (1-5W/m-K), and low electric susceptibility (~0) reflecting its insulating and weakly
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polarizable nature [96], [97]. For SiO, the nonlinear optical susceptibility is generally low, though

it can exhibit weak second-order or third-order nonlinear effects [98], [99].

Figure removed due to copyrights issues

Figure 2-8 a) Graphene grid. CVD Graphene film deposited on Copper TEM grids (2000 Mesh). The thickness
of Graphene film: 0.3-2 nm (1-6 monolayers). Typical graphene coverage: 60-90% b) SiO grid. A thin film of
pure silicon monoxide (15 — 30 nm) is deposited directly on the Copper grid with 400 mesh. C) A typical TEM
holder. The grid is put in the tip of the holder and is fixed by a ring and a screw [100], [101].

Based on the experimental requirements, TEM operators select a grid with the appropriate mesh
size. After the drop-casting step, the grid is mounted onto the TEM holder, as illustrated in the
Figure 2.9c.

2.2.3 EELS system in TEM

In light—matter interaction studies, spectroscopy is a powerful technique for characterizing
materials and determining their chemical, optical, and electronic properties. When applied in a
transmission electron microscope (TEM), spectroscopy adds an additional capability to electron
microscopy, offering deeper insights into the investigation of nanomaterials. Electron energy loss
spectroscopy (EELS) is a TEM technique that measures the energy difference of electrons before

and after interacting with the sample, thereby providing atomic and chemical information about
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the material. EELS is a powerful method that can reveal the type and quantity of atoms in the
sample, determine their chemical state, and provide insights into the optical and vibrational
(acoustic) properties of the nanomaterial.

EELS utilizes the energy distribution of electrons transmitted through a sufficiently thin sample,
typically less than 100 nm thick, when using a 200 keV probe electron beam. As electrons pass
through the sample, they can interact either elastically (without energy exchange) or inelastically
(with energy exchange). EELS specifically analyzes inelastic interactions to extract valuable
information about the sample's composition and electronic structure. The resulting EELS
spectrum displays the distribution of electrons according to their energy loss. The central peak in
the spectrum, known as the zero-loss peak (ZLP), corresponds to electrons that have not
exchanged energy with the sample. Notably, the full width at half maximum (FWHM) of the ZLP
indicates the energy resolution of the technique (Appendix A5). This resolution is critical in
applications such as PINEM imaging, which relies on near-field—-modulated electrons. In ultrafast
TEM (UTEM), the ZLP FWHM can typically range from approximately 1.1 eV to 1.8 eV, depending
on experimental conditions. Other peaks in the spectrum correspond to the ionization edges of
the sample, and detailed analysis of these features can reveal valuable information about the
material. EELS extracts a wealth of information about the material, such as specimen thickness,
valence or conduction electron density, the complex dielectric function in the low-loss region, band
structure, interband transitions (using near-zero-loss features), and elemental composition (using

core-loss edges).

Figure 2.10 shows a typical EELS spectrum with the ZLP peak located at the left of the diagram.
There is a standardized EELS atlas and data library available for peak identification, allowing
comparison between observed spectral features and known reference data to determine the
elemental composition of a sample. Additionally, EELS can be used to generate elemental
maps—images showing the spatial distribution of elements—through energy-filtered transmission
electron microscopy (EFTEM), which integrates the intensity around specific ionization edges.
For the purpose of capturing a PINEM image, the EELS spectrum is used to verify the
synchronization between the probe and pump beams, as well as to filter electrons based on their

energy loss, selecting those that have interacted with the near fields of the nanopatrticles.
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Figure 2-9 A typical EELS spectrum achieved by TEM. The high peak on the left side represents the ZLP, and
the lower peak on the right side shows the bulk plasmon peak. By adjusting the desired interval of energy and
zooming in, one can see the details of the edges to identify the present elements in the sample [102].

2.2.4 Optical setup of UTEM

To upgrade the transmission electron microscope (TEM) into an ultrafast TEM (UTEM), a
Ytterbium-based laser system was integrated, operating at a repetition rate of 400 kHz with 220 fs
pulse duration and 17 W output power at a central wavelength of 1028 nm. An external harmonic
generation unit (HIRO box), supplied by Light Conversion alongside the Pharos laser system, was
used to produce ultraviolet (UV) and the pump beam. The HIRO unit utilizes fixed optical elements
to split the fundamental beam and generate its harmonics, specifically producing fourth harmonic

generation (FHG) at 257 nm and second harmonic generation (SHG) at 514 nm.

Figure 2.11 illustrates the main optical setup of the UTEM. Following the HIRO unit, two motorized
polarizers and half-wave plates are used to control the power of the UV and pump lasers. Off-axis
parabolic mirrors (OAPMs) are employed to focus or collimate the laser beams with minimal

optical aberrations.
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Figure 2-10 Schematic of the main optical setup of the UTEM. The system begins with a 1028 nm laser beam,
which is converted by the HIRO unit into two beams: a UV laser at 257 nm and a pump laser at 514 nm. These
beams are subsequently directed to the vertical setup located before the TEM column, as illustrated in Figure
2.12.

Figure 2.12 depicts the vertical configuration of the ultrafast transmission electron microscope
(UTEM) setup positioned directly beside the TEM column, designed to guide and manipulate the
laser beams. A beam splitter (BS) is employed to divide the incoming laser beam into two paths,
with one path directed toward CCD cameras for real-time monitoring and alignment of the beam
position. The ultraviolet (UV) beam is guided into the column and reflected upward toward the
electron source, where it triggers electron emission via the photoelectric effect. Simultaneously,

the pump laser is redirected by an internal mirror to illuminate and interact with the specimen.

It is worth noting that in the experimental setup, beam expanders are employed to ensure that the
pump laser irradiates the sample with an adequately sized and uniform beam profile. To minimize
optical aberrations and maintain beam quality, mirrors are used in the pump laser path. For the

ultraviolet (UV) beam, lenses are incorporated to achieve precise focusing and spatial control.
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Figure 2-11 Schematic of the vertical setup of the UTEM. The UV and pump laser beams are directed toward

the TEM column, with the UV beam entering from the top and the pump laser beam entering from the bottom

near the specimen region.

2.2.5 Synchronization between photoelectron and pump laser pulses (time zero)

A critical aspect of ultrafast experiments in UTEM is the precise temporal synchronization
between the pump laser and the photoelectron probe beams. To achieve this, a mechanical delay
stage equipped with a piezoelectric actuator is employed to vary the optical path length of the
pump beam with sub-picosecond precision. This stage is controlled via dedicated software
provided by the laser system manufacturer, enabling temporal adjustments with a resolution of

approximately 50 fs.

Determination of the temporal overlap—referred to as the "time zero"—is conducted with the TEM
operating in electron energy loss spectroscopy (EELS) mode. Spectra are acquired for each

incremental adjustment of the delay stage. Given that energy exchange between the nanoparticle

40



near-field and the probe electrons occurs on a femtosecond timescale, a misalignment in timing
results in a conventional EELS spectrum devoid of excitation features, as illustrated in
Figure 2.13a. When the optical path is correctly aligned, the pump beam excites the sample
concurrently with electron probing, leading to the emergence of characteristic energy gain and

loss features in the EELS spectrum, as shown in Figure 2.13b.
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Figure 2-12 (a) EELS spectrum of Au nanoparticles at a delay time far from time zero. (b) EELS spectrum at
time zero. The inset shows a top-view map of EELS spectra as a function of time delay (vertical axis) and
energy loss (horizontal axis, in eV), matching the main spectra.

By defining the temporal overlap point as time zero, the delay stage can be adjusted to negative
values (probing the sample before pump excitation) or positive values (probing after excitation).
Sequential acquisition of frames across this temporal window enables the reconstruction of a
time-resolved image sequence, effectively capturing the dynamical evolution of the interaction in

a movie-like format.

2.2.6 Filtering system in UTEM for electrons with different energies

To image the near-field interactions surrounding nanoparticles, probe electrons must be energy-
filtered to isolate those that have undergone inelastic scattering involving energy exchange in
integer multiples of the pump laser photon energy (Aw). This energy selection is achieved using
an electron energy loss spectroscopy (EELS) system, which can be integrated into the
transmission electron microscope (TEM) either before or after the final image magnification
stage—referred to as in-column and post-column configurations, respectively. These two
configurations are schematically illustrated in Figure 2.14, with the post-column arrangement

shown on the left and the in-column setup on the right [40].
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Figure 2-13 Schematic of TEM and energy selecting system for EELS. There are two approaches to embedding
the energy selecting slit in a TEM, called in-column (right figure) or post-column (left figure) configurations
[103].

Each method presents distinct advantages and limitations; however, both rely on the fundamental
principle of using a magnetic field to disperse electrons according to their energy, akin to the
dispersion of white light into its constituent wavelengths by a glass prism. The resulting energy-
dispersed electron spectrum can be projected onto a detector to generate an electron energy loss
spectrum. Alternatively, an energy-selecting slit can be applied to isolate a specific energy range
from the spectrum, allowing the reconstruction of spatially resolved, energy-filtered transmission
electron microscopy (EFTEM) images. These two techniques form the cornerstone of electron

energy loss spectroscopy (EELS) analysis.

For PINEM imaging, the procedure begins in EELS mode by optimizing the zero-loss peak (ZLP)
to achieve the narrowest possible full width at half maximum (FWHM), thereby maximizing energy
resolution. Once optimized, the system is switched to image mode, and an energy slit is applied
to isolate the electron gain side of the spectrum. The energy dispersion is set to 0.05eV, with a
slit width of 6 eV. By centering the slit at —6 eV, for instance, electrons within the energy range of

-9 to -3 eV are selected, forming the basis of the resulting PINEM image.
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2.2.7 Capturing PINEM signals using UTEM

The procedure for capturing near-field interactions and photoelectron probe signals involves
several sequential steps. Initially, the sample is inserted into the transmission electron microscope
(TEM), and bright-field imaging is performed to locate target nanoparticles, whose positions are
saved for further analysis. The system is then switched to photoemission mode, and the
photoelectron beam is focused on the selected nanoparticles while the pump laser simultaneously
irradiates the sample. Next, the TEM is set to electron energy loss spectroscopy (EELS) mode to
optimize the zero-loss peak (ZLP) width, ensuring high energy resolution. The setup is then
returned to image mode, where an energy slit is applied to record the PINEM image, selectively

capturing electrons that interacted with the near fields around the nanoparticles.

Figure 2.15 illustrates this procedure using 100 nm gold nanoparticles (Au NPs) deposited on a
graphene grid. Figure 2.15a displays the bright-field TEM image; Figure 2.15b shows the
corresponding PINEM image revealing induced dipoles, with the pump laser polarization oriented

along the northwest direction, indicated by a red arrow. In Figure 2.15c, the laser polarization has

been rotated by 90° using a half-wave plate, resulting in a reoriented dipolar field distribution.

Figure 2-14 a) Gold nanoparticles with 100 nm size in the bright field image b) PINEM image of AU NPs where
the pump laser polarization is shown with ared arrow, ¢) PINEM image as in (b), but with the laser polarization
rotated by 90° using a half-wave plate.

2.2.8 Data analysis for dipoles of nanoparticles

Initial image analysis was conducted using the Gatan Microscopy Suite (GMS), also known as

DigitalMicrograph, which supports a range of functionalities including tomography, in-situ imaging,
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spectral analysis, and diffraction imaging through the operation of digital cameras and associated
hardware. For more advanced quantitative analysis, MATLAB was employed. To extract the
dipole rotation angles in the nanoparticles (NPs), a custom algorithm was developed that
integrates the intensity distribution of each crescent-shaped dipolar feature in polar coordinates.
A Gaussian function was then fitted to the resulting intensity profiles to determine the central
orientation of each feature. These orientations were compared to a fixed horizontal reference

(defined as 0°) to calculate the corresponding dipole rotation angles.

2.3 Results and Discussions

2.3.1 The PINEM and dipolar behavior of Au nanoparticles on SiO grids

2.3.1.1 The difference in the directions of dipoles

The first sample used to capture PINEM images and study the near fields consisted of gold
nanoparticles. An ensemble of 100 nm Au NPs was prepared by a drop-casting method onto SiO
grids. The pump laser, with a wavelength of 515 nm and a power of 85 mW, illuminated a circular

area on the sample with a diameter of approximately 70 pm.

Figure 2-15 a) TEM bright field image of the gold nanoparticles with a size of 100 nm drop-casted on the SiO

grid. b) PINEM images of the near fields of the Au NPs ensemble due to a linear polarization of the pump laser
indicated by a red dashed line in the right lower corner. c) near fields of Au NPs for the case in which the
polarization of the pump laser is rotated 90 degrees.

Figure 2.16a shows a TEM bright-field image of Au nanoparticles deposited on a SiO grid using
the drop-cast method. Figure 2.16b presents the near-field distribution of the same Au NPs under

illumination by the pump laser, captured using the PINEM technique. The pump laser has linear
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polarization oriented at 120°, as indicated by the red dashed line in the lower right corner. Given
the linear polarization (Appendix A6), we expected the dipole orientations of the nanopatrticles to
align accordingly. However, it is evident that the dipole directions vary among the NPs—for
example, the two yellow dashed lines highlight different dipole orientations.

In Figure 2.16c¢, the laser polarization has been rotated by 90° using a half-wave plate in the
optical setup. Again, the dipole directions of the two marked NPs differ from each other. This
experimental observation is intriguing and suggests that additional factors may influence dipole

orientation. To further investigate this phenomenon and obtain statistical support, we repeated

the experiment multiple times using different sets of Au NPs on SiO grids.

Figure 2-16 PINEM images of the near fields of the Au NPs applied by the pump laser with a linear polarization

indicated by ared dashed line in the right lower corner. The dipoles are not aligned in the same direction.

Figure 2.17 presents additional PINEM images of the near fields surrounding Au nanoparticles,
where the dipole directions are clearly not uniform. By analyzing more than 100 nanopatrticles, we
observed that approximately more than 20% exhibited misaligned dipoles when deposited on a

SiO substrate. More details of this analysis are presented in section 2.3.3.

To explore this phenomenon in greater detail, we investigated how rotating the polarization of the
pump laser, specifically in a counterclockwise direction, affects the dipole orientations. The study
was conducted using incremental steps of 6° on the half-wave plate, corresponding to 12°
rotations in polarization. Thus, a full 180° rotation of the wave plate results in a complete 360°

polarization rotation.

Figure 2.18 shows the evolution of dipole orientation in Au NPs as a function of the pump laser

polarization angle. The rotation angle is labeled in yellow in the upper right corner of each image,

45



while the red dashed lines indicate the polarization direction at key angles: 0°, 48°, 90°, 138°, and
180°.

Interestingly, when the polarization passes through certain angles, such as 18°, 66°, 114°, and
162°, referred to here as transient angles, some nanopatrticles exhibit transient circular signals.
These transient angles are separated by approximately 48° (close to 45°), corresponding to
angular positions similar to 0°, 90°, 180°, and 270° in the trigonometric circle, which represent key

boundaries for directional changes in vector orientation.

In summary, during the rotation of the laser polarization, the dipole orientation initially points in
one direction, gradually shifts as it approaches a transient angle, where a circular PINEM signal

appears, and eventually realigns in the opposite direction.

Figure 2-17 Dipoles of near fields in Au NPs as a function of the polarization rotation of the pump laser,
captured by the PINEM technique. The rotation angle is shown in yellow color on the right upper corner and
the red dashed line indicates polarization direction for the angles 0°, 48°, 90°, 138°, and 180°. NPs show circular
signals for the transient angles, which change the direction of the laser polarizations in a vertical or horizontal
situation.

Another important observation is that the transient angle varies slightly between individual
nanopatrticles, resulting in different dipole orientations even under the same polarization direction.
Figure 2.19 shows the dipole responses of three additional Au NPs under the influence of the
near fields. At 0° and 6°, the dipole orientations differ among the NPs. As the polarization is rotated

to 12°, the upper nanoparticle begins to exhibit a circular signal. At 18°, it transitions toward a

46



dipolar shape, and by 24°, the dipole direction becomes clearly defined. In contrast, the two lower
nanoparticles require further rotation, up to 30° and 36°, respectively, before displaying distinct
dipolar signals.

0.5 pm 0.5 pm & 0.5 pm 0.5 um

0.5 pum

0.5 pm

Figure 2-18 Near-field signals in three Au NPs as a function of the polarization rotation of the pump laser,
captured by the PINEM technique. The rotation angle is shown in yellow color on the right upper corner, and
the red dashed line indicates polarization direction for the angles 0°, 48°, and 90°.

To examine the effect of laser polarization on the dipoles, we conducted an additional experiment
in which the polarization was rotated in the opposite (clockwise) direction, as shown in Figure
2.20, where circular signals appeared in the dipole patterns of the nanoparticles during this
rotation. For the upper nanoparticle, the circular response began at 72° and transitioned to a
dipolar shape by 66°, while for the others, it started at 66° and ended at 54°. As before, circular
features were observed near the transient angles, specifically at 18° and 12° for the respective

particles.

a7



Figure 2-19 Near field signals in some Au NPs as a function of the polarization rotation of the pump laser,
captured by the PINEM technique. The rotation angle is shown in yellow color on the right upper corner, and
thered dashed line indicates the polarization direction for the angles. The rotation is in the clockwise direction.
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Figure 2-20 PINEM signals of three Au NPs as a function of the polarization rotation of the pump laser. The
rotation angle is shown in yellow color on the right upper corner, and the red dashed line indicates the
polarization direction for the angles. The rotation is in the counterclockwise direction. The last image shows
the bright-field TEM image of the particles. The photoemission beam was focused on three NPs to increase

the signal and to observe only three NPs.
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To address potential skepticism, it is important to investigate whether the history of laser
polarization exposure affects the sample's dipole response. One control test involved repeating
the experiment after a two-hour interval. Figure 2.21 shows PINEM signals from three Au
nanoparticles, highlighting the rotation angles and the appearance of circular signals at transient

angles.

After capturing the initial set of images, the pump laser was blocked for two hours. The experiment
was then repeated for polarization angles ranging from 0° to 24°. In Figure 2.22, the first row
displays the initial results, while the second row presents the data collected after the two-hour

delay. The results demonstrate consistent behavior across both sets, indicating that blocking the

laser for an extended period does not affect the observed dipole responses.

Figure 2-21 PINEM signals of three Au NPs as a function of the polarization rotation of the pump laser. First
row images correspond to the initial experiment, and the second row images are captured after a 2-hour gap.
The rotation angle is shown in yellow color on the right upper corner, and the red dashed line indicates the
polarization direction for the angles. The rotation is in the counterclockwise direction.

So far, it has been shown that the variation in dipole directions and their circular transient behavior
is not caused by the history of the applied polarization on the nanoparticles. Moreover, the
observed phenomenon persists even when the pump laser polarization is rotated in the opposite

(clockwise) direction.
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2.3.1.2 Checking the effect of the power of the pump laser on the behaviors of the
dipoles

Another essential test concerns the effect of pump laser power on the PINEM dipole responses
of Au nanoparticles. To investigate whether nonlinear optical effects are responsible for the
observed dipole behavior, we reduced the pump laser power from 85 mW to 35 mW and then to
21 mW. It is important to clarify that while PINEM is inherently a nonlinear process—in the sense
that it involves photon absorption and emission by electrons—this nonlinearity pertains to

quantized energy exchange rather than field symmetry.

Specifically, the pump laser excites surface plasmon modes in the nanoparticles, generating
localized near fields. The passing probe electrons can then exchange energy in discrete units of
hw, leading to sidebands in the electron energy spectrum. Filtering these energy-shifted electrons
yields the PINEM signal. However, this intrinsic nonlinearity is not responsible for the observed

circular features or the misalignment of dipole directions.

Figure 2.23 shows PINEM images captured with the pump laser power reduced to 35 mW, across
polarization rotation angles from 0° to 30°, focusing on the emergence of circular features around
18°.

Figure 2-22 PINEM signals of three Au NPs as a function of the polarization rotation of the pump laser with a

power of 35 mW. The rotation angle is indicated in yellow in the upper-right corner.
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The pump laser was then blocked for 2 hours, and the experiment was repeated at 21 mW. The
new PINEM images, also shown in Figure 2.24, demonstrate that even with a significant decrease
in laser power, the dipole behavior remains consistent. The only noticeable effect is that lower

power may require a longer acquisition time to accumulate enough electrons for a clear signal.

Figure 2-23 PINEM signals of three Au NPs as a function of the polarization rotation of the pump laser with a

power of 21 mW. The rotation angle is indicated in yellow in the upper-right corner.

The next test we performed involved blocking the pump laser on the specimen for 2 hours, then
adjusting the half-wave plate to a transient angle, such as 18°, and beginning to capture the near-
field signals. Figure 2.25 shows that even under these conditions, the signal initially appears as
a circular shape. When the polarization is subsequently adjusted to 12° or 24°, the expected

dipolar image is recovered, consistent with normal rotation.

Figure 2-24 PINEM signals of Au NPs as a function of the polarization rotation of the pump laser. The images

are captured after a 2-hour delay and start directly using an 18° polarization angle.
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Additionally, we examined the effect of pump laser power on the PINEM signal behavior of other
Au nanoparticles. Figure 2.26 shows the near-field images generated by pump laser powers of
22 mW (first row) and 37.3 mW (second row).

Pump: 22 MW

Pump: 37 e e i Pump: 37.3

ump: 90 MW

Figure 2-25 PINEM signals of Au NPs as a function of the polarization rotation of the pump laser in four different
laser powers. The first row corresponds to 22 mW, the second one to 37.3 mW, the third row to 53.50 mW, and

the fourth one to 90 mW. The rotation angle is indicated in yellow in the upper-right corner.
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The experiment was also performed at two higher powers, 53.5 mW and 90 mW, shown in the
third and fourth rows, respectively. These additional experiments confirm that varying the pump
laser power does not significantly affect the dipole behavior of the Au nanoparticles.

As discussed, UTEM includes a delay stage in the optical setup to precisely adjust the time delay
between the electron probe pulses and the pump laser pulses. To capture the PINEM signal,
these two pulse trains must be synchronized at time zero. The next critical investigation is to study
the PINEM signals around time zero to determine whether the observed behavior arises from any

misalignment or uncertainty in this temporal synchronization.

Figure 2-26 PINEM images as a function of the time delay between electron probe and pump laser pulses with
steps of 100 fs. Relative t=0 fs is the time zero, and the times less than O fs are the negative times, meaning
the electron pulse probes before the laser.

Figure 2.27 shows PINEM images of the Au NP dipoles captured at different time delays with 0.1
ps steps. As shown in Figure 2.27, the determined time zero occurs at a relative time of O fs. It is
clear that before and after this point, the dipole behavior remains unchanged, although the
intensities vary. Time delays less than O fs correspond to negative delays, where the probe
electron pulses reach the sample before the pump laser pulses. Conversely, time delays greater
than O fs are positive delays, meaning the probe pulses arrive after the pump laser. Figure 2.28
also presents the same experiment with larger time delay steps of 400 fs to observe the behavior

at delays further from time zero.
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Figure 2-27 PINEM images as a function of the time delay between electron probe and pump laser pulses with
a step of 400 fs. Relative t=0 fs is the time zero, showing the strong signal.

Another similar test, shown in Figure 2.29, was performed using 100 fs time delay steps to capture
more detailed dynamics. The results demonstrate that the signal strengthens around a relative
time of t = 0 fs and gradually diminishes as the delay moves away from time zero. These
experiments indicate that the observed misaligned dipoles and circular signals are not caused by

timing misalignment between the pump and probe pulses.
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Figure 2-28 PINEM images of two Au NPs as a function of the time delay between electron probe and pump
laser pulses, with the steps of 100 fs. Relative t=0 ps is the time zero, showing the strong signal.
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2.3.2 The PINEM and dipolar behavior of Au nanoparticles on the Graphene grids

To investigate whether different substrates influence the dipole orientation, we used graphene
grids for the Au nanoparticles. Figure 2.30 shows the TEM image of the gold nanoparticles and
their corresponding PINEM images under two different linear polarization directions of the pump
laser. Interestingly, on the graphene substrate, variations in dipole orientation are less frequent

compared to those observed on the SiO substrate.

Figure 2-29 a) TEM bright field and b,c) PINEM images of four Au NPs on the Graphene grids. d) the same
image for different particles of Au NPs and their e,f) PINEM signals. The size of the Au NPs is 100 nm.

Figure 2.31 shows another set of Au nanoparticles on a graphene grid, where parts a and d
present the TEM bright-field images of the sample. The corresponding PINEM images of the
nanoparticles in part a are shown in b and c, captured under two different linear polarization
directions of the pump laser, indicated by red dashed lines. Similarly, the PINEM images of the
nanoparticles in part d are shown in e and f. As observed in parts b, c, e, and f, the near fields

around the particles do not exhibit distinctly misaligned dipoles.
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Figure 2-30 a) TEM bright field and b,c) PINEM images of some Au NPs on the Graphene grids. d) the same
TEM image for other particles of Au NPs and their e,f) PINEM signals. The size of the Au NPs is 100 nm. Red
dashed lines show the direction of the polarization of the pump laser rotated 90° in the c and f.

Although misaligned dipoles are less frequently observed on the graphene substrate, repeated
experiments revealed some occurrences. Figure 2.32a shows a TEM bright-field image of several
Au nanoparticles, each approximately 100 nm in size. Figures 2.32b and 2.32c display the
corresponding near fields of these particles under two different linear polarization directions of the
pump laser, indicated in red. A similar set of images for another ensemble of Au nanopatrticles is
shown in Figures 2.32d, e, and f. In Figure 2.32e, two nanoparticles exhibit differing dipole
orientations, marked by yellow vectors. After rotating the laser polarization by 90° relative to the
initial direction, the PINEM image in Figure 2.32f confirms that these two nanoparticles remain

misaligned.
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Figure 2-31 a) TEM bright field and b,c) PINEM images of some Au NPs on the Graphene grids. d) the same
TEM image for other particles of Au NPs and their e,f) PINEM signals. Red dashed lines show the direction of
the polarization of the pump laser, and yellow dashed lines show the dipole directions for the two NPS, which
are different.

To compare the results of Au NPs on the Grephane grids to those on the SiO grids, we captured
PINEM signals of Au on the Grephane substrates as a function of the polarization rotation of the
pump laser. The resulting images are shown in Figure 2.33 and Figure 2.34. These results show
that Au NPs on the graphene substrate behave similarly to the polarization rotation, where at

transient angles the near fields transform to circular signals.
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Figure 2-32 Near-field signals in three Au NPs on the graphene substrate as a function of the polarization
rotation of the pump laser, captured by the PINEM technique. The rotation angle is shown in yellow color on
the right upper corner, and the red dashed line indicates polarization direction for the angles 0°, 48°, and 90°.

Figure 2-33 Near-field signals in three Au NPs on the graphene substrate as a function of the polarization

rotation of the pump laser, captured by the PINEM technique. The rotation angles are 0° to 180°.
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2.3.2 Quantification of the directions of the dipoles

Using Equation (2.4) and similar to Figure (2.4), a simulated dipole of Au NPs is created and
shown in Figure 2.35. To calculate the direction angle of the dipole, the area of NP and the
electromagnetic near field is segmented into 36 slices with the polar angle of 10°, where the
direction of the x-axis is at 0°. Then, the intensity of each slice is integrated and plotted as a
function of polar angle. Because there are two bright crescent-shaped features, the plot in Figure
2.35c shows two peaks labeled left and right peaks. Then, these two peaks of dipole data are
fitted with Gaussian functions to find their centers, shown in Figure 2.35c. The defined center is
the average of these two peak centers. For the simulated case, the angles are exact and 135°
and 315°, which gives 315-135=180°.

Figure 2.35d shows the experimental near fields of Au NPs, where Figure 2.35b shows the slicing
process and Figure 2.35d shows the calculation process for the experimental dipoles, which
resulted in 44° and 234° for left and right peaks. The average of these peaks is 49° and 229°,
which gives 229-49=180°.
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Figure 2-34 a) The simulated near fields of Au. b) Slices in polar coordinates to calculate the intensity as a

function of angle to apply c) a Gaussian fit, and then, finding the center of dipoles.

60



Using this approach, fitting a Gaussian function yields an uncertainty on the order of

approximately 2—3 degrees.

After testing the capability of the center-finding approach in Figure 2.35, we used this fitting
approach to calculate the angle of direction for the nanoparticles of Au on the SiO and Graphene
substrate. Figure 2.36 shows the dipoles of Au NPs on the SiO grids for different regions. In Figure
2.36b, four NPs are present with the angles of 111°, 117°, 134°, and 137°. In Figure 2.36d, the
angles are 118°, 121°, 130°, and 137°.

Figure 2-35 a) and ¢) The PINEM images of near fields around Au NPs on the SiO substrates and b,d) their

calculated directions. The angles are calculated in a way that the direction of the x-axis is at 0°.

By applying the same approach to quantify the dipole directions in the captured PINEM images
for both SiO and graphene grids, the corresponding angles were determined. Figure 2.37
presents an example of Au nanoparticles on the SiO grid, while Figure 2.38 shows the results for

Au nanoparticles on the graphene grid.
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Figure 2-36 a) and ¢) The PINEM images of near fields around Au NPs on the SiO substrates and b,d) their
calculated directions. The angles are calculated in a way that the direction of the x-axis is at 0°.
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Figure 2-37 a) and c) The PINEM images of near fields around Au NPs on the graphene substrates, and b,d)
their calculated directions. The angles are calculated in a way that the direction of the x-axis is at 0°.
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2.3.3 Comparison of dipole directions of Au NPs on the SiO and Graphene grids

We used the approach explained in the previous section (2.3.2) to find the directions of the Au
NPs in graphene and SiO grids to make a comparison. Figure 2.39a shows the distribution of
dipole angles in 105 Au nanoparticles (NPs) on the graphene grid. Among them, 72 NPs have
angles within 120 £ 5°, with a full width at half maximum (FWHM) of 9°. For the SiO substrate,
108 Au NPs were analyzed, and the angle histogram in Figure 2.39b shows a broader FWHM of
19°, with only 53 NPs falling within the 120 £ 5° range, fewer than on graphene. This broader
angular distribution is more evident in Figure 2.39c, which compares both grids. These results
indicate that the SiO substrate has a stronger influence on the orientation of dipoles in Au NPs
compared to the graphene substrate.
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Figure 2-38 Distribution of direction angles of Au NPs on the a) Graphene, b) SiO substrates. The red fitted
curve is a Gaussian fit with a center of 120°. C) The Gaussian fits are plotted together for comparison.
Defect-rich SiO substrates exhibit localized surface charges that can electrostatically couple with
the surface charges of nanoparticles, influencing adhesion and charge transfer. These
interactions are highly sensitive to the nature and distribution of substrate defects. Additionally,
the crystallographic facets of nanoparticles—each with distinct atomic arrangements and surface
energies—can modulate particle—substrate coupling. Facet-dependent interactions may lead to
selective binding and anisotropic behavior. Together, defect coupling and facet orientation govern
the overall particle—substrate dynamics, leading to plasmon—phonon—polariton coupling [104] and
potentially inducing dipole misalignment in the near field. This, in turn, results in modified plasmon

oscillation behavior and a broader dipole orientation distribution observed on SiO.
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2.3.4 The PINEM and dipolar behavior of Ag nanoparticles

In the preceding sections, dipole orientations derived from PINEM signals of gold (Au)
nanoparticles on SiO and graphene substrates were examined. Notably, a subset of
nanoparticles—particularly those on the SiO support—exhibited dipole alignments deviating from
the dominant polarization direction. In the current section, we extend this analysis to silver (Ag)
nanoparticles on the SiO substrate to investigate whether similar deviations in dipole orientation

are also present.

Figure 2-39 PINEM images of the near fields of the Ag NPs created by the pump laser with a linear
polarization, which is shown by a red dashed line in the right lower corner. The yellow dashed lines show the

difference in directions of dipoles.

Figures 2.40 and 2.41 present PINEM images of silver (Ag) nanoparticles (NPs) deposited on a
SiO substrate, illuminated by a 515 nm pump laser operating at 80 mW. The red dashed lines

indicate the laser polarization direction, while the yellow dashed lines represent the dipole
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direction for specific nanoparticles. As evident from the images, Ag NPs exhibit similar behavior
to Au NPs, with some nanoparticles showing noticeable deviations in dipole angles. Figure 2.41
presents additional Ag NPs, where in some cases the angular deviation is visible, while in others
the dipole directions closely align with the laser polarization.

Figure 2-40 PINEM images of the near fields of the Ag NPs. The dashed colored lines are plotted for the same
purpose as Figure 2.40.

To further investigate the effect of pump laser polarization rotation on the orientation of near fields
around nanoparticles, we selected two Ag nanoparticles on a SiO grid, as shown in Figure 2.42,
and captured the PINEM images. Initially, the laser polarization was oriented at approximately
120° (northwest direction), with the half-wave plate fixed at 0°. As the polarization was rotated
with 6° steps, the dipole directions rotated counterclockwise. At a rotation angle of 18°, the
polarization became nearly circular and remained so until 24°. Beyond this point, it began aligning
in the opposite direction, which becomes obvious from the 36° rotation to 60°. At a rotation angle

of 66°, the dipoles begin to exhibit a circular pattern, which persists until approximately 72°. By
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78°, the dipoles start to realign in a direction similar to that observed at 0°, as expected after a
90° rotation of the half-wave plate (corresponding to a 180° rotation in the actual polarization
direction). To confirm the emergence of circular near fields at specific angles, we repeated the
experiment using three different Ag nanoparticles on a SiO substrate. The results, shown in Figure
2.43, demonstrate that at angles of 18° and 24°, the PINEM signals of the near fields exhibit a

circular pattern.

Figure 2-41 Near-field signals of two Ag NPs on the SiO substrate as a function of the polarization rotation of
the pump laser, captured by the PINEM technique. The rotation angles are 0° to 90° with steps of 6°.

Figure 2-42 Near-field signals of three Ag NPs on the SiO substrate as a function of the polarization rotation

of the pump laser. The rotation angles are 0° to 48°.
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These experiments on Ag nanoparticles show results consistent with those observed for Au
nanoparticles. The main findings include variations in the dipole orientations of the nanoparticles
and the appearance of circular PINEM signals at specific polarization angles. In Section 2.3.3, we
statistically analyzed the dipole directions and discussed the influence of the SiO and graphene
grids. Here, we focus on understanding the unexpected emergence of circular PINEM signals at
certain angles, despite the pump laser having linear polarization. Initially, high-resolution TEM
images of silver nanoparticles (Ag NPs) with a diameter of approximately 100 nm were captured,
as shown in Figures 2.44 and 2.45. The images confirm that the nanopatrticles are single crystals,
with distinct lattice planes clearly visible in Figures 2.44c, 2.44d, and 2.45c.

Figure 2-43 a,b) TEM images of an Ag nanoparticle with a 100 nm diameter. ¢,d) HRTEM images of the two

edges of the same NP. The nanoparticles appear as single crystals, exhibiting well-defined lattice fringes.
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Figure 2-44 a,b) TEM images of two Ag nanoparticles with a 100 nm diameter. ¢) HRTEM images of the edge
of the upper NP in part a. The nanoparticles appear as single crystals with well-defined lattice fringes.

2.3.5 Modeling the circular near fields of metallic NPs

To explore the origin of circularity at angles where the half-wave plate changes the direction of
the linear polarization of the pump laser, we begin by examining the equations governing the
interaction between the pump laser and the nanoparticles. In analogy with Equation (2.4), we

consider:
E,(x,y,z;t) = Ea® (’“r—?ze“'“”t (2.9)

where p is the polarization, r = \/x? + y2 + z2, E, is the amplitude of the incident field, a is the
radius of the NP, and w is the frequency of the laser. By setting E, = 1,a = 1, the equation

simplifies to

—(”"xifyy )Z o —iwt (2.10)

E,(x,y,z;t) =
Considering the linear relation p = . E and defining the susceptibility tensor, the result is

Dx Xxx Xxy] [Ex]
= 2.11
[py] Xyx Xyy Ey ( )

And if we define the incident field as E = Ey[cos(¢)X + sin (¢)y], and E, = 1, then

[Zﬂ - [))Zi ﬁﬂ [;Orf 83] (2.12)

Thus,
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Px = Xxx COs(@) + Xxy sin(¢) , Py = Xyx cos(p) + )(nyin (p) (2.13)

Now, assume a specific form of the susceptibility tensor:

Xxx )(xyl 1 [
= = : 2.14
2= e oyl =20 [_l _ 1] (2.14)
Then,
Dx = Xo cos(@) + ixosin (@), p, = —ixocos(¢) — xosin (@) (2.15)

For the case ¢ = 90°, this simplifies to p, =i xo,p, = —x, indicating a phase difference of 4¢ =
90°, which corresponds to a circular near-field. Figure 2.46 presents the theoretical PINEM
signals corresponding to the near fields around a gold nanoparticle, modeled using the
susceptibility tensor given in Equation (2.14).
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Figure 2-45 The theoretical PINEM signal of near fields around a gold nanoparticle, which has the
susceptibility tensor of (2.10).

Similar behavior occurs at ¢ = 0°, 90°,180°270° 360° angles where the direction of linear
polarization of the pump laser changes. To produce the circular pattern, two conditions must be

met:

1) Ipxl = |py ),
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2) A phase difference of exactly +90° between p, and p,, : Z—y ==+

We now proceed to examine these conditions. For the case (2.10), starting from the second

condition gives:

Py = ipy, = —icos(¢) — sin (@)= xi[ cos(p) + isin (¢)]

For p, = +ip, = —icos(¢p) — sin (¢)=i cos(¢) — sin (¢) => ¢ = 90°,270°

For p, = - ip, = —icos(@) — sin (p)= —icos(p) + sin () => ¢ = 0°,180°,360°

Therefore, the condition in Equation (2.14) produces circular near-fields only at angles where the
polarization direction of the pump laser changes, i.e., at 0°, 90°, 180°, 270°. In our setup, these
angles correspond to approximately 24°, 72°, 114°, and 160° on the half-wave plate. Figure 2.47
shows the half-wave plate angles at which the laser polarization changes from upward to
downward or from leftward to rightward. The initial polarization angle on the camera is 120°,
corresponding to a half-wave plate rotation of 0°. As the half-wave plate rotates to 24°, for

instance, the polarization angle on the camera becomes: 120°+2x24°=168°.

In summary, at specific angles where the amplitudes of p, and p, become equal and satisfying

a phase difference of £90°, the conditions for generating circular patterns in the near-field are
fulfilled.
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120° : Initial angle of Laser.

120°+2*160°
=440° or 80°

~24°72°,114°,160°:
Half-Waveplate angels for
circualr near fields.

120°+2*24°
=168°

120°+2*114°
=384°

120°+2*72°
=264°

Figure 2-46 The angles on the camera correspond to the half-wave plate angles where the pump laser of the
UTEM setup changes the direction from upward to downward and from leftward to rightward.

The discussed susceptibility tensor (2.14) corresponds to a chiral material. Chirality can be an
intrinsic material property, such as in magneto-optically active or structurally chiral systems.
However, extrinsic chirality arises when the material itself is achiral, but symmetry is broken
through geometry or external excitation. Various forms of asymmetry—including particle shape,
crystalline structure, anisotropy, or substrate configuration—can induce polarization-dependent
optical responses. Moreover, interference between distinct plasmonic pathways can lead to a
near-field distribution that is uniform (symmetric) at specific polarization angles and becomes
asymmetric at others [105], [106], [107].

2.4 Conclusion

In this chapter, we explored light—matter interactions at the nanoscale with femtosecond temporal
resolution, utilizing the PINEM technique to analyze near-field behavior surrounding
nanomaterials. Despite employing a linearly polarized pump laser, the observed dipole
orientations in some metallic nanoparticles (Au and Ag) were not strictly aligned with the laser’s

electric field direction.
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A statistical comparison revealed that nanoparticles on silicon monoxide (SiO) substrates
exhibited more frequent and pronounced deviations in dipole orientation than those on graphene.
The interplay between defect-rich SiO substrates and nanoparticle surface characteristics
critically shapes particle—substrate interactions. Localized surface charges arising from substrate
defects influence adhesion and charge transfer, while the crystallographic facets of nanoparticles
further modulate coupling through their unique atomic arrangements. These combined effects
lead to selective binding, anisotropic behavior, and dipole misalignment in the near field, ultimately
altering plasmon oscillation dynamics and broadening dipole orientation distributions observed on

SiO surfaces.

A similar trend was observed for Ag nanoparticles on SiO. Angular distributions extracted from
more than 100 Au nanoparticles on SiO yielded a Gaussian profile with a full width at half
maximum (FWHM) of 19°, compared to 9° for those on graphene, underscoring graphene’s

suitability for near-field investigations via PINEM.

Additionally, varying the pump laser polarization revealed circular near-field distributions at
specific angles (18°, 66°, 114°, and 162°), suggestive of a recurring angular periodicity of

approximately 11/4. To produce the circular pattern, two conditions must be met:
1) Ipxl = |py],

2) A phase difference of exactly +90° between p, and p,, : =%

Circular near-field patterns arise at specific angles where the amplitudes of p, and p, are equal
and exhibit a phase difference of £90°, thereby satisfying the necessary conditions for circular
polarization. In summary, even achiral materials can exhibit chirality through geometric or
excitation-induced asymmetries, resulting in polarization-dependent responses and near-field
symmetry breaking via plasmonic interference. Furthermore, interference among distinct
plasmonic pathways can give rise to a near-field distribution that exhibits symmetry at certain

polarization angles, while becoming asymmetric at others.
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3 Study of the high-pressure phase of Silicon (Si) using the Poly
algorithm

3.1 Introduction

3.1.1 Background and Motivation

The rapid advancement of technology necessitates the development of new materials with
enhanced properties. As a versatile material, Silicon emerges as a prominent candidate due to
its extensive applications in electronics and various other industries. The distinct phases of silicon
offer unique applications, prompting extensive efforts to synthesize these phases through a range
of techniques, with a particular focus on the application of high pressure. Our understanding of
the structure and properties of materials under high pressure has been largely enabled by
diamond anvil cell experiments, which have provided insights into several material phase
transitions and metastable states [108-110]. However, these devices are naturally limited by the
strength of the diamond, resulting in a maximum achievable pressure of 640 GPa [111]. Recently,
a new approach was developed to expose materials to pressure levels beyond the limit of the
diamond anvil cell and preserve the high-pressure phases for further studies. The method is
based on focusing high-energy ultrashort laser pulses inside the bulk of transparent material to
induce a microexplosion in a confined geometry [112-114]. The creation of these phases presents
a significant challenge in phase identification, as the affected region often consists of polymorphic
nanomaterials with dimensions smaller than the resolution limit of X-ray diffraction (XRD).
Although selected area electron diffraction (SAED) can capture diffraction patterns, the d-spacing
information often exhibits ambiguity in phase determination, as individual Bragg spots may
correspond to multiple phases. This chapter describes a new phase identification algorithm called
Poly, intended for spotty selected-area electron diffraction patterns collected from polymorphic
nanomaterials. We have developed this new approach to determine the predominant high-

pressure phases produced in laser-shock-affected regions of Silicon.
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3.1.2 Problem Statement and Research Objectives

Phase identification of nanomaterials, particularly polymorphs, is a challenging process with
significant potential for error. The common approach in laboratories, XRD analysis, can not give
reliable information due to several reasons. The size of the studying regions is small, and XRD
averages the diffraction signal over the entire sample. In heterogeneous nanomaterials, where
polymorphs exist in localized regions, XRD may fail to resolve these small-scale variations.
Different polymorphs of the same material may have very similar crystal structures, resulting in
overlapping diffraction peaks. Improving the quantitative phase analysis (QPA) of polymorphic
nanomaterials requires developing new diffraction data analysis approaches. In 2015, Rapp et al.
demonstrated the formation of novel silicon phases by irradiating silicon samples with ultrafast
laser pulses [1]. The laser was focused beneath a transparent amorphous silicon dioxide (SiO5)
overlayer, which served to confine the resulting microexplosion and create voids in the sample.
SAED analyses of the laser-modified regions confirmed the formation of multiple metastable
silicon polymorphs. However, the corresponding d-spacing values exhibited significant overlap
among several phases, leading to ambiguity in the phase identification of many Bragg reflections.
For the laser-irradiated silicon, the volume near the void surface is polycrystalline and contains a
mixture of high-pressure phases. Perhaps the most straightforward approach to perform QPA in
this case is to azimuthally average the SAED pattern and input the data positions into Powder X-
ray Diffraction Quantitative Phase Analysis (PXRD QPA) software. However, this reduces the
information content of the pattern and is not able to distinguish the case when two phases have

different unit cell symmetries but similar powder peak positions.

With this motivation, we have developed a new approach for phase identification of polymorphic
materials from individual parallel-beam electron diffraction patterns like those routinely collected
in SAED measurements. This leverages the correlations of angles between observed Bragg spots
and those predicted from an assumed phase. It then scores this correlation in a spot-wise manner,

which allows for QPA of patterns from mixed-phase polycrystalline samples.
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3.1.3 Literature review
3.1.3.1 Silicon and its high-pressure phases

Silicon (Si) is the second most abundant element in the Earth's crust (approximately 27.7%),
typically found in the form of silicon dioxide (Si0,) in sand and rocks located in Group 14 (IV-A)
of the periodic table with an electron configuration of 1s? 2s22p® 3s2 3p2. It is a metalloid,
meaning it has properties of both metals and nonmetals. Silicon is situated in Period 3, in group
14, between carbon (C) and germanium (Ge). Its atomic number is 14, and it is known for its
semiconducting properties, making it essential in electronics and material science. Si has a

diamond cubic crystal structure, and its lattice constant is approximately 5.43 A (angstroms) [115].

Table 3-1 The unit cell lattice parameters and Laue group of the silicon high-pressure phases, which are

considered [116].

Phase a(A) b (A) c (A a B Y Lauegroup  Crystal Family

B-Sn-Si 4.680 4.680 2.580 90° 90°  90° 14, /amd Tetragonal

bc8-Si 6.658 6.658 6.658 90° 90°  90° m3 Cubic
hd-Si 3.850 3.850 6.364 90° 90° 120° P63;/mmc Hexagonal
r8-Si 5.650 5.650 5.650 110°  110° 110° R-3 Trigonal
VIII-Si 8.627 8.627 7.500 90° 90°  90° P4,2,2 Tetragonal
IX-Si 7.482 7.482 3.856 90° 90° 90° P,22 Tetragonal
bt8-Si 6.648 6.648 6.461 90° 90°  90° 4/m Tetragonal

st12-Si 5.650 5.650 6.764 90° 90° 90° 4/mmm Tetragonal

m32-Si 5.763 11.039 9.321 90° 7998 9(0° P2,/c Monoclinic
m32*-Si 9.390 13.305 6.626 90° 1348 90° c2/m Monoclinic

t32-Si 9.408 9.408 6.646 90°  90° 90° P42,c Tetragonal
t32*-Si 9.403 9.403 6.655 90° 90°  90° P4;2,2 Tetragonal
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During the decades, there have been attempts to calculate and produce the possible high-
pressure phases of Si, and some of them have been achieved. Table 3.1 shows twelve phases
of Si.

3.1.3.2 Microexplosion and other methods to create the high-pressure Si phases

In this approach, the laser energy is deposited into the bulk of transparent material in a very short
time-scale < 1 ps (1 ps = 10712 s), shorter than it can be dissipated by electronic heat conduction
and electron-ion collision time. Deposition of only 1 pJ of laser pulse energy focused into a sub-
micron-sized focal volume immediately leads to an energy density of 1 MJ/cm3 (1 MJ/cm3= 1
TPa), which is higher than the strength of any material. The following fast plasma-solid
transformation promotes the formation of metastable phases, which can only be formed from the
thermodynamically non-equilibrium high-entropy state of warm dense matter [1], [117]. Following
the rapid heating of the confined sub-micron volume, a highly localized shock wave is created
that expands and dissipates its energy into the bulk. At the front of the shock wave, pressures
have been estimated to reach 10 TPa and temperatures above 10° K [1], [112,114]. This
microexplosion is followed by highly non-equilibrium quenching conditions with ultrafast pressure
release and ultra-high cooling rates (~10'* K/s), which gives access to novel material states in
local free energy minima far from equilibrium. Such novel phases remain trapped in a localized
region in the pristine crystal that preserves them for later characterization. In this way, laser-
shock-affected areas are created, and new high-pressure phases have been studied [1,112,117].
For example, super-dense Aluminum has been formed from sapphire [117] and phase

transformations in olivine ((Fe, Mg),Si0,) [118] have been reported using this approach.

In 2015, Rapp et al. produced new phases in silicon by irradiating samples with 170 fs laser pulses
of 790 nm wavelength [1]. The laser was focused on a silicon surface buried under a transparent
amorphous silicon dioxide ( Si0,) layer, which acted to confine the microexplosion. Selected area
electron diffraction (SAED) measurements made on the affected area showed that the laser
irradiation led to the formation of several new silicon metastable polymorphs. Laser fluences of
48 and 95 ]J/cm? were found to result in the metastable phases of st12-Si and bt8-Si in the laser-
shock-affected area, as well as an indication of the potential existence of two more new structures,
namely, t32-Si and t32*-Si.
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The presence of these phases was also confirmed by Raman spectroscopy conducted on
similarly prepared samples [119]. This has been followed by theoretical studies of numerous other
high-pressure phases [120,121]. Based on DFT simulations, the t32-Si phase can have a small
quasi-direct band gap of 1.28 eV, which is useful in photovoltaic devices [122]. Therefore,
producing new phases of Si, such as t32-Si and t32*-Si, and distinguishing them from other high-
pressure silicon structures is potentially important for future energy applications.

3.1.3.3 Phase identification methods and algorithms in materials and
nanomaterials

The challenge with performing quantitative phase analysis (QPA) of polymorphic nanomaterials
using SAED measurements is that in many cases, patterns contain overlapping diffraction
patterns produced from nanocrystalline phase mixtures. The common approach to identifying
phases using SAED patterns is only suitable for single crystals, as it involves orienting crystals
along a zone axis and comparing the measured pattern to that calculated from unit cell information
[123-125]. Another common approach to perform QPA on nanocrystalline materials is to
azimuthally average the SAED pattern and use software designed for powder diffraction to identify
the observed peaks [126]. However, this reduces the information content of the pattern and is not
able to distinguish the case when two phases have overlapping peak positions. Other approaches
that have been reported to perform QPA on nanomaterials in a TEM include: studying the local
Fourier transform of high-resolution images [127], correlating with dark field imaging to remove
dominant phases , and using a series of precession diffraction measurements [128-130].
However, each of these methods has limitations on the sample crystallinity or requires specialized
instrumentation. Meanwhile, SAED patterns contain rich information about the structure of the
sample that can be collected using any TEM. Furthermore, the ability to disentangle the
information in overlapping diffraction patterns resulting from polycrystalline materials has been
recently demonstrated by the development of multiple crystal indexing algorithms for X-ray

diffraction measurements, such as triplet methods [131-133], Grainspotter , and FELIX [134] .
3.1.3.4 Polycrystalline nanomaterials and ambiguity in phase identification

Nanomaterials are materials that have at least one dimension in the nanometric range. They
exhibit unique physical and chemical properties due to their reduced grain size and increased
surface area compared to bulk materials. Approaches such as bottom-up (e.g., chemical
synthesis) or top-down (e.g., ball milling, microexplosion) are used to create nanomaterials, and
most of these methods result in multiple small crystalline grains with random orientations.

Therefore, these nanomaterials are called polycrystalline nanomaterials, as they are composed
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of various grains with different nanocrystal orientations. [46,135]. Figure 3.1 illustrates the
differences between polycrystalline nanomaterials, single crystals, and amorphous
nanomaterials. In light of this, it is essential to use precise characterization methods in
nanomaterial production. As discussed in the previous section, distinguishing the phase of
polycrystalline nanomaterials is not straightforward. For example, in the case of a silicon (Si)
sample irradiated with a laser using the microexplosion technique to create high-pressure phases

of Si, Rapp et al. employed the SAED pattern of the region of interest [1].
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Figure 3-1 Nanomaterials Classifications based on their crystallinity [136].

By analyzing the SAED pattern and the d-spacing information of the different phases of Si [137],
they were able to correlate Bragg spots to specific phases. The problem arose when they
observed that the d-spacing of certain Bragg spots corresponded to the d-spacing of multiple
phases of Si, leading to ambiguity in phase identification. In simpler terms, when probing a region
of polycrystalline nanomaterials, the analysis of the SAED pattern requires precise methods to

reduce such ambiguities.
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3.2 Methods

3.2.1 The details of the spot-wise phase identification algorithm: Poly

Our algorithm calculates a score for each observed diffraction spot reflecting its level of
agreement with an assumed known phase. Its logic and organization follow the accumulation
approach described by Morawiec for indexing and crystal orientation determination [138]. A
flowchart of the data processing steps of the algorithm is shown in Figure 3.2. In step 1, the spots
are found in the diffraction image using the approach detailed in section 3.2.4. The center of the
pattern is found, and each spot position is transformed into a vector in reciprocal space in step 2,

using the relationship
gi = [x;/d, yi/d, 0], (3.1)

where x; and y; are the coordinates of the spot relative to the center in the image, and d is the
pixel-to-reciprocal space conversion factor determined from detector distance calibration images.

Then, a table of angles ( y;;) between all pairs of g vectors ( g;, g;) ) is calculated.

Step 3 involves calculating the full set of reciprocal vectors, denoted by the variable h, from an

assumed crystal structure, using the following equation,

h=ha" + kb + Ic". (3.2)

In this relationship, h, k, and | are the Miller indices, and a*, b*, and c* are reciprocal space basis

vectors defined as:

« _ bxc cxa « _ axb (3.3)

a = a:(bxc)’ - a-(bxc); ¢ = a-(bxc) '

where a, b, and c are unit cell lattice vectors in real space. As a result, a list of all Bragg reflections
having magnitudes up to a cut-off defined by the experimental SAED limit is generated. The
forbidden reflections are removed from the list based on the space group of the associated phase.
In our case, it was not necessary to include spots arising from dynamic diffraction, as we are
studying small domains of high-pressure silicon phases in a deformed area of the silicon
substrate. However, this framework allows dynamic diffraction spots to be included in this spot
vector list generation step. Then, in step 4, the full list of reciprocal vectors is grouped according

to families. A family is defined as a set of reciprocal vectors that are related by the symmetry
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operations of the Laue group, irrespective of their magnitudes [138]. For example in the case of
the phase t32-Si which is tetragonal with P42;c Laue group [139], only considering the vector
[100] and space group operators: xyz and yxz, a family is generated composed of the vectors
[100],[010], [010] , [100], and any parallel vectors like [n00] and [On0], where n is an integer. In
step 5, all angles between h vectors are calculated. These angles (1,,,) are indexed according to
the associated families m and n. Then, duplicate angles with the same family indices are removed,

resulting in a list of unique angles between pairs of families.

In step 6, we identify potential h vectors for an observed g by comparing their magnitudes

following
lh—gl <&, (3.4)

where ¢, is a user-defined threshold. Then, the pairs of g vectors are selected and the list of

angles between potential h vectors 7,,,, is compared to the angle y;; using the relationship

[1mn — ¥ij| < &2, (3.5)

where ¢, is a separately defined threshold for angles. We estimated these threshold parameters
from the width of a Gaussian fit to the observed Bragg spots, as is explained in section 3.3.2 for
experimental data.

In step 7, a vote table is generated with votes for g vectors organized in rows and those for families
organized in columns. If Equation (3.5) is satisfied, a vote is added to the table elements with
indices (i,m), (i,n), (j,m), and (j,n). In this manner, votes are accumulated in the table considering
all pairs of g vectors and potential families. Then, in step 8, the highest score for each g vector is
selected and saved for later comparison. This also identifies the reflection families that correlate

the most with the observed g vector.

To validate the calculated score, the algorithm conducts a null hypothesis test in step 9 to
determine if the score is similar to that from a set of random spots without any crystallographic
relationship. The parameters for this test were determined by generating a set of diffraction
patterns with random spot positions, and then using poly to calculate the average (M) and
standard deviation (A) of spot scores in the random data set for an assumed phase. These values
were normalized by the number of spots in the pattern to allow for later comparison with an

experimental score. Then, a k-score was calculated from the experimental scores as follows:

__|x-M]|
=

k

(3.6)
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Where ¥ is the score of a spot from step 8 divided by the number of spots in the pattern. If the k-
score of a spot is greater than 2, we reject the null hypothesis and consider the score further in
the analysis. After applying this k-value filter to all scores, the final scores of a spot for different

phases are compared.

This comparison is done in a spot-wise manner, allowing for the poly algorithm to identify
diffraction patterns containing multiple crystals of different phases. In the next section, the
performance of this algorithm is demonstrated on simulated patterns for multiple crystals in
random orientations.

3. Generate

1. Load SAED data .
reciprocal vectors, h

2. Calculate g and y;; 4. Assign vectors to families
6. Compare:

|h—gl> & 5. Calculate n;; list
|??ij - }’ij|> &

7. Tabulate family
and g vectors scores

8. Save max score
according to g

9. Calculate the
k-value for the spots

10. Compare scores
for different phases

Figure 3-2 Flowchart of the phase identification algorithm, Poly.
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3.2.2 Simulation methods of diffraction patterns, specifically, Si

To evaluate the accuracy of the phase identification program Poly, we generated simulated
diffraction patterns following the workflow outlined in Figure 3.3. In Step 1, for a specific phase
of Si, we use Laue group reflection conditions to identify the allowed Miller indices (hkl). For
example, Equation (3.7) shows the conditions for the phase Si-bt8 [140].

hkl:h+k +1=2n

Okl:k+1=2n

hOl: h+1=2n

hkO:h,k = 2n (3.7)

h00:h = 2n

0k0:k =2n

00l:1 =4n
In Step 2, using the lattice parameters of the given phase and Equation 3.2, we calculate the
magnitude of the reciprocal space vector for each (hkl) value.

1.Generate hkl list
using Laue conditions

2. Calculate # and
remove exceeding vectors

3. Rotate /2 vectors

4. Compare 4 to the
radius of Ewald sphere

5. Create diffraction
pattern by filtered spots

Figure 3-3 Flowchart of the diffraction simulation algorithm

As we focus on a specific region of the diffraction pattern if a magnitude of a vector exceeds the

determined value, we remove the relevant hkl values from the list. To ensure the simulated
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diffraction pattern resembles the experimental one, in step 3, we apply Euler’s three-dimensional
rotation Equations [141] to rotate the vector, generating diffraction patterns along the zone axis,

off-zone axis, or other orientations.

1 0 0
R,=10 cosO —sin6

0 sin@ cosO
cosQ 0 sing
Ry=|0 1 0 (38)
—sing 0 cosQ
cosy 0 cosy
R, = |cosy —siny 0]
0 0 1

After generating and selecting the reciprocal space vectors, in step 4 we compare their
magnitudes to the radius of the Ewald sphere (1/4) ,[142] which, in our case, corresponds to an
electron wavelength of 0.0025 nm for a 200 keV electron beam in the TEM. Finally, in step 5, the
Bragg spots whose reciprocal vectors intersect the Ewald sphere form the simulated diffraction
pattern.

3.2.3 SAED patterns of the Silicon sample irradiated by laser (microexplosion)

To synthesize high-pressure phases of silicon, Rapp et al. [1] employed the microexplosion
method, followed by focused ion beam (FIB) milling to prepare the samples for transmission
electron microscopy (TEM) analysis, as illustrated in Figure 3.4. Selected area electron diffraction
(SAED) patterns were then acquired using TEM. Representative patterns, shown in Figures 3.5
to 3.7, were collected from different regions of the sample and at various time intervals. For
instance, patterns 901, 679, 759, and 864 were recorded after 34, 48, 78, and 92 days,
respectively. The temporal evolution of the sample’s structure is analyzed and discussed in detail
in Section 3.3.3.

84



Figure 3-4 a. Schematic picture for microexploitation technique on Si b. SEM image of the sample c. affected
area d. the area which contains high-pressure phases of Si [1].
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Figure 3-5 SAED of the Si sample labeled 901 and 682.
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Figure 3-6 SAED of the Si sample labeled 679, 747, 749, and 750.
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Figure 3-7 SAED of the Si sample labeled 751,759,762, and 864.

87




3.2.4 Spot-finding process for SAED pattern

a) ’ b) ] c)

10*

counts (arb.un.)

10°

0 200 400 600 800 1000 1200 1400 1600
radius (pixels)

Figure 3-8 a) A typical SAED pattern. b) The algorithm found spots (light blue), pairs (connected by green lines),
and the reciprocal space origin (red cross). ¢) The radial profile of the scattered intensity was obtained
employing the calculated reciprocal space origin. The integrated region corresponds to the area enclosed by
the red circle in Figure 3.8b.

Here we describe the spot-finder algorithm that was used to process the measured SAED images.
It served to identify the diffraction spots and measure attributes like their size, circularity, and
location. After loading an SAED image, like that shown in Figure 3.8a, preprocessing was
performed using routines from the Open Source Computer Vision Library (OpenCV) [143]. To
reduce sharp intensity fluctuations, a Gaussian filter operation was performed using the Gaussian
Blur function of OpenCV with a kernel size of 5x5 pixels and o = 1.1. The region in the black

rectangles in Figure 3.8b was excluded from the image.

Then, intensity thresholding was performed to create a binary image that was used to identify
candidate spots. Local adaptive thresholding was applied to overcome the large change in
background level found in the image as a function of distance from the center. As seen in Figure
3.8c, the background was found to change by more than an order of magnitude across the image.
To account for this, the OpenCV adaptive threshold function was used, assuming a threshold
value of u — 10 where u is the mean intensity over a given region of 751x751 pixels. Then, to
remove thin-intensity clusters, morphological erosion was performed with a kernel size of 5x5

pixels.

The next step was spot finding, which started with processing the binary image. A spot was
defined as a group of bright connected pixels satisfying the following size and shape criterion: the

size condition was defined as a minimum of 10 pixels and a maximum of half the number of pixels
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defining the image width, while for the shape the number of pixels along one direction must be
less than twice the number along the other. For pixels at the coordinates p; = (x;, y;) with the
intensity values (li), the integrated intensity () and the center of the intensity (p.), were defined

following
I - Zilii (39)
Pc=2ilipi (3.10)

where [ and p, are integrated and the center of the intensity respectively and the summations run
over each pixel in the cluster. The moment of inertia (k) relative to the center of intensity and the

circularity (y) of the data were respectively expressed as

ke =2Xil; lIpi —pcll?, (3.11)
_ 1 _ Zigcli
r=1 Yiecli (3.12)

where the circularity is related to the likeness of intensity distribution and a circle of radius r =

I/m.

After finding the spots in the SAED pattern, the last step was the identification of the reciprocal
space origin. The first guess of the center position was found by calculating the center of mass of
the spots that were more than 10% away from the center of the image. The center of the diffraction
pattern was then refined by looking for Friedel pairs in the image. Pairs were found by starting
from a spot at pi then searching for a spot within a circle at (—x;, —y;) with a radius of 5 pixels. If

a spot was found to fall within the projected circle, it was documented as a pair of the spot at pi.

The statistical weight of each pair was defined according to different considerations that are
summarized in Table 3.2. If the spot belonged to more than one pair because of peak splitting,
the pair was deleted. Otherwise, the weight was given by the sum of the value calculated
according to each row in the table. Once the weighting scheme was defined, the reciprocal space
origin was located by performing a weighted average of each pair's mean position, p,;:
_ XnWnPn
pO - ann . (3-13)

Finally, the spot list was created, defining the position with respect to p,, the integrated intensity

and the circularity. Weighting schemes are detailed in Table A2.
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Table 3-2 Weighting scheme. Different features contributing to the definition of the weighting scheme are

obtained as the sum of the values in each row of the second column.

Attribute Definition
1 pairs lying on parallel lines w=1
2 integrated intensity similarity w = min{l,, [; Ymax{ly, 1;}
3 average circularity W=(yo +v1)/2

3.3 Results and Discussions

3.3.1 Testing Poly on simulated diffraction patterns of Si

We simulated SAED patterns of the bt8-Si and st12-Si phases, which have distinct unit cells and
space groups (Table 3.1), yet have many similar Bragg peak scattering vector magnitudes, which
makes identification by existing approaches challenging. The pattern simulation proceeded by
generating a list of allowed h vectors following Equation (3.2) and considering the h vectors with
magnitudes less than 6 1/nm. This value maintains enough simulated Bragg spots for analysis,
optimizing the operation time for the Poly. It also covers the same diffraction spots analyzed in
the experimental data by Rapp et al. Then, a different orientation was created by rotating the h
vectors according to a random set of Euler angles. The pattern was generated by finding all h
vectors that satisfied the Ewald sphere condition, considering a wavelength of 0.0025 nm,
corresponding to 200 keV electrons. An incident vector S, with a form of [0,0, 1/4] was defined.

Then, the magnitude of the vector S=h-§, was compared to the Ewald sphere radius using

IS —1/2] < &3, (3.14)

where g5 is a user-defined threshold assumed to be 27/100 nm = 0.063 1/nm. This value was
determined by comparing the number of spots in simulated patterns to that found in the later

experimental measurements. The patterns, including more than 10 Bragg spots, were kept for
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later analysis. The intensities of Bragg spots were not calculated because they are not considered

in the poly algorithm.
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Figure 3-9 Simulated SAED patterns are shown for a) a randomly oriented bt8-Si crystal and b) a randomly
oriented st12-Si crystal. c) — A mixed-phase SAED pattern was simulated using a selection of spots from those
in a) and b). d-f) Spot-wise similarity scores are compared assuming twelve Si phases in the shown diffraction
patterns when analyzing the patterns (a-c) with the poly algorithm. The spots are colored according to the
related phase with the highest scores.

Figure 3.9a shows an example simulated SAED pattern for the bt8-Si phase. The poly algorithm
described in the preceding section was first used to calculate similarity scores for the spots,
assuming the known phase, the results of which are shown as violet bars in Figure 3.9d. The
assumed values for the thresholds in Equations (3.4) and 3.5 were &,=0.1 1/nm and &, = 0.2°.
Then the scores from the set of eleven candidate high-pressure phases of Si were considered,
which are compared in the bar chart in Figure 3.9d. The lattice parameters and space groups
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assumed for each phase are listed in Table 3.1. The highest scores were used to color the spots
in Figure 3.9a. As shown in the color bar, a higher score for bt8-Si is indicated by violet spots,
while a better agreement with st12-Si is shown in green.

In general, for a pattern of N spots, a spot can have N-1 angles with others, and therefore the
highest score possible for a spot is N-1. This value indicates that all angles with other spots agree
with the assumed structure. For Figure 3.9a, 14 spots were simulated, and all spots obtained the
theoretical maximum score of 13 when assuming the bt8-Si phase, which affirms the accuracy of
the Poly algorithm. When other phases were assumed, lower scores were found, which shows

that Poly correctly identifies the phase of the spots.

An example pattern simulated for the st12-Si phase is shown in Figure 3.9b and was analyzed
using Poly, assuming st12-Si and the other eleven phases of Si as before. The scores are plotted
in Figure 3.9e. Again, in this case, the theoretical limit score of 15 was achieved when the st12-
Si phase was assumed. The scores for st12-Si were found to be significantly higher than others,
showing less ambiguity in the phase identification. Therefore, the Poly algorithm also shows good

efficiency in phase identification for the case of st12-Si.

To simulate an SAED pattern of a polycrystalline sample, we then randomly selected some spots
from the two patterns in Figure 3.9a and Figure 3.9b and merged them into a single pattern in
Figure 3.9c. This was then analyzed as before, and the scores are shown in Figure 3.9f. Spots
with indices from 0 to 7 were taken from the bt8-Si pattern, while those from 8 to 15 were taken
from the st12-Si. In Figure 3.9f, it is seen that each spot was correctly identified by receiving a
higher relative score for the phase that matches the originally simulated pattern. Figure 3.9¢
visually indicates the ability of the algorithm to identify the phase of the spots in this polycrystalline-
like pattern.

These results show that Poly has a good capability of identifying a specific phase of Si from others.
Furthermore, it works in a spot-wise manner and can correctly classify spots into different phases,
which is applicable to polymorphic samples. One drawback of the Poly algorithm is that it requires
a predefined unit cell. However, we have found that slight deviations, which may be caused by
defects and strain, can be accommodated by adjusting the threshold parameters €1 and &2.
Finally, the algorithm will not work in the case of identifying spots from phases with similar lattice
constants and space groups. This case is expected to lead to similar scores for those phases
because of equivalent d-spacing and angular relationships. Simulations like those presented can
be used to test if multiple phases in the list of candidates are distinguishable by the algorithm.

Still, in the event of a spot receiving similar high scores for multiple phases, we have found it is
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best to regard this as a subset of potential matches and compare this subset to how the scores
are distributed for other spots in the pattern. As will be shown, this approach serves to significantly
reduce the list of candidates and identify dominant phases in a SAED pattern.

3.3.2 Data treatment results for the Si sample irradiated by laser

To analyze a diffraction pattern, at first, the film-recorded diffraction pattern was digitized, and
then the spots were found in the pattern using the algorithm detailed in section 3.2.4 (Spot-finding
process for SAED pattern). The locations of the found spots are shown as red circles overlaid
with the diffraction pattern shown in Figure 3.10a. The center of the diffraction pattern was refined
using Friedel pairs in the found spot list and by determining the intersection of lines connecting
them. Then, the detector distance was refined using a histogram of spot vector magnitudes and
by identifying the first three major peaks as the first diffraction rings of the low-pressure silicon
diamond cubic structure. This was used to transform the spot list into reciprocal space

coordinates, resulting in the g vectors plotted as the blue dots in Figure 3.10b.
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Figure 3-10 a) Experimental SAED pattern of the Si sample that was irradiated by the laser. Detected spots are
shown by red circles. b) Detected spots are overlaid by the diffraction rings corresponding to the cubic phase
of Si. c) The spots remaining after filtering out the cubic phase of Si are shown.

To calculate the uncertainty in the locations of spots in the SAED pattern, we used a two-
dimensional Gaussian fit for each spot so that the standard deviation of the fit provided the
uncertainty in the x and y coordinates of the spots. Using these values, the uncertainties in the
angles between pairs of spots were calculated. The values for the uncertainty in angles are in the

order of 0.2°, therefore, we defined the threshold ¢, = 0.2° for the following reported analysis.
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After finding the location and uncertainty for each spot, we removed the spots that were found to
have a scattering vector magnitude (g) that agreed with the cubic phase of Si. The result of filtering
is shown in Figure 3.10c. Spots with g < 6 1/nm were considered for further analysis. This spot
list was then analyzed using Poly, assuming the high-pressure phases described in Table 3.1.In
the next section, the results of the analysis for pattern b901 are presented in Figures 3.11a to

3.11e and summarized in Table 1.

3.3.3 Phase identification of Si sample using Poly

We used Poly to analyze a dataset of 10 SAED patterns measured from different affected regions
around voids created with an incident laser fluences of either 48 or 95 J/cm2. Samples were
prepared by a focused-ion beam to produce thin cross-sections of the voids suitable for TEM
measurements. The time between the focused-ion beam sample preparation and the SAED
measurement also varied between 34 to 94 days, which we will refer to as the “measurement
delay”. Figure 3.11 shows the results of analysis for four patterns that were found to have a
significant number of spots that could be identified by the algorithm. The spots in the diffraction
patterns are color-coded in Figures 3.11a-d according to the phase that achieved the highest
score for each spot, while the full score distributions are shown in the bar chart in Figures 3.11e-
h. The red line in the score distribution indicates a similarity score threshold that was introduced
to identify spots that did not seem to have a significant agreement with any phase. If the spot
received a score less than this threshold, it was designated as a poor match and shown as empty
circles in the patterns. A list of experimental parameters and the number of spots matching each
of the high-pressure silicon phases are given in Table 3.3. The patterns measured with a SAED
measurement delay of less than 50 days (b901 and b679) were found to predominantly have
spots that had the highest similarity score to the t32-Si and t32*-Si phases. As seen in the score
distributions, the poly algorithm attributed similar scores for each of these phases. This is because
the unit cell parameters are very similar (Table 3.1), making it hard for poly to distinguish between
them. Interestingly, a higher number of t32-Si and t32*-Si spots were found in b679 than in b901.
This seems to correlate with the laser fluence used for void creation, as the fluence for b679 was
95 J/cm?, while that of b901 was 48 ]/cm?.
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Figure 3-11 The experimental SAED patterns of the Si samples were extracted from Figure 3c for pattern a and
from other patterns in b-d, considering g < 6 1/nm, and were analyzed by g and y;; information using the poly
algorithm. The spots in a-d are colored according to the highest scores in the e-h bars. The empty black spots
achieved scores less than the similarity threshold for Si phases. In e-h spot-wise similarity scores, assuming
the Si phases in the analysis are compared. The threshold score of 2 is shown as ared dashed line.

Then, it appears that a higher laser fluence increases the fraction of the t32-Si phases created in
the shock-affected region of the sample. Spots in these patterns assigned to other high-pressure
phases were found in a significantly lower abundance. The phase r8-Si was found in both cases,

while the hd-Si and VIII-Si phases were assigned to a few spots in the lower laser fluence
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measurement (b901). The original analysis by Rapp et al focused on the presence of the bt8-Si
and st12-Si; however, the poly algorithm only found a few spots that matched with these phases.
This difference is not surprising, as the original analysis only considered the spot scattering vector
magnitude and did not consider the angular correlations as in the present approach. Furthermore,
it focused on a few spots closest to the center of the pattern because the phase identification of

the spots further from the center became increasingly ambiguous.

Table 3-3 Experimental and analyzed data of four patterns of the Si sample irradiated by a laser.

SAED pattern ID bo01 b679 b759 b864
Laser Fluence (J/cm?) 48 95 95 95
Measurement Delay (day) 34 48 78 92
N of spots 35 39 23 44
hd-Si spots 3 (8%) 0 3(13%) 0
r8-Si spots 2 (6%) 7(18%) 2(9%) 1(2%)
VIII-Si spots 3 (8%) 0 5(22%) 4(9%)
IX-Si spots 0 0 1(4%) 6(14%)
bt8-Si spots 1 (3%) 1(3%) 0 0
st12-Si spots 1 (3%) 0 1(4%) 1(2%)
m32-Si spots 0 1(3%) 1(4%) 2(4%)
m32*-Si spots 2 (6%) 0 3(13%) 1(2%)
t32-Si spots 1(3%)  9(23%) 0 5(12%)
t32*-Si spots 16(46%)  17(43%) 1(4%) 7(16%)
Poor Match 6 (17%) 4(10%) 6(27%) 17(39%)
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Our present analysis does not exclude the presence of the st12-Si and bt8-Si in the sample, as a
few spots were indeed identified in the patterns and reasonable scores for these phases are found
in the distributions shown in Figure 3.11e and Figure 3.11f. Instead, our analysis suggests that
the t32-Si and t32*-Si phases seem to be more abundant in the sample.

The different measurement delays of the patterns in the dataset have also allowed us to study
the evolution of the stability of the high-pressure phase created in the affected region of the laser
shock volume. Creating the cross-section and thinning the sample near the void removes residual
stress and promotes the relaxation of the high-pressure phase to lower-pressure phases. To study
this process, Figure 3.12 contains a plot of the fraction of spots identified for each phase versus
the measurement delay. It is observed that the number of spots in phase t32/t32*-Si, shown in
red and green colors, is decreasing over time. This reduction also occurs in phase r8-Si, albeit
with a less steep decline. Based on these analyses, the relaxation time for phases t32/t32*- Si
and r8-Si is estimated to be between 50 and 70 days. Conversely, the situation differs for phase
XI-Si, with an increase in specified spots from 0% to 14%, suggesting that it is a by-product of the
t32/t32*-Si phase relaxation.
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Figure 3-12 The fractions of spots attributed to the phases of silicon found to dominate the patterns shown in
Figure 4 are plotted as a function of the delay between the FIB preparation and SAED measurement of each

pattern.

It is noteworthy that over time, the occurrence of spots in poor matches is also increasing. While
the precise cause is unclear, it could be attributed to an unidentified phase or a lack of sufficient

spots in diffraction due to a small crystal size. Another potential explanation is an increased
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heterogeneity in the sample microstructure. In poly, the scores of spots depend on the number of
spots (N) in a specific phase. If the variety of phases in a region increases, the scores decrease,
and the probability of poor matches grows. To achieve more detailed insights in these cases, we
plan to conduct nanobeam diffraction experiments to study the performance of poly on smaller
affected volumes, which is expected to reduce the number of existing phases in the area and

increase the relative scores.

3.3.4 Supplementary Analysis of Poly: Finding the limitations of Poly using
different mixtures of phases in simulated polycrystalline diffraction patterns

By testing poly using simulated diffraction patterns, it was shown to work correctly. However, the
guestion remains: under what circumstances could it fail? To address this, we designed three
additional tests. In this section, we classify the tests into three groups. First, we examine Poly's
accuracy in cases where a phase has fewer Bragg spots. We begin with a mixture of two phases
and, at each step, remove some spots from one phase to determine if poly can still identify these
spots. Second, we add spots from simulated diffraction patterns corresponding to different
orientations of another phase into the mixture until Poly can no longer distinguish between the
phases. Third, in each step, we add a simulated diffraction pattern from different phases of Si to

determine the point at which Poly fails to identify the phases.

3.3.4.1 Diffraction spot limit: A mixture of the phases Si-t32 and Si-st12, then
removing spots from the Si-t32 pattern.

To perform the first test on Poly, we used the simulation steps described in the previous section
to generate Bragg spots for the Si-t32 phase. Figure 3.13a shows the simulated SAED pattern
containing 20 spots, labeled 0 to 19. Next, we followed the same procedure to simulate 13 spots
for the Si-st12 phase, shown in Figure 3.13b. Finally, we combined these two patterns to create
a polycrystalline-like pattern, shown in Figure 3.13c, where Si-t32 spots are colored blue and Si-

st12 spots are colored red.

Figure 3.13d presents the scores analyzed by Poly for the pattern in Figure 3.13a. As expected,
Poly assigned the highest scores to the Si-t32 phase. The score level reaches 19, consistent with
the N-1 rule for 20 spots. For the pattern in Figure 3.13b, the scores are plotted in Figure 3.13e,

confirming that the spots were correctly assigned to the Si-st12 phase.
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The analysis of the combined pattern in Figure 3.13 c is shown in Figure 3.13 f, demonstrating
Poly’s ability to distinguish spots originating from the Si-t32 and Si-st12 phases. After confirming
Poly’s capability to handle this mixture, we began removing spots from the target phase (Si-t32)
to determine the threshold at which Poly fails to accurately identify the phases.
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Figure 3-13 A simulated SAED pattern for the Si-t32 phase, which contains 19 Bragg spots. b) A simulated
SAED pattern for the Si-st12 phase, which contains 12 Bragg spots. C) The mixture of spots parts aand b. d,e)
scores of spots for the phases Si-t32 and Si-st12 achieved by poly. f) scores of spots for the phases Si-t32 and

Si-st12 for the mixed pattern achieved by poly.

The results of the Poly analysis for the spot removal procedure are shown in Figure 3.14, where
part a represents the initial pattern used for the analysis. It contains 32 spots—20 spots labeled
0 to 19 belong to the Si-t32 phase (colored in blue), while 13 spots labeled 20 to 32 correspond
to the Si-st12 phase (colored in red).
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In Figure 3.14 b, the scores given by Poly illustrate the phase identification between Si-t32 and
Si-st12. The scores for Si-t32 are generally expected to be around 19, following the N-1 rule,
where N is the number of spots. However, some spots, such as spot 3, exceed a score of 19 and
reach 22. This occurs because certain Si-st12 spots are positioned very close to Si-t32 spots,
satisfying the vector conditions for magnitude and angle, which allows them to be mistakenly
identified as Si-t32 spots. This is not a critical issue, as these spots would still be considered part

of the Si-t32 phase even with slightly lower scores.
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Figure 3-14 a)The mixture of spots same as figure c. In each step, some spots are removed, and poly is used
to calculate the scores. b) scores for 32 spots showing that 20 blue spots belong to the Si-t32 phase and 13
belong to Si-st12. c) scores after removing the spots labeled 0 to 5 d) scores after removing the spots labeled

0to 9 e) scores after removing the spots labeled 0 to 12 f) scores after removing the spots labeled 0 to 15.

Next, we removed six spots (0 to 5) from the Si-t32 phase. The result is shown in Figure3.14 c. It
is clear that Poly still identifies both phases; however, some changes have occurred. The scores

for the Si-t32 spots have decreased due to the reduced number of spots. Additionally, there is a
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slight change (by one score) in the Si-st12 scores, which may be related to the removal of the Si-
t32 spots.

In the algorithm, a score table is generated by accumulating votes for each spot. The maximum
value in this table determines which phase family the spot belongs to. When a Si-t32 spot is
removed, its top-ranking position can occasionally be transferred to a Si-st12 spot. However, this

change is minimal (typically one score) and occurs only rarely.

The next step involved removing spots 6 to 9 from the Si-t32 phase. Poly’s analysis produced the
score results shown in Figure 3.14d. Poly could preserve its efficiency at this step, with the Si-t32
spots showing scores around 10, as expected with 10 spots remaining. The scores for the Si-st12

spots remained stable at around 12, corresponding to the 13 spots.

Figure 3.14e presents the scores after removing spots 0 to 21 from the Si-t32 phase. Remarkably,
Poly continued to distinguish the phases accurately. With only eight Si-t32 spots left, the average
score for these spots was around 7, which is consistent with expectations. Meanwhile, the scores

for the Si-st12 spots remained fairly constant, and they were correctly identified.

In the final step, shown in Figure 3.14f, only four Si-t32 spots remained. Interestingly, Poly was
still able to distinguish these few spots from the Si-st12 spots. The scores for the Si-st12 spots
remained in the same range, indicating stable phase identification.

Therefore, we can conclude that Poly is capable of handling situations where the number of spots
for a specific phase is limited.

3.3.4.2 Crystal limit: Si-t32 pattern, then adding patterns from Si-st12 with
different orientations.

In order to investigate the effect of different orientations on poly’s result, we developed a test
starting with a pattern of Si-t32 and then adding Si-st12 phase patterns with different orientations.
This test is similar to the experimental situation in that different grains have the same phases but
different orientations. Figure 3.15a shows a mixture of Si-t32 (in blue) and Si-st12 (in red) phase
patterns. Figures 3.15b to 3.15f demonstrate adding patterns of Si-st12 to the initial pattern of Si-
t32, respectively.
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Figure 3-15 a) The mixture of simulated diffraction spots of Si-t32 in blue color and Si-st12 phases in red color.
Different sets of spots corresponding to the Si-st12 phase with various orientations are added to the mixed
spots in parts b) (green), c) (purple), d) (orange), e) (cyan), and f) (gray) in the final pattern. In part f, there are

seven mixed patterns.

The first pattern in Figure 3.15a contains 19 spots with the Si-t32 phase and 12 Si-st12 spots. In
the second pattern in part b, there are 11 spots labeled 33 to 43 in green color. The next step
adds 15 spots (44 to 58) colored purple. In Figure 3.15d, we added 12 spots with labels 59 to 70
shown in orange. Figure 3.15e contains 18 spots of Si-st12 with labels 71 to 83, which are shown
in cyan color. Finally, in Figure 3.15F, 36 spots of Si-st12 are added to the pattern labeled 84 to

120.

We used poly to analyze these patterns, and the results are represented in Figures 3.16 and 3.17.
For the first pattern shown in Figure 3.15a with two sets of spots, the result is Figure 3.16a a
which is the same as we started in the previous section, and both phases are identified. In Figure

3.16 b, with 43 Bragg spots, it is seen that poly has identified the phases where the average
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scores for the phase Si-t32 are around 21 and for the Si-st12 are 15, which makes sense because
of the spot counts for each phase. There is a slight increase in scores, which the reason is by
increasing the spots, the probability of the vector match increases for both phases, which can use

il

other phase spots.

< =

* L

@ =z o =

R

225 45002 43 44 5 45

L@

Figure 3-16 The scores of spots obtained from polyphase analysis for the mixed patterns in Figure 3.15. The
scores for the Si-t32 phase are shown in blue, while those for the Si-st12 phase are shown in red. a) The initial
pattern contains 32 spots, with 20 belonging to the Si-t32 phase and 12 originating from the Si-st12 phase. b)
A new set of spots corresponding to a different orientation of the Si-st12 phase is added to the pattern, labeled
from 33 to 43. c) Another set of spots from the Si-st12 phase is added to the pattern, labeled 44 to 58.d) In the
next step, additional spots are added to the pattern with labels 59 to 70.

In Figure 3.16c, it is demonstrated that the phase Si-t32 is perfectly identified from Si-st12;
however, there is a trace of increasing ambiguity in scores, specifically for the Si-st12 phase. To
see its trend, we followed the analysis for the next pattern, which is shown in Figure 3.16d. Here,
there are 70 spots, and Si-t32 is still distinguished; however, Si-st12 is getting close to the
ambiguity. In addition, the average score for Si-t32 is around 25.
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Figure 3-17 The scores of spots obtained from poly analysis for the mixtures in Figures 3.15a to d. The scores
for the Si-t32 phase are shown in blue, while those for the Si-st12 phase are shown in red. a) Following the
pattern in the figure, this one contains 89 spots. a new set of spots corresponding to a different orientation of
the Si-st12 phase is added to the pattern of Figure 3.15d, labeled from 71 to 88. ¢) The last set of spots of the
Si-st12 phase is added to the pattern with labels of 89 to 120.

In the following steps, the total number of spots increases to 88 and 120, respectively. To visualize
the results, we plotted them in Figure 3.17. Figure 3.17a displays the scores for the pattern with
88 spots, corresponding to the diffraction pattern shown in Figure 3.15e. Although the Si-t32
phase is identified, the scores associated with the Si-st12 phase continue to increase. This trend
overlaps with the scores for Si-t32 (highlighted in blue), thereby increasing the ambiguity in phase

identification.
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Finally, for the pattern containing 120 spots, the results are presented in Figure 3.17b. The Si-t32
phase remains distinguishable, with an average score of approximately 28. As the number of Si-
st12 spots increases, we observe a mixed effect: on one hand, the scores for some Si-st12 spots

increase; on the other hand, ambiguity rises for the remaining Si-st12 spots.

This analysis of various orientations demonstrates that Poly can successfully identify phases
within a mixture of patterns that include different sample orientations. However, the number of

spots included in the analysis can influence the scores and affect the final phase identification.

3.3.4.3 Phase Mixture limit: Si-t32 pattern, then adding patterns from different
phases

In this section, we evaluate the performance of the Poly algorithm when applied to mixtures of
diffraction patterns originating from distinct silicon polymorphs. To begin, we simulated selected
area electron diffraction (SAED) patterns for several individual Si phases. Figure 3.18 displays
these reference patterns: (a) Si-t32, comprising 20 diffraction spots, also used in the preceding
analysis; (b) Si-st12 with 13 spots; (c) Si-bc8 containing 11 spots; (d) Si-hd with 9 spots; (e) Si-IX
with 13 spots; and (f) Si-bt8 including 10 spots.

In the first stage, patterns (a) and (b)—corresponding to Si-t32 and Si-st12—were combined, as
shown in Figure 3.19a. Here, Si-t32 spots are indicated in blue (labels 0—19) and Si-st12 spots in
red (labels 20—32). The Si-bc8 phase was subsequently introduced, represented in green (labels
33-43) in Figure 3.19b. In the third step, the Si-hd phase was added (purple, labels 44-52) as
shown in Figure 3.19c. The fourth composite pattern included the Si-IX phase (orange, labels 53—
65), presented in Figure 3.19d. Finally, Figure 3.19e incorporates the Si-bt8 phase (cyan, labels

66-75), completing the full six-phase diffraction mixture.
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Figure 3-18 Different simulated SAED patterns of the phases a) Si-t32 b)Si-st12, c)Si-bc8, d)Si-hd, e€)Si-IX, f)Si-
bt8.
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Figure 3-19 a) The mixture of simulated diffraction spots of Si-t32 in blue color and Si-st12 phases in red color.

In each step, a new set of spots is added to the initial pattern so that in b) Si-bc8, c) Si-hd, d) Si-XI, and e) Si-

bt8 spots are added, respectively.

We employed the Poly algorithm to investigate phase identification across five mixed diffraction

patterns. The analysis was carried out by evaluating each pattern against a set of eleven

candidate silicon phases, as represented in Figures 3.20 and 3.21. In these figures, each phase
is denoted by a distinct color in the plots: Si-t32 (blue), Si-st12 (red), Si-bc8 (green), Si-hd (purple),
Si-IX (orange), Si-bt8 (cyan), Si-r8 (gray), Si-m32* (black), Si-VIII (light blue), Si-m32 (dark green),

and Si-t32* (brown).
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Figure 3-20 The scores of spots obtained from the Poly analysis for the mixtures in Figures 3.19a and b. The
scores for the eleven phases are shown in different colors: Si-t32 (blue), Si-st12 (red), Si-bc8 (green), Si-hd
(purple), Si-IX (orange), Si-bt8 (cyan), Si-r8 (gray), Si-m32* (black), Si-VIII (light blue), Si-m32 (light green), and
Si-t32* (brown). scores correspond to a) pattern a and b) pattern b in Figure 3.19.

o

Figure 3.20a shows the result of the poly analysis. For the spots labeled 0 to 19, the highest
scores correspond to Si-t32 and Si-t32, as expected. The scores for these two phases are very
similar because the library information in poly, such as lattice parameters and crystallographic
structure, is nearly identical for both phases. This makes it challenging to distinguish between Si-
t32 and Si-t32* based solely on the magnitudes and angles of the vectors. The spots labeled 20
to 32 achieved higher scores for the Si-st12, proving that poly is scoring in the right way. Other
phases have received some scores, but they are not high enough to be considered as serious
candidates. In Figure 3.20b, we plotted the result of the analysis for pattern b. It shows the Si-t32,
Si-st12, and Si-bc8 spots are identified correctly. Overall, the highest scores belong to Si-t32 and
then Si-st12 and finally Si-bc8, which corresponds to the number of spots in each phase related
to the N-1 rule and is rational. An important observation is that patterns containing fewer diffraction
spots are more prone to score ambiguously, as their limited information content increases the

likelihood of matching with multiple phases.
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Figure 3-21 The scores of spots obtained from poly analysis for the mixtures in Figure 3.19c to e. The scores

for the eleven phases are shown in different colors: Si-t32 (blue), Si-st12 (red), Si-bc8 (green), Si-hd (purple),

Si-IX (orange), Si-bt8 (cyan), Si-r8 (gray), Si-m32* (black), Si-VIII (light blue), Si-m32 (light green), and Si-t32*

(brown). scores correspond to a) pattern c and b) pattern d, and c) pattern e in Figure 3.19.

Figure 3.21a presents the phase-matching scores for a diffraction pattern composed of mixed
spots corresponding to the Si-t32, Si-st12, Si-bc8, and Si-hd phases (refer to Figure 3.21c¢). In this
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case, the algorithm distinctly identifies Si-t32, Si-st12, and Si-hd. However, for the Si-bc8 spots,
while the highest scores align with the correct phase, other phases also yield similarly high scores,
placing those reflections within a zone of ambiguity. This may be attributed to the addition of Si-
hd spots, which increases the structural similarity between Si-bc8 and other phases, complicating

their discrimination.

The subsequent analysis includes the incorporation of Si-IX spots, as shown in Figure 3.21d. The
corresponding scoring results, depicted in Figure 3.21b, reveal that while Poly continues to
reliably identify Si-t32, significant ambiguity emerges for other reflections. When Si-bc8 is added
once again, as shown in Figure 3.21c, Si-t32 remains confidently identified, whereas the

remaining spots cannot be assigned to specific phases with high confidence.

Notably, this ambiguity becomes pronounced beginning with the dataset in Figure 3.21b, which
contains 66 total spots. As demonstrated in prior sections, surpassing a certain threshold in spot
density increases the likelihood of overlapping match conditions across phases. The continued
reliable identification of Si-t32 is due to its relatively low structural similarity to the other phases,

reducing the probability of erroneous spot correlations.
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3.4 Conclusion

3.4.1 The Capability of Poly for Phase Identification Tested by Simulated
Diffraction Patterns

We developed the poly algorithm to perform spot-wise QPA of nanoscale polymorphic materials.
Diffraction patterns of bt8-Si and st12-Si were simulated to test the algorithm.

We used crystallographic information for different phases of Si to simulate SAED patterns. These
simulations were performed using Python, leveraging various libraries for processing. The high-
pressure Si phases studied included Si-bt8, Si-st12, Si-bc8, Si-r8, Si-hd, Si-I1X, Si-VIIl, Si-m32, Si-
m32*, Si-t32, and Si-t32*.

The analysis of these simulated patterns with Poly demonstrated the algorithm’s strong capability

to accurately identify phases.

3.4.2 Phase identification of the Si sample irradiated by the laser using Poly

The results demonstrate that the Poly algorithm can reliably match detected diffraction spots from
microexplosion experiments with known high-pressure silicon phases. In addition, we analyzed
experimental SAED patterns obtained from laser-shock-affected silicon samples, revealing the
presence of novel high-pressure phases. A prior study by Rapp et al. reported that
microexplosions in silicon generated several tetragonal and monoclinic phases; however, their
identification based solely on d-spacing was not quantitative and lacked spot-wise precision. Our
analysis using Poly, which incorporates both angular and d-spacing information, enabled the
identification of the t32-Si and t32*-Si phases as the dominant components in laser-shock-
affected regions of silicon—reported here for the first time. Furthermore, the analysis of a series
of patterns acquired at varying time delays indicates that these phases gradually relax into other
high-pressure phases within approximately 50 days. Ongoing research aims to further evaluate
the capabilities of this spot-wise phase identification approach in other material systems and to
apply it to new patterns obtained via nano-beam diffraction. Additionally, Poly is applicable to
position-sensitive diffraction patterns collected using 4D-STEM. However, in many such cases,
the patterns tend to be highly diffuse. When sharp and well-defined Bragg spots are present, Poly

can significantly aid in accurate phase identification.
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3.4.3 Limitations of Poly for phase identification

Phase identification procedures, ranging from simple to complex, carry a certain probability of
uncertainty due to experimental tool errors, low-quality data, sample-related issues, analysis
mistakes, and reference data inaccuracies. In the case of the Poly, we use the magnitudes of the
vectors and their angles in the SAED pattern, comparing them to the data library of the sample,
specifically Si. It is crucial to identify the weaknesses of the algorithm using the ideal case of
simulated SAED patterns. These simulations minimize errors from tools and experiments while
providing the initial SAED pattern information needed to evaluate the algorithm. To achieve this,
we performed different assessments to test the Poly algorithm. First, as a test for spot limit, a
mixed pattern of Si-t32 and Si-st12 phases was created. In each step, we removed some spots
from the Si-t32 phase to determine the minimum number of spots required for the phase to remain
detectable in the scores. The results showed that Poly could reliably identify the Si-t32 phase with

as few as four spots. However, for experimental data, scores at this level will have low reliability.

To assess the effect of different orientations of a specific phase on the efficiency of poly, we
conducted a second test, known as the crystal test. The initial SAED pattern contained Si-t32
spots. Gradually, we put additional spots corresponding to the Si-stl2 phase in various
orientations, step by step. Up to the third step, with a total of 58 spots, Poly successfully identified
the phase with a high accuracy. In the fourth step, when the pattern reached 70 spots, the analysis
remained reliable for the Si-t32 phase. However, it produced incorrect scores for four spots
associated with the Si-st12 phase. Although correlated-scores evaluation of Si-t32 phase scores
can still be utilized, we consider this step as the onset of reduced accuracy. Even in steps five
and six, poly was still able to identify the phases—particularly Si-t32—but these steps can be
considered the critical limit for poly's performance. The third one was the phase mixture test which
was done by mixing the spots from different phases of Si. It was shown that, in this case, poly
could identify the phases up to a mixture of four phases. This occurred when the number of spots

reached 76 while most experimental patterns of Si contained around 35 spots or fewer.
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3.4.4 Outlook and Future Work

Poly can serve as a solid starting point for spot-wise phase identification of nanomaterials. Over
time, it can be enhanced to handle more complex cases involving ambiguities, such as
overlapping diffraction spots or phase mixtures. One potential improvement is introducing a
filtering step to exclude high-scoring identified spots, keeping the total number of spots below the

threshold. Additionally, correlation scores can be added to assess phase similarity between spots.

From an experimental perspective, modern TEMs equipped with nanobeam (Appendix A
Nanobeam measurements) capabilities allow for SAED patterns to be obtained from focused
areas of the sample. This reduces the number of coexisting phases in the selected region,
significantly improving Poly’s accuracy. New SAED measurements of laser-irradiated silicon
reveal that, even after a decade, certain phases remain preserved within the material and are

amenable to detailed analysis (Appendix A2).
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4 Conclusion

We investigated light—matter interactions at the nanoscale using photon-induced near-field
electron microscopy (PINEM) with femtosecond temporal resolution, focusing on near-field
behavior around metallic nanoparticles. Despite employing linearly polarized pump lasers, dipole
orientations in Au and Ag nanoparticles on SiO substrates exhibited significant misalignment,
attributed to defect-induced surface charge coupling and facet-dependent interactions. Compared
to graphene, SiO substrates showed broader dipole orientation distributions, with Au
nanoparticles yielding a full width at half maximum (FWHM) of 19°, versus 9° on graphene—
highlighting graphene’s superior near-field stability. Additionally, circular near-field patterns
emerged at specific polarization angles (e.g., 18°, 66°, 114°, 162°), consistent with conditions for
circular polarization—equal amplitude and a +90° phase difference between orthogonal dipole
components. These findings demonstrate that even achiral systems can exhibit chirality through
excitation-induced asymmetries, leading to polarization-dependent near-field symmetry breaking

via plasmonic interference.

In parallel, we developed the Poly algorithm to perform spot-wise quantitative phase analysis
(QPA) of nanoscale polymorphic materials. To validate its capability, we simulated selected area
electron diffraction (SAED) patterns for various high-pressure silicon phases—including bt8-Si,
st12-Si, bc8-Si, r8-Si, and others—using crystallographic data and Python-based tools. The
algorithm accurately identified phases from these simulations and was subsequently applied to
experimental SAED data from laser-shocked silicon samples. Unlike previous approaches relying
solely on d-spacing, Poly incorporates both angular and spacing information, enabling precise
identification of t32-Si and t32*-Si phases—reported here for the first time. Time-resolved analysis
revealed that these phases gradually relax into other high-pressure forms over approximately 50
days. Furthermore, Poly shows strong potential for analyzing position-sensitive diffraction data
from 4D-STEM, particularly when sharp Bragg spots are present, despite the typically diffuse

nature of such patterns.

Overall, these thematic research projects were designed to advance the understanding of light—
matter interactions in nanomaterials by integrating transmission electron microscopy with ultrafast
laser techniques. The findings offer valuable insights into plasmonic behavior at the nanoscale
and enable the discovery of novel high-pressure phases in nanostructured materials, contributing
meaningfully to the broader fields of nanoscale characterization and phase transformation

science.
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Appendix A. UTEM Calibration and Optimization Studies
1 Nanobeam measurements

The JEOL JEM-2100 TEM is equipped with nanobeam microscopy and diffraction capabilities. In
the software, several nominal spot sizes are available, ranging from 35 nm to 1.5 nm. To calibrate
these settings for future use, we measured the actual spot size of each nhanobeam. Figures A.1
and A.2 present the Nano beam (NB) spot sizes captured in Image mode on the camera for the
corresponding nominal spot size settings in the software.

Condenser Aperture: 1 Condenser Aperture: 2 Condenser Aperture: 3 Condenser Aperture: 4

200w __ | SPOL Size 35nr

200 wm[ Spot size 25nm

pot size 7Tnm >

Figure A.1. NB Spot sizes corresponding to the spot sizes set in the software (4, 3, 2, and 1.5 nm).
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Figure A.2. NB spot sizes corresponding to the nominal spot sizes set in the software (4, 3, 2, and 1.5 nm).
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Table A.1 presents the measured values corresponding to the nominal spot sizes set in the
software.

Table A.1 Nano beam size on the camera in different nominal spot sizes

Nominal Spot size Aperture 1 Aperture2 Aperture 3  Aperture 4

35 nm 195 nm 133 129 122
25 nm 66 64 63 62

15 51 43 42 40
7 nm 23 22 21 20
4 nm 17 15 14 13
3nm 14 12 11 10
2nm 11 9 8 7
1.5nm 10 8 7 6

The size of the Bragg spots in diffraction mode using a nano-beam was measured. Figure A.3
shows the Bragg spots originating from a single-crystal Si thin film sample. Table A.2 presents

the measured values corresponding to the nominal spot sizes set in the software.

It is worth noting, however, that the smallest nano-beam setting—corresponding to a nominal spot
size of 1.5 nm and condenser aperture 4—produces a spot size of approximately 6 nm on the
camera. In practice, this setting is not usable. The reason is that in nanobeam diffraction (NBD),
the CL3 lens (beam controller lens) must first be adjusted in image mode to define the desired
probe size. After switching to diffraction mode, only the intermediate lens (IL1) can be modified to
focus the diffraction pattern. For very small CL3 settings, it is not possible to achieve a properly

focused diffraction pattern using IL1 alone.
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Spot size:35 nm Spot size:25 nm Spot size:15 nm Spot size:7 nm

Spot size:5 nm Spot size:3 nm ~ Spot size:2 nm ~ Spotsize:1.5 nm

Figure A.3. Bragg spot sizes corresponding to the nominal spot sizes set in the software (35 nm to 1.5 nm).

Table A.2 Bragg spot size with nano-beam diffraction

Nominal Spot size Aperture 1 Aperture2 Aperture3  Aperture 4

35 nm 6.92 nm 2.03 1.52 0.52
25 nm 6.91 1.98 1.55 0.48

15 6.80 2.04 1.76 0.49
7 nm 6.60 2.07 191 0.49
4 nm 6.70 2.11 2.03 0.50
3nm 6.65 2.13 2.05 0.50
2nm 6.55 2.15 2.00 0.49
1.5 nm 6.64 2.16 2.04 0.50
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Nanobeam diffraction (NBD) was performed on a sample of platinum (Pt) nanorods, as shown in
Figure A.4a. First, the region of interest was selected by adjusting the nanobeam in image mode
(Figure A.4Db). Then, by switching to diffraction mode and adjusting the IL1 lens, the diffraction
pattern was obtained. The experimental parameters were as follows: camera length-2 cm,
nanobeam size-25nm, condenser aperture 3, a3 (convergence angle), and IL1 setting, 68CC.

To ensure that the diffraction pattern included contributions from both nanorods, the beam was
next adjusted individually onto the left and right nanorods. Two separate nanobeam diffraction
(NBD) patterns were acquired, as shown in Figures A.5b and A.5c. The diffraction pattern from
the left nanorod is presented in Figure A.5e, and that from the right nanorod is shown in Figure
A.5f. These NBD patterns, when compared to Figure A.5d-which originates from both nanorods-
demonstrate that the overall pattern is a combination of the individual diffraction patterns from

each nanorod. This confirms that the nanobeam was correctly focused on the regions of interest.

Figure A.4. a) Platinum nanorods, b) Nano beam on the interest region, c) nanobeam diffraction (NBD)

pattern.
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d) left and right nanorods left nanorod right nanorod

Figure A.5. (a) Nanobeam positioned over the region of interest containing two platinum nanorods; (b)
nanobeam focused on the left nanorod; (c) nanobeam focused on the right nanorod. (d—f) Corresponding

nanobeam diffraction (NBD) patterns for the regions shown in (a—c), respectively.
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2 New SAED of the Si sample irradiated by laser for microexplosion

For the sample fabricated by Rapp et al. and studied in Chapter 3, a new diffraction pattern was
acquired using nanobeam diffraction (NBD). Figure A.6 shows the sample and the region
containing nanopolycrystalline material. Figures A.6b and A.6¢c were captured using an optical
microscope, while the remaining images were obtained with a scanning electron microscope
(SEM).

SEM HV: 5.0 kV
View field: 5.19 mm
SEM MAG: 53 x __ Date(m/dly): 05101124

Figure A.6. Si Sample irradiated by a laser for microexplosion, and the region that includes
nanopolycrystalline. b,c) are captured by an optical microscope, while the rest are captured by a scanning

electron microscope (SEM).
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5 1/nm

Figure A.7. (a) Laser-affected region in the Si sample; (b, c) nanobeam diffraction (NBD) patterns acquired
from the non-affected region, showing a crystalline pattern; (d) polycrystalline region; (e, f) NBD patterns

obtained from the polycrystalline region.

3 Camera Calibration for diffraction mode

A single-crystalline Si thin film was used to calibrate the camera in diffraction mode. Figure A.8
shows the thin film sample and its corresponding diffraction pattern. The camera was calibrated
by measuring the distances of three diffraction spots from the center and applying the calibration
Equation (A.1).

9dni = LA (A1)

where g is the distance of the Bragg spot from the center in reciprocal space (in units of 1/nm),
dyi is the interplanar spacing, L is the camera length, and A is the electron wavelength, which is
approximately 0.0025 nm at 200 keV [17]. We used the following equation [17] to calculate the d-

spacing for the cubic phase of Si:

1 0.543
dna = 3 = G (A.2)
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where 0.543 nm is the lattice parameter of silicon, and h,k,| are the Miller indices. Then, using

Equation (A.1), the microscope can be calibrated for SAED by using a known dj; value and the

corresponding measured g.

The measured and calculated d-spacing values are presented in Table A.2. Figure A.9 shows
other proofs to ensure the indexing was correct. Figure A.4.10 shows the calibration part in the

Gatan Microscopy Suite (GMS) software.

5 1/nm

SEM WV, 150 RV WO .00 mm

View fiaid: 277 ym Det SE 50 ym
SEM MAG: 1000 x  Date(midyy) 02/1623
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Figure A.9. Indices of Si found in other resources [144].
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Table A.2 The measured and calculated d-spacing for the Bragg spots of the crystalline Si thin film.

The Bragg Spot Experimental d-spacing  Theoretical d-spacing
1 do22 $=0.192 nm 0'5%=0.192 nm
2 doao —-=0.136 nm 222=0.136 nm
3 dosa ---=0.096 nm "%m.ogs nm
4 doez —==0.086 nm 222=0.086 nm
Edit Calibrations =

Microscope State
Beam Energy kV):

Operation Mode:

Device Location:

v R

Calibration Type:

Camera Length -

15:122.573 [ind:act]
20:169.882 [ind:act]
25:231.168 [ind:act]
30:318.258 [ind:act]
40:438.682 [ind:act]
50:527.923 [ind:act]
60:591.36 [ind:act]
80:688.128 [ind:act]
100:846.182 find:act]

Figure A.10. Calibration part in Gatan Microscopy Suite (GMS) software.
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4 Near fields of Silica NPs

We employed the PINEM technique to investigate the near fields around silica nanoparticles.
Figures A.11a—e show the nanoparticles imaged using all electrons in photoelectron mode, while
Figures A.11f-j present the corresponding PINEM images of the same regions.

Due to the wide band gap of silica (~10 eV), which significantly exceeds the photon energy of the
pump laser (515 nm, ~2.4 eV), no clear interaction signal was observed from the nanoparticles.
In Figure A.11f, it is evident that the edge of the copper grid produces a detectable near-field

signal, whereas the silica nanoparticles do not exhibit any measurable PINEM response.

Figure A.11. (a—e) Silica nanoparticles imaged using all electrons in photoelectron mode; (f—j)

corresponding PINEM images of the same nanoparticles shown in (a—e), respectively.

5 ZLP measurement

To investigate whether the electron energy distribution changes with beam spreading, we
measured the EELS spectrum at different photoelectron beam diameters: 20 nm, 400 nm, 600
nm, 800 nm, and 1000 nm. The beam diameter was determined using the full width at half
maximum (FWHM) of the beam intensity profile. The results showed that the electron energy

distribution remains approximately constant across the different beam sizes shown in Figure A.12.
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Figure A.12. Photoelectron beams of varying sizes (left) with their corresponding EELS spectra shown on
the right.
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6 Pump Laser linearity

To verify whether the pump laser beam remains linearly polarized after passing through the half-
wave plate and before entering the TEM column, we used a polarizer to measure the extinction
ratio, defined as the ratio of maximum to minimum transmitted power (Max/Min). Figure A.13
illustrates the setup configuration positioned just before the TEM column. For a pump laser power
of 70 mW, the extinction ratio was 175 when the half-wave plate was set to 0° (70 mW / 0.4 mW),
and 100 when it was set to 18° (70 mW / 0.7 mW).

At other angles, the extinction ratio remained high, indicating that the beam retained a high degree

of linear polarization across different orientations of the half-wave plate.

The pump laser  Half-wave plate ~ Polarizer Power-meter
Max

sation Idea

Min

Figure A.13. Schematic diagram illustrating the experimental setup used to evaluate the linearity of the

pump laser [145].

Figure A.14. Pump laser on the screen of TEM after transmission through the sample.
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