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Abstract

This thesis presents the implementation of a layer-by-layer analysis for the chemical
composition of multilayer samples, using a combination of laser-driven Particle-Induced
X-ray Emission (PIXE) and X-Ray Fluorescence (XRF) at the ALLS facility in Varennes,
Canada. To this end, the capabilities of a MATLAB routine based on previous work of the
same group were extended, and a new routine for the analysis was developed. A proton
energy selector was integrated into the experimental setup, with the two components
forming the basis for the proposed multilayer measurement method from the software
and hardware side. The functionality of the energy selector in the ALLS beamline was
verified and calibrated. The custom MATLAB routine was finalized and validated using
existing measurement data. For the full identification of potential shortcomings of the
new methodology, future experiments with metallic multilayer samples have already been
planned and scheduled, which will deliver further experimental data. Additionally, it
is demonstrated that the simultaneous use of PIXE and XRF, generated through the
interaction of a high-power laser with a target, can be employed to analyze aerosols and
emission gases in air. The aerosol experiments indicate that krypton (Kr) dilutions can
be reliably detected, with projections suggesting the capability to measure and quantify
dilutions down to several hundred ppm when compared to a reference measurement. The
system is, however, currently constrained by the hardware of the valve system.
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Zusammenfassung

In dieser Arbeit wird die Implementierung einer schichtweisen Analyse der chemischen
Zusammensetzung von Mehrschichtproben vorgestellt. Diese Methodik basiert auf der
Kombination von laserinduzierter „Particle-Induced X-ray Emission“ (PIXE) und „X-
ray Fluorescence“ (XRF), im Folgenden als XPIF bezeichnet, welche an der ALLS-
Lasereinrichtung in Varennes, Kanada, angewandt wurde. In diesem Zusammenhang wur-
den die Berechnungen einer bestehenden MATLAB-Routine aus derselben Arbeitsgruppe
erweitert und eine neue Routine zur Analyse von Mehrschichtproben implementiert. Zu-
sätzlich wurde eine neue Hardwarekomponente zur Auswahl der Protonenenergien in den
bestehenden Messaufbau integriert, und deren Funktionalität überprüft und kalibriert.
Die Software und die Hardwarekomponente bilden die Grundlage für die präsentierte
Methodik zur Analyse von Mehrschichtsystemen. Die neue MATLAB-Routine wurde
fertiggestellt und mithilfe von bestehenden Messdaten validiert. Zur genauen Identifizie-
rung und Behebung potenzieller Fehler sind bereits neue Experimente mit metallischen
Mehrschichtproben geplant, welche die notwendigen Daten liefern werden. Des Weiteren
wird demonstriert, dass die simultane Anwendung von PIXE und XRF, induziert durch
die Wechselwirkung eines Hochleistungslasers mit einer dünnen Folie, genutzt werden
kann, um Aerosole und Emissionsgase direkt in der Umgebungsluft zu detektieren. Die
XPIF-Experimente mit Aerosolen zeigen, dass Krypton (Kr) zuverlässig detektiert wer-
den kann. Die Ergebnisse deuten darauf hin, dass der Messaufbau Konzentrationen bis zu
einigen hundert ppm nachweisen und quantifizieren kann, sofern eine Referenzmessung
vorliegt. Derzeit ist das System jedoch durch die Hardware der Gaszufuhr limitiert.
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Résumé

Cette thèse présente la mise en œuvre d’une analyse couche par couche de la composi-
tion chimique d’échantillons multicouches, en utilisant une combinaison des techniques
Particle-Induced X-ray Emission (PIXE) et X-Ray Fluorescence (XRF) induites par laser
sur l’installation ALLS à Varennes, Canada. Afin de réaliser l’analyse couche par couche,
les capacités d’un programme MATLAB basé sur les travaux antérieurs du même groupe
ont été étendues, et un nouveau programme d’analyse a été développé. De plus, un sé-
lecteur d’énergie de protons a été intégré au montage expérimental. Ces deux élément
forment la base, logicielle et matérielle, de la méthode de mesure multicouche proposée.
La fonctionnalité du sélecteur d’énergie sur la ligne de faisceau de l’ALLS a été véri-
fiée et calibrée. Le programme MATLAB relatif à cette étude a été finalisé et validé à
l’aide de données de mesure existantes. Qui plus est, afin d’identifier toutes les lacunes
potentielles de la nouvelle méthodologie, de futures expériences avec des échantillons mé-
talliques multicouches ont déjà été planifiées, permettant ainsi l’acquisition de données
expérimentales complémentaires. De plus, il est démontré que l’utilisation simultanée des
techniques PIXE et XRF, obtenues par l’interaction d’un laser de haute puissance avec
une cible, peut être employée pour analyser les aérosols et les gaz d’émission dans l’air.
Les expériences menées sur les aérosols ont démontré qu’il est possible de détecter de
manière fiable des dilutions de krypton (Kr). Les projections indiquent une capacité à
mesurer et quantifier des concentrations allant jusqu’à plusieurs centaines de ppm par
rapport à une valeur de référence. Les performances du système sont principalement limi-
tées par le dégazage des parois en aluminium de la chambre PIXE et par le comportement
non linéaire de la jauge de pression à des pressions inférieures à 1 torr.
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1 Introduction

In the last decades, a strong effort has been put into the research of innovative diagnos-
tics techniques able to obtain as much information as possible by using equipment with
improved characteristics, i.e., quicker readout, higher sensitivity, and more portability.
Advanced spectroscopic techniques, particularly Particle-Induced X-ray Emission (PIXE)
and Particle-Induced Gamma-ray Emission (PIGE) [1], are among the most effective and
sensitive methods for comprehensive chemical characterization of bulk materials relying
on the emission of element-specific X-rays [1, 2]. They are highly sensitive and potent
analytical tools, often chosen when detailed compositional data (qualitative and quan-
titative) is required. In many domains, the non-destructive nature of these techniques
proves to be a significant advantage as well. Currently, both PIXE and PIGE depend on
employing large particle accelerators. This presents a key drawback of the measurement
techniques because the massive scale and intricacy of the necessary infrastructure restrict
their usage in a broader field of applications significantly.
Besides the use of accelerators, PIXE can also be achieved through laser-based sources,
which utilize high-intensity and short-pulse laser systems in the TW or PW regime.
Applications for proton beam, such as medicine and biomedical applications [3, 4], pi-
cosecond metrology [5], stress testing [6, 7] and probing of materials [8, 9], cultural her-
itage [10, 11], as well as environmental applications have prompted the construction of
multiple o these laser-beamlines across the world. Examples of facilities capable of pro-
ducing laser-accelerated particles include the Advanced Laser Light Source (ALLS) in
Canada [12], APOLLON in France [13], and VEGA in Spain [14]. Conventional accelera-
tor facilities linked especially to cultural heritage investigations include the AGLAE facil-
ity at the French Louvre Laboratory C2RMF [15] or the INFN-LABEC laboratory [16,17],
located in Florence.
Besides PIXE, other similar techniques for the probing of chemical compositions exist,
with the main candidates being X-Ray Fluorescence (XRF) [2] or the electron-based En-
ergy Dispersive X-ray fluorescence (EDX) [18]. In this thesis, a combination of PIXE
and XRF (named X-ray and Particle Induced X-ray Fluorescence (XPIF)), both well-
established techniques in the field, is utilized to analyze all samples regarding their chem-
ical composition. The technique offers a non-destructive, multi-element analysis with the
possibility for quantitative analysis of the sample composition. The presented experi-
ments in this work were performed at the ALLS facility in Canada, utilizing the 150 TW
Ti:Sapphire beamline for the acceleration of protons. By using thin foils for the Target
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CHAPTER 1. INTRODUCTION

Normal Sheath Acceleration (TNSA) process, proton beams from low MeV energies up
to ∼6 MeV and integrated proton yields of up to 1010 - 1012 are generated [2]. It is a
routinely available and established acceleration mechanism that provides high stability
and reliability [1]. The key advantage of this unique setup is the utilization of additional
X-rays produced by Target Normal Sheath Acceleration (TNSA), increasing the yield
of characteristic X-rays and thereby reducing the number of laser shots necessary for a
single measurement.
It can be seen that PIXE is an area of increasing interest within the scientific commu-
nity, with major facilities such as ELI and C2RMF dedicating specific beamlines (ELI-
MAIA and AGLAÉ, respectively) to experimental investigations [19, 20]. The technique
is a prominent diagnostic method and has frequently been discussed in recent scientific
publications. While there is substantial interest from various research groups and a con-
siderable amount of experimental data available, a robust analytical tool for multilayer
samples, particularly for incident proton energies between 1 and 7 MeV, remains a critical
bottleneck. Therefore, this work aims to establish the foundational framework to address
this current deficiency.

1.1 Objectives
The primary advantage of using heavily charged particles (e.g., protons) for X-ray emis-
sion analysis over electrons (EDX) lies in their distinct energy deposition profile within a
material. As they traverse matter, heavy ions deposit the majority of their kinetic energy
in a narrow region at the end of their trajectory. Protons with an energy of 70 MeV will
deposit 6 times the amount of energy at the peak location compared to the entry point.
For lower energies, the ratio is expected to increase even more [21]. The depth at which
this peak occurs is mainly dependent on the initial energy of the sample. Combined with
the overall higher penetration depth up to the cm range [21,22], this enables the probing
of samples at a specified location inside an originally much greater interaction volume.
However, even when using a broad proton spectrum, samples located underneath a layer
of a different material can be tested. While the broad proton spectrum generally in-
creases the X-ray yield, it also makes the quantitative analysis more complex since most
interactions with the material depend on the energy of the incoming particle. This gives
rise to the work of this thesis, which is structured around the following two objectives:

1. The primary objective is the layer-by-layer elemental analysis of multilayer sam-
ples with unknown compositions. To this end, custom MATLAB code was devel-
oped and optimized specifically for this purpose, serving as the principal analytical
tool. This code performs the entire analysis, which consists of interpreting the
raw data gathered from the X-ray camera, analyzing the spectrum, and calculating
the amounts of each element within the substance. For multilayer samples, these
calculations need to take into consideration the various interactions of protons and
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1.2. THESIS OUTLINE

X-rays with other layers above the targeted interaction volume. The scanning of a
sample layer by layer is achieved using a so-called ”energy selector” placed between
the proton beam and the sample. The necessary hardware used for the energy se-
lection process will be implemented, verified, and calibrated. The proposed method
is expected to prove especially useful for cultural heritage and material science ap-
plications, with other potential future expansion into the semiconductor industry
and biological domain.

2. For the second objective, this work will show the feasibility of performing the
XPIF technique on aerosols. For this purpose, different dilution percentages of
krypton (Kr) were diluted in air, which was directly irradiated by the proton beam.
The high precision (typically 100 ppm) of PIXE allows for detecting harmful trace
elements embedded in an aerosol [23]. While in the case of aerosols trapped in
filters, EDX/SEM is a valid option for trace element analysis [24], only very limited
data is available regarding the detection threshold, and the sample preparation
proves to be more complex. Combined with the inability of EDX to be performed
directly in air, a limitation that XPIF does not have, it will be shown that PIXE
presents a viable alternative for this field of research. Additionally, comparing the
cross sections for common elements contained in gases (carbon (C), oxygen (O),
hydrogen (H), nitrogen (N), argon (Ar) and calcium (Ca)) as well as Kr, one can
find that protons in the PIXE energy range of interest offer 10 times up to 1000
times bigger cross-sections compared to electrons at typical EDX/SEM energies of
30 keV [25] and tantalum (Ta) Kα (60 keV) respectively [26–28].

1.2 Thesis outline
The thesis is structured as follows: First, the physical groundwork and the equations
needed for understanding the presented measurements and the calculations are intro-
duced. Afterwards, the measurement setup and the MATLAB code used for data anal-
ysis will be explained in detail. Lastly, the results of the analysis and improvements of
the code will be discussed as well as analyzed, and a short outlook for potential future
work will be given.
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2 Theory

This chapter introduces the necessary theory and physical fundamentals required to un-
derstand the experiments, code, and measurement data presented later in this thesis. It
first describes the generation of the proton beam and X-rays used to probe the material,
followed by a discussion of the various interactions between these particles and photons
within solid matter.

2.1 Particle-Induced X-ray Emission and X-Ray
Fluorescence

The fundamental approach of X-Ray Fluorescence (XRF) and Particle-Induced X-ray
Emission (PIXE) is very similar to the aforementioned EDX. In EDX, the sample is
bombarded with electrons. However, the main principle of XRF and PIXE is the excita-
tion of electrons of an atom by irradiation of photons (X-rays) and ions (protons). The
produced X-ray spectra will then be analyzed, which enables the determination of the
chemical composition of the irradiated sample as well as the proportions of each element
contained in the probed material. Both measuring techniques pose the advantages of
being nondestructive, able to identify multiple elements at once, while also being fast
and offering a low detection threshold (PIXE) and high sensitivity [29, 30]. This makes
them good candidates for trace element analysis, where the element concentrations are
very low or only a limited amount of sample material is available. The measurement can
be performed on solid, liquid, and, as will be shown later, on gaseous samples as well.
Besides the excitation mechanism, they also differ in the analytical volume, background
distribution, detection limits, and performance on different types of samples [9]. De-
pending on the energy, XRF can offer a relatively high analytical area (up to a few mm,
depending on the material). Compared to that, the analytical area of PIXE is smaller (up
to a few dozen µm depending on the proton energy and spread). They behave differently
regarding the background signal or noise. In PIXE, the background signal gets smaller
for elements with a higher atomic number. In XRF, the background noise becomes more
prominent as the atomic number increases, making it more suited for samples containing
elements of lower atomic numbers. Therefore, both techniques complement each other’s
weaknesses, making them a suitable combination for elemental analysis, with the control
of the analytical depth being driven only by the PIXE mechanism [1].
The measurements performed in this thesis result in X-ray spectra, which are subse-
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CHAPTER 2. THEORY

quently analyzed by software presented in a later section. For an accurate interpretation
and understanding of the data presented later in the thesis, the physical principles of
X-ray generation will be briefly explained. A typical X-ray spectrum is composed of a
continuous part (Bremsstrahlung) and a line spectrum, also called ”characteristic spec-
trum” [9, 31]. The characteristic spectrum is, as the name suggests, indicative of each
element. The process of the generation of such a spectrum is best described using the
Bohr theory of the atom, as shown in Figure 2.1. It is a simplified model that groups
the orbital electrons in 3 shells: K, L, and M. In reality, each shell consists of several
sub-shells, characterized by their quantum number. However, for the understanding of
this thesis, the simple Bohr model is sufficient [32].

Figure 2.1 Generation of characteristic K-shell X-rays shown using the atomic model
devised by Bohr. An incoming X-ray or proton with sufficient energy kicks
out an electron from the K shell. The vacancy gets filled by an electron of a
higher energy level, and the difference gets emitted in the form of a photon.
The resulting line in the energy spectrum is named Kα and Kβ depending on
the transition which occurs [33].

Characteristic X-ray radiation is emitted when an electron is removed from an atom
by an external excitation source. This electron ejection most commonly occurs through
collisions with other electrons, but can also result from excitation by energetic protons
or photons, provided they possess sufficient energy. The removal of an electron leaves
the atom in an ionized state with a vacancy. An electron from a higher shell then
transitions to this lower, energetically more favourable state to fill that vacancy. The
energy difference between the old and new states of the electrons results in the emission
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2.1. Particle-Induced X-ray Emission AND X-Ray Fluorescence

of a photon (typically X-rays). As these energy gaps and hence the photon energies are
unique to each element, this phenomenon allows for the characterization of the constituent
elements within a sample based on a measured spectrum.
While all transitions are possible, the most likely transitions are the ones where the
electron falls back to the innermost K-shell. The resulting lines in the spectrum are
called Kα and Kβ (shown in Figure 2.2), depending on the energy level from which the
electron drops down. The two transitions from the L- and M-shells are by far the most
dominant in terms of relative intensity and probability and are thus primarily used for
the analysis of X-ray spectra. The analysis in this work is similarly based solely on the
Kα and Kβ lines, because of the low intensity of the Lα,β lines as well as the fact that
most of them can not be detected by the current setup (see subsubsection 3.1.4).

Figure 2.2 Typical characteristic X-ray spectrum induced by PIXE. The visible peaks
correspond to the Kα lines of the corresponding elements [9].

Besides the emission of a photon, it is also possible for the energy to be used to release
a second electron from the atom. This is called the Auger effect. It is, however, mostly
present in elements with a low atomic number (Z < 12) [32] and will not be further
elaborated upon, since those elements are not within the X-ray detector range, discussed
in chapter 3.
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CHAPTER 2. THEORY

2.2 Target normal sheath acceleration
In this section, the process of generating an ion beam using laser-driven ion acceleration
is explained. The possibility of generating ions by utilizing a laser is no new concept.
Driven by the introduction of lasers with femtosecond pulse lengths, the first experiments
of Target Normal Sheath Acceleration (TNSA) based on metallic targets (Aluminum)
were published in the year 2000 [34, 35]. The the following years, the topic became a
field of research of high interest. Therefore, over the last decades, a lot of improvements
have been made to the process and systems involved, opening the door for a multitude
of applications in various fields of research. Laser-driven ion beams offer unique charac-
teristics, such as their high particle numbers and very energetic and intense burst shape.
TNSA gets its name from the fact that ions are expanding in the normal direction from
the rear surface of the target in a cone beam-like fashion. Since its discovery, laser-driven
ion beam systems, their characteristics, and their applications have been the subject of
many different works of research. Before discussing its applications, it is first necessary
to understand the working principle of the TNSA mechanism. Since it is not the main
focus of this thesis, the theory of the TNSA process and its mathematical descriptions
will not be discussed in elaborate detail.
In general, to produce an ion beam by the interaction of a laser with a solid foil target,
the following conditions have to be met [36–38]:

• A high intensity laser pulse typically exceeding 1018 W
cm2 , required for the pondero-

motive force effect to occur

• A very short pulse length (< ps regime), enabling high intensities. The pulse
duration needs to be shorter than the expansion time of the target, so the back
surface is still unperturbed when the shockwave reaches it

• A high laser contrast refers to a high-intensity ratio between the main laser pulse
and any unwanted pre-pulses, also called amplified spontaneous emission (ASE) [39]

• A very thin interaction target, usually in the nanometric or micrometric thickness
range

State-of-the-art laser-acceleration systems rely on tunnel ionization to generate ion beams.
The first step for the TNSA mechanism is the generation of hot electrons via the laser’s
ponderomotive force, causing a change in charge distribution inside the target material.
The acceleration of ions is then caused by the consequent charge separation fields. The
basics of the TNSA technique, discussed in this section, are schematically depicted in
Figure 2.3. The TNSA process, shown in Figure 2.3, has been extensively described in
the works of M. Roth and M. Schollmeier [36] as well as J. Schreiber [39], with the most
crucial information being summarized in this section.
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2.2. TARGET NORMAL SHEATH ACCELERATION

Figure 2.3 Schematic depicting the Target Normal Sheath Acceleration process extracted
from [36]. The incoming laser pulse interacts with the interaction target (thick-
ness in the µm range). The pre-pulse creates the pre-plasma, which the main
pulse interacts with. Afterward, the MeV electrons are propelled through the
target and try to escape into the vacuum on the rear surface, creating a dense
electron sheath. The charge separation fields (∼ TV

m ) then ionize the atoms
and impurities on the back side of the foil, which get accelerated by the sheath
field in the normal direction.

For an efficient acceleration of protons, it is essential to maintain an unperturbed target
surface up to the impact of the main pulse. This requires a high temporal contrast ratio
(≥ 106) to suppress prepulses that might induce premature plasma formation. Above
the electron’s relativistic intensity threshold (IL > 1018 W

cm2 for a laser wavelength of
1 µm), the intense electromagnetic wave propels electrons forward from the target via
the relativistic ponderomotive force. These electrons are predominantly ionized from the
target material through high-field tunnel ionization [40]. The conversion efficiency of
this process is not perfect but can reach values up to 90% for ultra-high intensities and
irradiance at an angle smaller than 45%. This means that still plenty of highly energetic
electrons, which are needed for the process, are generated. The number of generated hot
electrons can be estimated by N = ηEL

kbThot
[36], with EL being the laser energy and Thot

the cycle averaged kinetic energy of an electron oscillating in the laser electromagnetic
field.

In the intensity range of 1018 - 1020 W
cm2 , the accelerated electrons experience significant

heating, predominantly due to J⃗ × B⃗ and vacuum heating absorption mechanisms [40].
Afterwards, the hot electrons travel through the target at relativistic velocities and leave
the target material via the rear side. The relativistic velocities ensure that the mean
free path of the electrons is much greater than the target thickness. However, only
a fraction of electrons manage to exit the material. To minimize the self-generated
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CHAPTER 2. THEORY

magnetic field that stems from the travelling electrons, counter-currents in the opposite
direction are generated. While this process, schematically shown in Figure 2.4, affects
the forward motion of the electrons, without it, the magnetic field resulting from the
laser-driven charge separation would only allow the electrons to travel a few nm. Besides
counter-currents, the electrons also undergo collisions and therefore scattering inside the
material. This results in a divergence/broadening of the electron distribution, which
also reduces the effect of the self-generated magnetic field [36, 39]. On the rear side,
most of the electrons are retained due to strong charge separation, driven by the target’s
capacitance. There they form an electron cloud (also called the "sheath") that establishes
an intense quasi-electrostatic electric field over a distance comparable to the Debye length
λD [40, 41].

Figure 2.4 Schematic of laser-generated fast electron transport inside the laser-interaction
target. The generated electron current jfast (green) causes the germination
of filamentation (light-red) and magnetic fields (blue). At the backside of
the target, the electrons form a sheath which causes recirculation jret. and
confinement of the electrons inside the target. The figure is extracted from
[36].

The electron density at the rear side strongly scales with the laser intensity and is in-
versely proportional to the square of the target thickness. The resulting electric field
is strong enough to electrostatically confine lower-energy electrons inside the target foil,
making them unable to leave the material. These electrons start to recirculate inside the
target material, creating strong charge separation fields in the range of several TVm . This
recirculation becomes mainly important for foils below 10 nm, where it was found that
it enhances the maximum proton energy [36].
The longitudinal electric field completely ionizes water molecules and hydrocarbon im-
purities instantaneously, naturally present on the target back surface. The resulting ions
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2.2. TARGET NORMAL SHEATH ACCELERATION

get accelerated along the target-normal direction. While the ionization through collisions
is technically possible, it is mainly driven by the field ionization since its cross-section is
much higher. The resulting accelerated ions are able to reach energies in the order of up
to hundreds of MeV. The combination of a steep plasma density gradient, a high-intensity
electromagnetic wave, and ions starting from rest on a cold surface produces energetic
ion beams that are strongly forward-oriented (i.e., non-isotropic). These beams exhibit
very low divergence at their source, resulting in high beam quality. The short duration
of the laser pulse enables the generation of a steep, hot electron density gradient, which
in turn gives rise to a strong accelerating electric field. Additionally, the laser contrast
(shown on the left-hand side in Figure 2.3) must be high enough to prevent a too-strong
target decompression as well as the formation of a pre-plasma induced by the ASE, before
the main pulse interacts with the target. It can be seen that the TNSA mechanism is
dependent on the generation of a dense, hot electron cloud, serving as an intermediate
step in the energy transfer from the laser to the protons. [38] is explained by a plasma
expansion model [40,42].
To conclude this section, it is important to mention that besides electrons, protons, and
other ions, some additional X-rays are also generated during this process [2]. In general,
it can be said that the ejected photon energies correlate with the Kα and Kβ lines of
the target material. For materials with a higher atomic number, the spectrum broadens
due to Bremsstrahlung [27]. The experiments later described in this thesis, for now, only
include protons and characteristic X-rays in the yield calculations [36].
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2.3 Interaction of X-rays and ions with matter
This section will first examine the interaction of protons and X-rays with a sample. This
includes the loss of energy while traversing through a sample as well as the generation of
the previously mentioned characteristic X-rays. All important formalisms and equations,
which are later utilized in the analysis of the X-ray spectra using a custom-written
MATLAB code, will be explained in detail.

Bragg’s additivity rule

Before discussing the interactions of X-rays and protons in matter as well as quantifying
and calculating their physical characteristics, an important rule called Bragg’s additivity
rule (Bragg and Kleeman 1905 [43]) needs to be introduced. This principle is used to
calculate properties such as stopping power or attenuation coefficients for compound
materials. While these values are often available in databases for pure elements, they are
typically not provided for compounds. Bragg’s rule addresses this limitation by stating
that a property of a compound material can be approximated by the weighted sum of
the properties of its constituent elements [9, 44,45]:

S

ρ
=
∑
i

wi

(
S

ρ

)
i

, (2.1)

where S
ρ is the mass stopping power and wi is the fraction by weight of each element

present in the sample. One can imagine this method by replacing the bulk material
with a series of very thin sheets of each constituent element. Given the simplicity of
Equation 2.1, one can surmise that this rule is only an approximation. In reality, the
modelling of compounds is much more complicated. It does not take into account the
effects of chemical bonds, physical states, or the lattice structure [9]. Despite these
neglections, it still is proven to hold true quite well [44].

2.3.1 Mechanisms of X-ray-matter interaction

This section briefly discusses the interaction of X-rays with solid-state samples. It will
cover how X-rays lose energy while travelling through matter, followed by an explanation
of the X-Ray Fluorescence (XRF) yield in both thin and thick samples.

Beer-Lambert law

In a homogeneous isotropic material, the decrease of the transmitted intensity I of pho-
tons with a given energy through matter can be described by a simple exponential equa-
tion. This relationship is known as the Beer-Lambert law [46,47]:

I = I0 · e−µ·d·ρ, (2.2)
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where I0 is the initial intensity, µ the mass attenuation coefficient, and d and ρ the sample
thickness and density respectively. Bragg’s addition rule continues to hold true in the
case of compound materials. µ is related to the absorption cross section of the material
σi, which is an energy dependant factor. Using copper as an example, Figure 2.5 shows
how the mass attenuation coefficient varies for different photon energies. One can identify
a sharp edge that corresponds to the energy level of the K-shell. This edge corresponds
to the binding energy of the K-shell; at this energy threshold, incident photons are able
to eject K-shell electrons, causing a sudden increase in absorption [46].

Figure 2.5 The mass attenuation coefficient µ
ρ (solid line) and the mass energy-absorption

coefficient µen

ρ (dotted line) in relation to the photon energy in MeV. Extracted
from Krause et al. [48]

Cross sections

For a better understanding of the calculations related to the X-ray yield, the importance
of cross sections is briefly explained. A cross-section quantifies the probability that
a specific interaction will occur between particles. The concept can be simplified by
imagining an effective target area presented by a target particle to an incident projectile.
However, the physical processes at the quantum level are more complex than this classical
analogy suggests. The calculations in this work solely utilize total cross sections, which
represent the sum of the cross sections for all possible interaction channels, such as elastic
and inelastic scattering, absorption, and nuclear reactions.
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Principles of XRF Yield Calculation

When calculating the X-ray yield generated by X-Ray Fluorescence (XRF), the sample
thickness is an important consideration. A distinction is generally made between ”thick”
and ”thin” samples. A ”thick” sample is one in which the incident radiation is fully
attenuated, either through absorption or backscattering. In contrast, a ”thin” sample is
one where the energy lost by incident photons as they traverse the sample is negligible
[9, 31]. For the purposes of this work, a layer is considered ”thin” if this energy loss
is below 5%. In the case of characteristic copper radiation (8.058 keV), this criterion
corresponds to a thickness of ∼1.25 µm for a Cu layer, or ∼570 nm for a Ti layer.

As explained, the thickness of the sample is related to the distance within the sample un-
til which the particle is completely absorbed and not the actual thickness. This distance
is called the effective thickness of the material. Therefore, it depends heavily on the
nature and energy of the incoming particle as well as the material of the sample. Thick
samples bring various aspects of consideration with them, such as secondary fluorescence
(described in the next section), self-absorption, and the scatter mass thickness [9]. These
characteristics can be described via various cross sections, stopping powers, and attenua-
tion coefficients. The values for these coefficients are well tabulated for multiple energies
and materials and are publicly available. Alternatively, they can also be calculated using
various free-to-use software like XCOM and SRIM [49,50]. Overall, thick samples deliver
a better sensitivity since the intensity of the element is directly related to the element.
Thin samples, on the other hand, have the advantage that self-absorption can be ne-
glected and the cross sections stay constant [9]. In the calculations of this thesis, the
differentiation between the two formalisms is utilized to calculate the yield in different
layers depending on their effective thickness.

The calculations used for the analysis of this thesis are based on the so-called elemental
mass concentrations. The fundamental parameter approach is used to relate the measured
intensities Nij (number of counts) of the characteristic X-ray lines (Kα,Kβ,...) i to the
mass mj of the element j present in the sample [9]:

Nij = I0Gϵijβ ·mj · σij(E). (2.3)

G is the geometry factor, ϵij the camera efficiency of excitation and detection of the
X-rays, σij the X-ray fluorescence cross-section, and β the correction term for self-
absorption:

β = 1 − exp [−(µi cscϕ− µf cscψ)]M
(µi cscϕ− µf cscψ)M , (2.4)

with M being the total mass of the sample, µi/µf the mass absorption coefficient at
incident and fluorescent energy and ϕ/ψ the grazing angle of incidence/fluorescence. csc
stands for cosecant, one of the six trigonometric functions.
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The fluorescence cross-section for the K-shell is then calculated according to [51]:

σij = σK · ωK · FKj , (2.5)

where σK is the photoionization cross-section, ωK the fluorescence yield and FKj the
fractional emission rate. ωK is defined as the probability that radiation occurs during
the filling of a vacancy by an electron of a higher shell. Fij gives the ratio of the transition
of interest compared to all possible sub-shells. All values for the calculations are available
in different databases. According to Krause et al. [51], the combined uncertainty for the
yield calculations based on the Kα intensity lies around 5%.
The formalism for thick-target X-Ray Fluorescence (XRF) is applied when the incident
X-rays are fully attenuated within the sample. As previously mentioned, the analysis
only needs to consider the effective depth. This is the depth beyond which incident X-
rays are absorbed, or any generated fluorescent X-rays are unable to escape the sample
due to subsequent attenuation. The effective depth is defined as [9]:

teff(hνKα/β) = β · t =
1 − exp

(
−
(

µγ

cos θ1
+ µx

cos θ2

))
(

µγ

cos θ1
+ µx

cos θ2

) · t, (2.6)

with t being the thickness of the sample and β the correction term for self absorption
introduced in Equation 2.4. Equation 2.6 results from the integration of the previously
mentioned Beer-Lambert law over the sample’s thickness. µγ and µx are the mass ab-
sorption coefficients for the incoming and outgoing X-rays, respectively. The thick target
yield can then be calculated as follows [9]:

Yx,i = Ω
4πNA

mj

Mj
ϵij [NKασj(hνKα)teff(hνKα) +NKβσj(hνKβ)teff(hνKβ)] . (2.7)

For the calculations, a homogeneous and isotropic material is assumed. It is also impor-
tant to note that characteristic X-rays can only be produced from elements in the sample
that have a relevant binding energy lower than the energy of the incident radiation used
for XRF.

Elastic diffraction

Instead of penetrating the sample and getting absorbed, the X-rays can also be diffracted
by the sample back into the detector. The process depends on the wavelength and angle
of the incoming photons and requires a crystalline structure of the surface material. It is
based on constructive interference of the reflected beams, with the process being either
inelastic or elastic. During previous experiments, it was observed that the X-ray spectrum
shows peaks of the element of the laser-interaction target, even though this element is
not present in the sample itself. The reason for this is the elastic diffraction of X-rays
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back into the detector. While for the mentioned case, these peaks can be safely ignored
in the analysis of the sample, this is not the case if the sample contains the same element
as the laser-interaction target. Here, the yield of the sample and the diffracted X-rays
are indistinguishable from each other, which leads to an overestimation of the element
proportion in the sample. To guarantee an accurate quantitative analysis, the diffracted
intensity needs to be calculated and accounted for [52,53].
For the calculations, a monochromatic beam irradiating a powder sample, defined by a
large number of small crystals with random orientation, is assumed. Hence, all different
hkl (Notation according to Miller indices [52]) planes at which the diffraction can happen
are also randomly oriented. Therefore, there will always be a set of planes that satisfy
the condition of a Bragg reflection (see Equation 2.9) with the incoming beam. Using
copper as an example, since it is a routinely used target material in the ALLS laboratory,
and a difference of 90° between the incoming and exiting beam, Bragg’s rule shows that
the 311 and 131 planes (shown in Figure 2.6) will satisfy the condition.

Figure 2.6 Orientation of the crystallographic 311 plane. The 113 plane will have a 1
3

length in the z-direction instead of the x-direction [54]

2d · sin(θ) = n · λ (2.8)

dhkl = a√
h2 + k2 + l2

(2.9)

In theory, the 113 plane will generate a peak at a higher incident angle since its interplanar
distance is also higher. The total diffracted power of a reflection at a given hkl plane
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can be described by multiplying the intensity by the number of crystals and the incident
area [52]:

P = I0
16πR · ( e4

m2c4 ) · V λ
3mhklF

2
hkl

v2
a

· ( 1 + cos2(2θ)
2 sin(θ)sin(2θ)), (2.10)

with V being the effective volume of the crystalline material, I0 the initial intensity of
the photons, mhkl the multiplicity factor, e and m the electron charge and mass, re-
spectively, F the structure factor, va the length of a unit cell, and λ the wavelength of
the incoming X-rays. The second term,

(
e4

m2c4

)
, originates from the Thomson scattering

equation, which describes the classical scattering of electromagnetic radiation by a single
free electron. The multiplicity factor accounts for the number of symmetry-equivalent
crystallographic planes that contribute to the intensity of a single observed diffraction
peak. In the case of copper with its face-centered cubic (fcc) structure (shown in Fig-
ure 2.7), the multiplicity factor equals 24, which is the amount of combinations with
different ± h, ± k and ± l indices of the planes 311, 131 and 113.

Figure 2.7 Depiction of a cell with the fcc structure, extracted from [55].

The structure factor Fhkl represents the resultant wave, combining amplitude and phase,
scattered by all atoms within a single unit cell for a specific reflection defined by the
Miller indices. For the mentioned Bragg reflection in copper, it is calculated by simply
using the crystal structure factor f [52]:

F = 4 · f. (2.11)

where the prefactor is equivalent to the number of atoms in the cubic cell. The fcc-
structure in Figure 2.7, shows that the factor is indeed 4 (8 corner atoms and 6 atoms in
the faces, contributing 1

8 and 1
2 each to the total number of atoms of the primitive cubic

cell). Thermal vibrations are neglected in the calculations in this thesis. The final term
in Equation 2.10 introduces the polarization of the incoming beam due to the scattering
into the calculations. Equation 2.10 calculates the power per unit length. However, the
detector detects the overall intensity of the diffracted photon beam. Therefore, the calcu-
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lations need to be adjusted by taking into account the camera distance from the sample
and the cone area of the diffracted beam at this distance by multiplying with 2πR·sin(2θ).

In addition to elastic scattering, inelastic scattering, also known as Compton scatter-
ing, can occur as well. The classical theory currently utilized for the calculations only
predicts the unmodified scattering (i.e, no change in the wavelength of the material).
Contrary to its counterpart, unmodified scattering is incoherent and will therefore pro-
duce a diffuse background in the X-ray spectrum, which will be drowned out in the noise
and reduce its effects on the measurement. Computing the Compton scattering can be
done using the wave mechanical treatment of diffraction and assuming that the inten-
sity of un- and modified scattering equals the intensity of classical scattering for each
individual electron [52].

Secondary fluorescence

Another source of X-ray yield while performing PIXE and/or XRF is the so-called sec-
ondary fluorescence. In essence, secondary fluorescence describes the process where char-
acteristic X-rays, initially produced by the interaction of the primary beam (made of
electrons, protons, or photons) with one element, are then absorbed by another element
in the sample, causing the second element to emit its own characteristic X-rays. This
phenomenon is especially important when analyzing materials composed of elements with
close atomic numbers, like alloys or layered samples. Considering an iron-chromium ma-
terial: the primary Fe Kα fluorescence (6.40 keV) is energetic enough to eject a K-shell
electron from chromium (requiring > 5.989 keV). Consequently, secondary Cr Kα X-rays
(5.41 keV) are produced. This enhances the measured Cr signal but means that some Fe
Kα photons are absorbed internally, potentially reducing the detected Fe intensity and
complicating quantitative analysis [9,56]. This needs to be taken into account, especially
in multilayer systems, since neglecting this effect can lead to an error when estimating
the theoretical X-ray yield of a sample. It can either enhance an existing PIXE peak or
introduce a completely new line in the spectrum, falsifying the analysis by generating
errors in the trace element analysis.
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2.3.2 Mechanisms of proton-matter interaction

In this section, the relevant theory of proton interaction with solid matter will be intro-
duced. This will lay the groundwork for the considerations and calculations which become
important when discussing the spectrum analysis by the MATLAB code in chapter 3.

Energy deposition and stopping power

The process of ions slowing down when traversing hot matter (e.g., at temperatures ex-
ceeding 1000°C) is a well-established subject, and its underlying physics are very well
understood. The phenomenon is of great importance when using ion beams for the prob-
ing of materials, since the information on the energy lost depending on the depth inside
the sample is closely tied to the success of a quantitative and compositional analysis. It is
a physical interaction that can be very precisely mathematically described [44]. However,
for the work of this thesis, the more detailed calculations are not needed for a sufficiently
precise analysis.
The calculations are focused on the stopping power S of the sample material, which
relates the energy loss dE of the charged particle to the depth travelled in the material
x [31, 57]:

S(E) = − dϵ

dx
. (2.12)

Charged particles lose their energy in matter in three different ways (1) inelastic collisions
(electronic stopping), (2) elastic collisions with nuclei, and (3) radiative stopping via
Bremsstrahlung. For particles with high energies above 0.4 MeV and more mass than
electrons, the contribution of nuclear stopping power or Bremsstrahlung interactions is
relatively small (typically ∼ 0.1% of the total stopping power) [58], and the loss due to
radiation becomes negligible. Because of their high comparative mass to electrons, heavy
charged particles lose the majority of their energy due to interaction with the orbital
electrons of the sample material. In this case, the stopping power can be described by
the well-known Bethe-Bloch formalism. The classical derivation, based on the Coulomb
force, was originally developed by Bethe and was later improved by Bloch, resulting
in [59]:

S = −dϵK
dx

= 4πNAρ

M
( e2

4πϵ0
)2 z2Z

mev2β2 [ln( 2mev
2β2

I(1 − β2)) − β2 − C

Z
− δ

2], (2.13)

where NA is the Avogadro constant, ρ the density, M the molar mass, me and e the
electron mass and charge respectively, z and v the particle charge and velocity, Z the
atomic number and β the speed of light in vacuum. This version of the formalism uses
C
Z for the shell correction and δ

2 for the density correction. The first correction accounts
for the fact that the particle velocity will be much greater than the velocity of the orbital
electrons, and the second term accounts for the dielectric polarization of the target [60].
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The stopping power is then used to calculate the macroscopic dose deposition D by
protons in the sample, as described by:

D = ϵdep
m

= S(ϵK,0, x, z, Z) · ϕ. (2.14)

The calculations of Equation 2.13 for photons, electrons, neutrons, heavy charged par-
ticles, and protons, in the form of the Percentage Depth Dosage (PDD) in water, are
depicted in Figure 2.8. Water is often the subject of experiments as well as simulations
of proton beams because it is used to model the influence of irradiation on the human
body, for example, in tumour treatment procedures [22].

Figure 2.8 PDD of different types of particle beams in water, extracted from [22]. Part
(a) shows the case of photons, (b) electrons, (c) neutrons, and (d) heavy
charged particles including protons. The y-axis shows the PDD in percent,
and the x-axis displays the penetration depth.

Figure 2.8 shows that the depth-dose characteristic heavily depends on the type of beam
used for probing the sample. The main difference of protons compared to electrons,
neutrons, or photons is, as seen in Figure 2.8(d), that protons deposit most of their energy
at the end of the motion after penetrating the sample. The other particles deposit most of
their energy at the beginning of their motion shortly after entering the material. While
Figure 2.8 shows the relation between depth and PDD in water, this behaviour does
not change significantly in other materials. However, even though the heavily charged
particles do lose energy through the previously mentioned Coulomb interactions, it is not
accompanied by significant angular scattering. Instead, as the particle slows down, its
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energy loss per unit distance increases sharply near the end of its trajectory, causing it
to deposit the remainder of its kinetic energy over a very short distance. The consequent
peak of the PDD is called a Bragg peak [22] and is of major importance to the work of
this thesis. Its location depends on the initial energy of the impinging proton, making
it possible to control where the energy is deposited and the characteristic X-rays are
generated. One can notice that the final falloff is not instantaneous. The width of the
Bragg peak is caused by an effect called range straggling. Since the stopping of protons
in matter involves multiple random scattering events, not all protons stop at exactly the
same distance. Additionally, the proton beam will be debunched inside the material due
to the multitude of individual Coulomb interactions. The straggling results in a Gaussian
distribution of the Bragg peak, even if the initial beam is mono-energetic.

Figure 2.9 Dependency of the shape of the Bragg peak on the distance travelled by the
protons inside the sample, extracted from [44]. It shows the deposited energy
dosage in relation to the travelled distance inside the sample. The measured
curves have proton energies ranging from 69 to 231 MeV

Looking at the form of the Bragg peak at different distances (see Figure 2.9), one can see
that the peak height goes down, and at the same time, the width increases the further you
penetrate the material. This is observed because with increasing depth, the energy of the
protons decreases, and thus the stopping power of the material increases. Simultaneously,
the fluence decreases as the proton beam broadens due to multiple scattering events,
which causes the beam’s Gaussian distribution to widen even more.
However, the experiments, which are performed at the Advanced Laser Light Source
(ALLS) 150 TW ion beamline presented in chapter 3 utilize significantly lower energies
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CHAPTER 2. THEORY

than the ones presented in Figure 2.9. The setup achieves a routine production of proton
beams with energies up to 6.5 MeV, ensuring sharp peaks and therefore a good accuracy
of the depth control.

Principles of PIXE Yield Calculation

For the X-ray yield calculation of the PIXE process, the same fundamental parameter
approach as for XRF, which assumes an X-ray yield proportional to the elemental mass
concentration, is used. The solid angle, camera efficiency, and self-absorption in the yield
calculation are also taken into account. In thin samples, again, only a fraction of the
particle energy is deposited while traversing the sample. The yield is then calculated
according to [9, 31]:

Yxi(Z,E0) = σxi(Z,E0) · (nt′) ·Np · ϵxi , (2.15)

where σxi is the X-ray production cross-section induced by protons. Different datasets
for PIXE calculations, including cross sections, have been summarized by Cohen and
Harrigan [61]. In this thesis, a dataset by the same author [62] is used for the calculations.
nt′ is the area density, which consists of the effective sample thickness and is solely based
on the produced X-rays trying to leave the sample, as well as its number density n.
Finally, Np is the number of protons impinging on the sample. If, like in the case of this
study, a continuous proton spectrum is used, this calculation needs to be done for each
proton energy for which the thin target definition applies.
In the case of thick samples, the protons will deposit all of their energy in the sample.
The further they travel in the sample, the more energy they deposit, which results in a
decrease of the ionization cross section and stopping power. The resulting integral for
calculating the thick PIXE yield looks as follows [9]:

Yp,i = Ω
4πNAMjmj

∫ E1

E0
fp(Ep)

∫ 0

Ep

σj(E)ωjTj(E) dE

S(E)dEp (2.16)

Tj(E) = exp
(

−µj
∫ E

Ep

dE′

S(dE′)
cos θ1
cos θ2

)
, (2.17)

where Ω is the solid angle, NA the Avogadro constant, Mj the molar mass, and mj the
mass concentration as explained in the section on XRF yield. fp = d2N

dEdΩ is the broadband
distribution of protons, which is generated by the setup described in chapter 3. For
the ionization cross section σi, values tabulated in the work of Pia et al. [63] that are
calculated according to the plane wave Born approximation and Energy-loss Coulomb-
Repulsion Perturbed-Stationary-State Relativistic (ECPRSSR) theory [64] are utilized.
S(E) is the proton stopping power, which for compounds is again calculated using Bragg’s
additivity rule, and Tj(E) describes the attenuation of the generated photons inside the
sample. For the stopping power, a software called SRIM developed by Zielger [50], which
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calculates values for various materials and energies, is employed.
An analysis of X-ray spectra using the presented set of equations for the yield calculation
is expected to achieve a confidence level of ∼5% [9]. Of course, the results depend on
various factors such as the setup, including filters, camera efficiency, and the stability of
the proton yield generated by TNSA. While it is possible to have thin layers, generally,
the absorption of all available protons somewhere inside the sample is assumed.
The objective of this thesis is to analyze samples of unknown composition. While the
yield calculations described previously can be performed without prior knowledge of
the sample, other analyses, such as those for elastic diffraction, require compositional
information to be performed accurately. Therefore, multiple iterations of measurements
are necessary for a correct assessment of the chemical composition. The same limitation
occurs when analyzing samples composed of multiple layers with unknown compositions
and thicknesses. Potential solutions to this problem are discussed in the following chapter.
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Bremsstrahlung

In addition to characteristic X-rays, electrons within the laser-target interaction volume
can also generate a continuous spectrum via the Bremsstrahlung mechanism. This type
of electromagnetic radiation occurs when a charged particle (most commonly an elec-
tron) is deflected by another charged particle (typically the atomic nucleus inside a solid
sample). The result is an overlap of the continuous spectrum, which follows a Maxwellian
distribution, with the characteristic X-ray lines, as shown in Figure 2.10 [2,9,31,57]. The
additional X-rays can also be used to probe the material using standard XRF techniques.

Figure 2.10 Typical emission spectrum of an X-ray tube. The less energetic X-rays from
the continuous spectrum are reabsorbed inside the target material [65].

The contribution of Bremsstrahlung rises with increasing atomic number. In previous
experiments from Jarott et al. [66] it was shown that the Bremsstrahlung spectrum (1 to
100 keV) is roughly the same order of magnitude as the Kα yield for a laser interaction
target made from copper. This material will also mainly be used for the experiments
presented in this thesis. However, the XRF cross-section is 3 magnitudes smaller at 200
keV (8.44 × 10−1 barns

atom ) than at 10 keV (5.05 × 103 barns
atom ) for the materials probed in

this thesis. Therefore, for the first calculations of the XRF yield, the Bremsstrahlung
contribution is neglected. For the aerosol experiments, presented later in this thesis, a
tantalum target is used instead of copper. Here, the X-ray yields due to Bremsstrahlung
can not be neglected anymore. While no quantitative analysis was performed, the influ-
ence and evaluation of the generated Bremsstrahlung will be discussed in more detail in
the next chapter.
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3 Experimental setup and methodology

In this chapter, the experimental setup as well as the MATLAB code used for the analysis
of the measurement data are presented. Together, the implementation of both compo-
nents into the setup forms the basis for the multilayer analysis from both the hardware
and software side. The measurement setup is composed of four main components: The
main chamber containing the parts producing the proton beam via Target Normal Sheath
Acceleration (TNSA), the ”energy selector” for controlling the proton energies, the ex-
perimental chamber housing the sample, and the diagnostics for monitoring both X-rays
and protons. The section regarding the MATLAB code covers the peak identification
procedure, the implementation of the previously mentioned equations for the various
physical events, and how those calculations lead to a quantitative result.

3.1 Experimental setup
The core of the ALLS ion acceleration beam line is the 150 TW Ti:Sapphire laser. It
operates at a central wavelength of 800 nm and has a repetition rate of 2.5 Hz. After
compression, a pulse length of 22 fs at Full Width Half Maximum (FWHM) is achieved.
The beam is then guided into the main chamber, which contains the target for laser
interaction. The entire setup is shown in Figure 3.1 and Figure 3.2.

3.1.1 Main chamber

After entering the chamber, the p-polarized beam with a diameter of 100 mm (at e2) is
focused down by a f/3 off-axis parabola at an angle of 20°, achieving a spot diameter
of 5 µm (FWHM) when hitting the laser interaction target. The laser interaction target
is a very thin foil (typically ∼5 µm) with high purity (>99.9%). In order to perform
multiple shots in repetition and take advantage of the fast repetition rate of the ALLS
system, a special target holder was developed. It takes 5x5 cm2 foils and divides them
into a matrix of 400 target holes, which are then individually irradiated by the laser. A
motorized stage moves the holder to the next position after each shot. The vacuum in
the main chamber is held at <10−6 mbar. The proton beam, produced by the previously
explained TNSA mechanism, is propelled in the normal direction away from the target.
The co-mooing electrons, which ensure the stability and neutrality of the beam in the
beginning, are being deflected by two magnets (placed 20 cm from the source), with a
field strength of ∼0.1 T. This configuration should prevent electrons with energies up to
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Figure 3.1 Picture of the experimental setup used for proton acceleration and XPIF.
The big red housing on the left side of the image is the main experimental
chamber, containing the laser-interaction target. In the middle, marked in
green, one can see the chamber containing the samples, and the Thomson
parabola located on the right-hand side (blue).

Figure 3.2 Schematic depiction of the main components of the experimental setup shown
in Figure 3.1

10 MeV from reaching the experimental chamber. Protons have a larger charge-to-mass
ratio and are thereby not affected as strongly by the magnetic field.
Before irradiating a sample, the optical setup is aligned using a red laser, simulating
the propagation of the proton beam. After the alignment of the system, the laser is
directed into the chamber. The optimization after each shot of the laser beam is done
by adjusting the voltages on a deformable mirror inside the compressor. The parameters
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are adjusted to achieve a flat wavefront, equalling a Gaussian beam. The wavefront is
monitored by a wavefront sensor, quantifying the optical aberrations of the beam as well
as a Charge Coupled Device (CCD) camera. Once a set of parameters is found that
results in a consistently flat wavefront, the target and sample can be introduced to the
setup. After the measurement started, the parameters were not changed anymore during
the entire XPIF experiment during this pumping cycle.

3.1.2 Energy selector

The laser-generated proton beam, as produced at the source, can not be used for a
layer-by-layer analysis due to the large energy spread of the protons and ions (close to
100%) [67]. The protons are interacting with the entire sample volume, making it diffi-
cult to control where the PIXE process takes place and to pinpoint where in the sample
a certain element is detected. To select the appropriate proton energies from the con-
tinuous spectrum (shown in Figure 3.8), multiple different solutions have been suggested
in the past. Some of these solutions require complex preparation of the laser-interaction
target [67], utilize gas jets [68,69], or require additional laser beams that trigger small elec-
tromagnetic lenses [70], requiring significant changes to the overall experimental setup at
the ALLS facility. Other solutions implement external focusing [71,72] and manipulation
of the beam by external magnetic fields [73]. This is most often achieved by quadrupoles
or solenoids placed between the target and the sample [74]. The use of small coils has also
been suggested [75]. However, these methods are more complex in their implementation,
requiring large external beam transport lines [76, 77] or complicated target alignment,
while the ability to control energy selection additionally proves to be a very intricate
task in itself [75]. Due to the limited space inside the main vacuum chamber (depicted
in Figure 3.2) and in order to simplify the alignment within our high repetition targetry
system, we chose a different method utilizing two sets of dipole magnets. The setup
is characterized by its simplicity of implementation and ease of accurately selecting the
corresponding proton energies without the need for a complicated setup and calculations.

The ”energy selector” (shown in Figure 3.3) is positioned after the magnets. It is a
compact passive device to control the energy bandwidth of the proton beam, making it
a perfect fit for the experimental setup, which only has limited space inside the main
vacuum chamber. The hardware was designed by Chen et al. at LULI, École Polytech-
nique [78]. The basic working principle disperses the proton beam in space, after which
a setup of slits is used to define the central energy and bandwidth of the beam. Then
the beam is redirected to travel again along the same axis as it entered. The device en-
compasses 4 identical sets of magnets (shown in Figure 3.3), each possessing a magnetic
field strength of 1 T. After passing through the first stainless steel slit, which reduces
the beam’s divergence and hence unfortunately, also the proton number, the protons
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then enter the first set of dipole magnets. These magnets are oriented vertically (in the
y-direction) relative to the beam’s propagation path. The magnets cause a dispersion of
the beam in the horizontal (x-axis) direction. The second set of magnets, immediately
after the first one but with opposite polarization, induces another dispersion of the pro-
tons; however also guides them back in their original travel direction. The strength of
the bending of the trajectory is dependent on the proton energy and governed by the
Lorentz force [79]:

F = q · v ×B, (3.1)

where q is the proton charge, v is the velocity of the charged particle in the direction
tangential to its path, and B is the magnetic guide field. The magnetic field causes a
separation of protons in the beam according to their energy. Lower energetic protons
diverge more compared to higher energy protons. After two magnets, the protons enter
through a second slit. The second slit is the part where the beam tuning happens.
The slit is made of 3 mm thick tantalum (Ta), ensuring that no unwanted protons pass
through, with two stainless steel razor blades forming the actual slit. The position of
the slit controls the central energy of the final beam and the slit width manipulates
the bandwidth of the beam spectrum. Both parameters are controllable by micrometer
screws; however, since the entire setup is put under vacuum, motors are used to adjust
the position in between shots. After the final slit, the proton beam enters the third and
fourth sets of magnets. They are symmetric to the first four magnets and divert the
trajectory of the beam back onto its original path/axis with which it entered the device.

Figure 3.3 CAD drawing of the energy selector showing the orientation of the magnetic
fields and the predicted flight path of the ions, extracted from the work of
Chen et al. [78].
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The selector is designed to be able to tune beams with energies ranging from 100 keV
up to 10 MeV and achieves a bandwidth of ∼ 10% of the central energy [78]. While
the target of the design was a ∼5% bandwidth, factors such as the asymmetric setting of
the magnets and the natural divergence of the beam cause a discrepancy from the ideal
conditions. It will be shown later, in chapter 4, that the observations made by Sophia
Chen et al. [78] can be reproduced on the ALLS beamline at ALLS. This demonstrates
the versatility of the proposed method, as the two setups differ in target material, pulse
length, focal spot diameter of the laser beam, and numerous other parameters. Figure 3.4

Figure 3.4 SIMON simulation showing the proton trajectories between 100 keV and 1
MeV, extracted from the work of Chen et al. [78].

shows a SIMON simulation for proton trajectories of different energies, between 100 keV
and 1 MeV. In accordance with Equation 3.1 it can be observed that protons with a lower
energy are deflected more due to the Lorentz force. Similarly, it can be seen that since the
Lorenz force does not scale linearly with particle energy, the protons with higher energy
are bunched more closely together. These observations will be verified in chapter 4, where
experimental data of the energy selector will be presented.

3.1.3 Experimental chamber

The samples are mounted in a small auxiliary aluminum chamber. It is connected to the
main chamber via a tube made of the same material and has its own separate vacuum
(∼ 10−6mbar) to reduce the time to change a sample. It is isolated by a 7.5 µm Kapton®

window and a gate-valve, which ensures a separation of the vacuum and has a negligible
effect on the proton beam. The valve allows venting of the experimental chamber without
the need of having to reestablish the vacuum in the large main chamber, a very time-
consuming procedure. One side of the experimental chamber, shown in Figure 3.5 is
connected to the X-ray camera and separated by two 250 µm thick Beryllium windows.
The backside (concerning the beam direction incoming from the right-hand side) leads
to the Thomson parabola, whose working principle will be explained in more detail in
the next section.
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Figure 3.5 Left: Picture of the sample chamber. The top shows the inlet for the gas.
Solid samples are mounted in the center using the described method. The
X-ray camera for measuring the spectrum is mounted on the window facing
towards the viewer. Right: Schematic of the sample orientation in regard to
the laser-interaction target and the X-ray camera.

The solid samples are put on an L-shaped holder and secured with a screw. In some cases,
special L-shaped samples are used, where no further preparation is needed. After being
placed inside the chamber, the samples are rotated such that their surface is oriented at
a 45° angle with respect to both the X-ray camera and the incident proton axis. The
proton axis is defined by the direction of the proton beam’s propagation (i.e., normal to
the surface of the laser-interaction target).
When testing aerosols or gas mixtures, the sample preparation is more complex. At the
point of writing, only experiments using krypton (Kr) have been performed. However, it
is expected that the same procedure also works when using argon (Ar) and other gases.
The chamber is first evacuated to a pressure of 10−3 mbar, and then gradually filled
with Kr using a manual valve. By evacuating the chamber a second time, the desired
Kr fraction can be set more accurately. Afterwards, the chamber is pressurized with
nitrogen back up to ambient pressure. Kr concentrations were monitored via a Pfeiffer
Vacuum gauge, which provides a linear response below 1 mbar [80]. The Kr-to-air ratio
was estimated using the ideal gas law and partial pressures [81]:

pV = nRT. (3.2)

Following the described procedure, a 4% Kr mixture corresponds to a 25% increase
compared to the initial pressure. For the lowest Kr concentration (∼ 0.04%), air was
used instead of nitrogen, as it naturally contains 1 ppm of Kr [82], enabling more precise
low-percentage mixtures.
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3.1.4 Diagnostics

Thomson Parabola

There are various laser-accelerated ion beam diagnostics, including radiochromic films,
image plates, prompt inline scintillators, and more. in this work a Thomson parabola
spectrometer (Thomson Parabola (TP)), invented in 1911 by Thomson [83], is utilized
for acquiring the proton spectrum generated by the TNSA process. It enables the acqui-
sition of an almost continuous spectrum with a high repetition rate for a quick analysis.
The basic functionality is depicted in Figure 3.6. The setup is able to provide particle
distribution, momentum, and mass ratio as a function of energy. It consists of three main
components: Parallel electric and magnetic fields, as well as a detector.

Figure 3.6 Schematic and working principle of a Thomson parabola spectrometer, ex-
tracted from Vallieres [40].

The incoming ions will enter through a pinhole and are deflected by the external fields
according to the small deflection approximation [84]:

x = Ze · E
Ei

LB,E ·DB,E

2 , (3.3)

y = Ze · B√
MEi

LB,E ·DB,E√
2

, (3.4)

where Ei is the particle energy, L is the length of the electric and magnetic plates, and D
is the distance of the plates from the detector. Following Equation 3.4 ions with the same
charge-to-mass ratio ( ZM ) will follow the same parabola in the detection plane (shown in
Figure 3.7) and are therefore distinguishable. Particles with a higher energy are deviated
less from their original trajectory and stay closer to the center of the detector.

31



CHAPTER 3. EXPERIMENTAL SETUP AND METHODOLOGY

Figure 3.7 Image produced by the TP for a Ta-TNSA target. The different white streaks
indicate different ions. The parabola representing the protons is fitted (green)
using a MATLAB routine to extract the yield. The other four major lines can
be attributed to different carbon ions (C+2)-C+5)

The code used to generate Figure 3.7 and ultimately the final proton spectrum shown in
Figure 3.8 uses the length and form of the proton streak to extract the energy distribution.
The streak is fitted using a 3rd-degree polynomial (shown in green). The dotted lines
indicate the error margin. The proton count as a function of energy is acquired by
interpreting the intensity scaling of the image.
For the detector, a double Micro Channel Plate (MCP) setup for a higher electron yield,
combined with a phosphor (P43) screen is employed. The MCP used in the setup was
produced by Photonics [85], and was calibrated on the Tandem Van de Graaff accelerator
from Université de Montréal, as calibration of the detector is essential for a precise
measurement. An MCP is a spatially resolved high-gain electron multiplier [84]. The
secondary electrons produced by the incoming protons then hit the phosphor screen,
producing a photon signal. This signal is then captured by a 13 Megapixel Blackfly
PoE GigE camera from FLIR [86]. The camera is placed outside the vacuum of the TP
and inside a black box to shield it from light pollution. After each laser shot, the CCD
signal is sent to the laboratory monitors as shown in Figure 3.7. The entire detection
system is placed at a 0° angle compared to the target-normal axis. The combination
of a TP with an MCP, phosphor screen, and CCD camera for detection enables a high
sensitivity and real-time detection of the proton beam. Being able to analyze the proton
yield between each individual shot makes it easy to adjust the laser parameters quickly
in order to optimize the proton yield and thereby reduce the number of shots needed
to optimize the system before shooting at samples. This is critical since only a limited
number of multishot targets are available until the foil is completely used up. The final
proton spectrum shown in Figure 3.8 is achieved through multiple shots, which are then
averaged. This spectrum is later the basis for the yield calculations, which are described
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in more detail in the next section. In this work, two different target elements are used:
copper (Cu) and tantalum. Cu was used for the experiments on multilayer samples
containing metallic elements, while Ta was used for the investigation of Kr aerosols.

Figure 3.8 Proton spectrum for Ta and Cu accumulated and averaged over 38 and 10
shots, respectively. The error bars were removed for better clarity and lie in
the region of ± 15%.

Using a Ta foil results in a 9% higher overall proton yield and higher cutoff energy of
around 7 MeV compared to 5 MeV in the case of copper.

Time of flight detectors

To verify the TP measurements, the setup employs a secondary technique to retrieve
information on the proton’s maximum energy and distribution. Time of flight (ToF) de-
tectors are, besides MCP coupled with a TP, another well-established method to analyze
laser-accelerated ion beams. They offer a fast response time, high energy resolution, and
radiation hardness. They are especially suitable when the measured protons are much
quicker than the other heavy ions (TNSA regime) and when only a single ion species is
targeted. Like the TP, they can deliver a proton spectrum on a one-shot basis while also
being very compact, making them a perfect addition to the setup [87]. Their working
principle is fairly simple. The protons hit the tube at a defined kinetic energy, and the
ToF measures the time it takes for an ion to travel through the device. Based on this
information and the length of the detector tube, the energy and also the mass can be cal-
culated. However, since only protons are measured, the latter is of no importance to us.
The measured ToF can be converted to the ion energy by the well-known equation [88]:

Ekin = (γ − 1)Mpc
2, γ = 1√

1 − β2 , β = L

c · ToF
, (3.5)
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where L is the length of the flight path inside the detector, Mp the proton rest mass,
and c the velocity of light in vacuum. In the presented experimental setup (Figure 3.2),
two ToF diamond detectors with an active layer thickness of 50 µm on a 4 × 4 × 0.5 mm
substrate are employed. Additionally, they are equipped with a CVD-DD camera [40],
which in turn is connected to an oscilloscope for data readout. The setup is triggered by
the main laser, inducing the TNSA process. They are located at 6° and -9° with respect
to the target-normal direction. While both detectors are made of the same material, they
have different electrode layouts and therefore different sensitivities for different proton
energies. The detector placed at 6° is slightly slower in the response time, but has a
more uniform E-field, providing a high efficiency for a wider range. The detector at
-9° is well suited for moderate-low energy protons and has a high temporal resolution
due to a smaller distance between the electrodes. Using two detectors with different
characteristics ensures that there are no systematic errors in estimating the maximum
energy or yield of the proton spectrum. A 10 µm Al-filter was placed before the ToF
detectors to shield them from heavy ions. The loss of information due to the blocking
of low-energy protons was accepted, since the TP is the primary monitoring device.
Both detectors are calibrated prior to performing the experiment using Americium as a
reference source.

X-ray camera

Over the past two decades, single-photon counting CCD have increasingly shifted their
primary role from imaging to hard X-ray spectroscopic applications. This transition is
largely due to the high sensitivity and excellent energy resolution of X-ray CCD cameras,
which allow for effective imaging and spectroscopy even with very low X-ray fluxes. For
the acquisition of the X-ray spectrum, the PI-LCX:1300 X-ray camera, cooled by liquid
nitrogen and placed at 90° to the proton beam propagation axis, is implemented into
the setup. It is a very popular choice, which later enables a high-accuracy quantitative
analysis of the spectroscopy data. The camera has a 1340×1300 pixel array on a 50 µm
silicon (Si) chip using 20×20 µm pixels. The PI-LCX:1300 is a front-illuminated camera.
The X-rays hit the pixels on the front side and are collected by an array of electrodes,
resulting in small charge clouds. The absorption layer is made from 50 µm thick Si.
While this setup can theoretically detect X-rays with energies up to 60 keV, it to only
considered to have a reasonably good detection efficiency between 2.5 and 20 keV, as
shown in the quantum efficiency curve in Figure 3.9 [89].
The pixel setup of the CCD chip provides high spatial resolution. It is separated by
a beryllium window (thickness 250 µm) which seals the chip away for better cooling
efficiency. It also reduces background noise by filtering out low-energy photons. Including
the second Be window (placed ∼4 cm in front of the camera), they transmit around 96%
of the X-rays at 12.6 keV [90], which equals the Kα of Kr, which lies roughly in the
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middle of the acceptable detection range. At the same energy, the X-ray detector offers
a resolution of 0.222 keV calculated according to [91]:

∆E = 2.35 · 3.65

√
N2 + F · E

3.65 , (3.6)

with F being the Fano factor [92], N the readout noise, and E the energy. The cal-
culations are based on the statistics of pair creation in a Si detector. The calibration
procedure of the camera will be described in a later section of this chapter. The final
spectrum, which gets analyzed by the MATLAB code, is then accumulated over multiple
laser shots and saved on a laboratory PC.

Figure 3.9 Percentage of photons detected by the PI-LCX:1300 camera for different en-
ergies, extracted from the datasheet [93]. The solid line takes the absorption
by the beryllium (Be) window into account. Between 2.5 and 20 keV, the
camera efficiency lies above 5%, which is considered acceptable for the XPIF
experiments.

3.2 Methodology
This section will explain the main components of the custom-written MATLAB rou-
tine developed for both general quantitative analysis and specialized multilayer analysis.
The basis of the code was initiated by Bovin et al. in 2022 [2] and was used to test
homogeneous samples irradiated with a continuous proton spectrum.
While this method can be used to extract the elemental composition of the entire sample,
it does not take advantage of the distinct characteristics of proton energy deposition in
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matter, described in chapter 2. The existing routine can only be used for measurements
utilizing a copper laser-interaction target and is limited to a few selected elements, which
were of interest in previous experiments. To enable multilayer measurements on a layer-
by-layer method, an extensive expansion of the original MATLAB code is necessary,
along with the aforementioned implementation of the energy selector. Given the planned
experiments, the new MATLAB routine needs to be able to work with different kinds of
incoming particles (X-rays and protons). It also needs to work with different measurement
techniques, namely layer-by-layer with narrow proton spectra or an irradiation of the
entire multilayer sample using a continuous spectrum. Hence, the complexity of the
calculations increases significantly.
Therefore, in this thesis, a new routine to achieve multilayer analysis was developed and
implemented into the original code. Additionally, some code clean-up, rework, and bug
fixing were performed. Since the procedure to analyze multilayer samples will consist
of multiple measurements, a method was created that will loop over all presented mea-
surements, taking the results of the first layers as a basis for additional attenuation and
yield calculations for the next layer. The yield calculations consist of the yield produced
by PIXE and XRF as well as diffraction of the incoming X-rays into the detector. The
procedure was designed so that it can work with both a full continuous proton spectrum
(as shown in Figure 3.8) as well as the narrowed-down spectra produced by the energy se-
lector. Since multiple layers consisting of different materials and composites increase the
possible elemental combinations, a system using look-up tables has been implemented.
The implemented additions make the code more versatile and readily scalable, laying the
groundwork for the addition of more elements and targets for future experiments.
However, before going into the details of the MATLAB code, the difference between qual-
itative and quantitative analysis of samples is briefly explained to establish a foundational
understanding of the experimental and analytical goals of this work.

3.2.1 Qualitative and quantitative analysis

Qualitative and quantitative analysis serve distinct objectives, with the latter often pre-
senting greater complexity. Qualitative analysis primarily aims to identify the constituent
elements within a sample and represents an essential requirement for conducting quanti-
tative analysis. In the case of XPIF, the recorded spectrum in the form of characteristic
X-ray Kα,β lines, is used to find the fingerprints of each element.
The main difficulty that arises from this task is the differentiation between overlapping
peaks. The Kβ peaks can be overshadowed by stronger Kα peaks from another element.
On the other hand, if the sample for example contains trace elements of iron (Fe) and
huge amounts of Manganese (Mn), the Mn Kβ lines (5.887 keV) can overshadow the Fe
Kα (6.403 keV) information. It is also possible for the L-peaks of heavy elements to get
dominated or drowned by Kα lines of light elements in the same sample. Therefore, the
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detector’s energy resolution critically influences the range of samples amenable to anal-
ysis. While the analysis of entirely unknown samples remains feasible, prior knowledge
regarding the potentially present elements significantly streamlines the identification pro-
cess. To distinguish and analyze overlapping peaks, fitting algorithms using the Gaussian
function and reference measurements of pure samples are used [9].
The main goal of quantitative analysis is to precisely determine the concentration or
amount of identified components within a sample, making its implementation much more
complex. The calibration using samples with reference standards is a requirement for
performing this kind of analysis. In this thesis, calibration of the camera was performed
using the elements titanium (4.51 keV), nickel (7.48 keV), copper (8.05 keV), zinc (8.64
keV), niobium (16.62 keV), molybdenum (17.48 keV) and argon (22.16 keV) [90]. The
samples have a purity of 99.99% (produced by Goodfellow) and are irradiated with the
same proton/X-ray source used for the experiments. The reference measurements are
used to perform a linear regression fit, which is later applied to the data. In total, a lot
more information on the sample and the setup is needed for an accurate estimation of the
sample’s chemical composition. Additionally, different effects such as diffraction, escape
peaks, and pile-up events, which are described in more detail in the next section, need
to be taken into account. The MATLAB code presented in this chapter aims to perform
both types of analysis.
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3.2.2 Data analysis using MATLAB

The basic procedure of the code routine written in MATLAB takes three inputs: The
measured characteristic X-ray spectrum of the sample, the proton and X-ray yield from
the TNSA process and the sample as well as the setup parameters. The experimental
parameters include: Thickness, area, and orientation of the sample relative to the proton
beam axis, attenuation of the Be windows, the camera efficiency, and solid angle of the
proton beam. The basic working principle of the code is shown in Figure 3.10.

Figure 3.10 Schematic of the custom-written MATLAB code depicting the input and
output of the procedure

Before going into the details of the important steps, a quick overview of the different
building blocks of the code is given. First, the measured X-ray spectrum has to be
read in. Besides the spectrum, the code also requires information on the setup as well
as the proton spectrum and the X-rays produced by the TNSA. The data will then be
analyzed for which elements are contained in the sample, and the theoretical yield based
on the input parameters will be calculated for each found element. The code employs an
iterative procedure to optimize a loss function based on the previously introduced mass
ratios and the normalized yields, to find an optimal set of parameters that best describes
the experimental data. In the case of multilayer analysis, the basic calculations are
repeated in a loop going through the sample layer by layer, with additional calculations
taking into account the different kinds of interactions of the protons and phonons with
the material above the layer under examination. In the end, the user will be presented
with the mass ratios and a comparison of the theoretical and measured normalized yields.
The latter indicates the quality of the calculations compared to the experimental data.
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Data processing of the X-ray camera

As previously stated, the X-ray detector delivers a 1300×1340 image with 16-bit grayscale
values. These values need to be converted back into the intensity as a function of energy.
Figure 3.11 shows the input and result of this conversion.

Figure 3.11 The right-hand side shows a snipped from the recorded CCD camera image,
which is converted into an X-ray spectrum shown on the left. Marked in
red are two examples of what is not considered an Single Pixel Event (SPE)
since the incident pixels are too close together.

First, an ”.SPE” (X-ray Spectrum) file containing the spectroscopy data recorded by the
Princeton Instruments X-ray camera, along with a file containing the background noise
get read out by the code. The background is typically measured over multiple seconds
to get a good estimation of the average noise level. Its signal then gets adjusted for the
measurement time and subtracted from the main camera file. Afterwards, the data gets
filtered using the Single Pixel Event (SPE) algorithm, not to be confused with the file
extension. The algorithm is described in detail by Fourment et al. [94] and Fourmaux
et al. [95]. The algorithm looks at a photon hitting a single pixel of the camera and
compares the value to the surrounding pixels (3x3 matrix). However, the code only
considers directly adjacent pixels since the contribution by the corner pixels is below
1% [2]. If the pixel is not adjacent to another illuminated pixel and its value is greater
than the threshold defined by Equation 3.7, where Y background is the mean background
signal, the pixel is considered a ”true” event:

threshold = Y background + 3σ. (3.7)

Utilizing this algorithm results in an improved photon energy resolution [94]. However,
it comes at the cost of a reduced overall photon count, which has a negative impact
on the photon statistics. After filtering, the grayscale value is converted into the infor-
mation on photon energy by using the calibration data described in section 3.1.4. The
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transformation is done according to Equation 3.8 [95]:

dN

dE
= a

k1(E) ·QE(E) · T (E) · Ωc

dNSPE

dE
, (3.8)

with QE(E) and Ωc being the quantum efficiency and solid angle of the camera, T (E)
the transmission of the Be window, and k1(E) the probability of SPE being detected
from one single photon. a is a dimensionless parameter that ensures that the amount of
SPE counts is the same as the total amount of detected events. It usually ranges between
1 and 3.

Figure 3.12 The optional correction curve which gets applied to the measured X-ray
spectrum, taking into account camera efficiency, SPE probability, and atten-
uation of the Be window and camera sensor

Before the automatic filtering, the user also has the option to manually delete iron or
chromium (Cr) Kα lines, which can be the result of specific sample holders or the chamber
windows. It is also possible to choose between the analysis of a ”raw” and ”corrected”
spectrum. The ”corrected” spectrum applies a curve to the measured spectrum (seen in
Figure 3.12), which corrects for the camera efficiency, attenuation of the Be window and
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camera sensor, as well as the SPE probability. Additionally, the spectrum gets cut down
to the aforementioned acceptable energy range.

The peaks in the obtained spectrum, as shown in Figure 3.11 (right-hand side), now need
to be associated with the corresponding elements. This is done via a simple comparison
procedure of the peak location to recorded values from the X-ray Booklet database [90].
The analysis gets more complicated when X-ray lines of multiple elements in the sample
are close together and overlap and/or cover the Kβ information. An extreme example
of this would be the Kβ of titanium at 4.93 keV and the Kα line of vanadium (V) at
4.95 keV. The difference between the peaks is below the resolution of the X-ray detector
mentioned in section 3.1.4 and can thus not be differentiated. Other common sources of
misinterpretation are escape peaks and pileup events, which can be mistaken for peaks
in the spectrum. An escape peak happens when the energy from an incoming X-ray is
lost due to the escape of a characteristic X-ray generated within the detector itself. In
this case, it means that a Si Kα transition is excited and the spectrum will show two
additional peaks: The first one being at 1.7 keV [96] (not detectable with the current X-
ray camera) and the second one at hv minus the mentioned 1.7 keV. Compared to that,
a pile-up event (also known as a sum peak or coincidence peak) is an artifact that occurs
when two or more X-ray photons arrive at the same pixel nearly simultaneously, so close
in time that the detector’s processing electronics cannot distinguish them as separate
events. Instead, it registers them as a single, higher-energy event. The last source of
misinterpretation is the previously discussed elastic scattering of the laser-interaction
target’s characteristic X-rays. This can lead to the assumption that trace elements of the
target element like copper are present in the sample, even though in reality this is not
the case. Every record peak gets checked for potential overlaps by looking at tabulated
values and verifying the existence of Kα peaks if a Kβ peak is found, and the yield relation
(Kα > Kβ) holds true. To lower the chance of a misidentification of peaks, the code only
checks for elements that have characteristic X-ray lines of the K-shell within the camera’s
detection range. If a pileup event is detected at twice the energy of a detected element,
the amount of simultaneous events on the same pixel is added to the integrated yield
of the corresponding peak (explained in further detail in the next section). This same
principle applies in the case of a detected escape peak.

To calculate the integrated yield of the characteristic Kα peaks, each identified peak is
fitted with three different functions: Gaussian, Lorentzian, and Triangular. The fitting
procedure is performed using a non-linear least-squares method. The uncertainty in
the resulting fit parameters is determined from their 68% confidence interval, which
corresponds to one standard error σ. If none of the three functions yield a satisfying fit,
the peak is integrated using the trapz-function in MATLAB. The background under the
peak is estimated using integration between the FWHM limits of the fitted function, as
shown in Figure 3.13.
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Figure 3.13 Gaussian peak fitting (red dotted line) of a Kr Kα measurement (blue). The
area within the FWHM (dotted black lines) defines the yield (gray area) and
the background (red area), based on the noise of the measurement.

After the initial filtering of the photon count data, each identified spectral peak must be
validated as a characteristic X-ray line. To ensure the correctness of the peaks within
the spectrum, the code utilizes the Minimal Detectable Limit (MDL) method to define a
threshold after which a peak is considered a characteristic X-ray line. Otherwise, the peak
can not be statistically associated with the corresponding element and is just considered
background noise. Typically, the minimal detectable yield (area under the peak) under
a peak is defined as [97]:

YMDL = 3 ·
√
Ybackground, (3.9)

where YMDL is the minimal detectable yield. The background yield (Ybackground) is
defined within the FWHM of the peak, which is related to the standard deviation of a
Gaussian curve via: FWHM = 2.35 · σ [57]. If the sum of YPeak and Ybackground is higher
than YMDL, the peak can be considered a verified Kα peak. Following the automated
filtering and identification procedure, the user is given the option to manually delete
or correct the identified peaks based on any prior knowledge of the sample. They can
also confirm if the automatic assessment of a potential elastic diffraction peak from the
laser-target is correct and should be excluded from the analysis.

Procedure for yield calculation

At the beginning of the program, the user can decide which part of the proton spectrum
they want to use, based on the setting of the energy selector. The intensity of the co-
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produced characteristic X-rays from the laser-interaction target is input as a single input
value representing the photon count at the Kα and Kβ energies. As stated in chapter 2,
the fundamental parameter method (FPM) [9] is used to calculate the theoretical X-ray
yield of the sample. Although it’s not as precise as other empirical methods, such as
internal standardization [9] (which uses reference standards for elemental analysis), this
technique allows for the analysis of samples with entirely unknown compositions. This is
especially useful for initial investigations of samples that require quick and precise results
without any complicated sample preparation, which consists of altering the sample’s
surface or geometry [98]. For the analysis, only the Kα line of all detected elements
needs to be considered. Even though Kβ lines are detected in the identification process,
they are not required for a sufficiently accurate material analysis. The Kα lines provide
all the necessary parameters for calculating yield based on the mass ratios. The impact
of secondary fluorescence is also not yet considered in the code calculations. Compared
with the shot-to-shot fluctuations of the laser source, its effects are currently seen as
negligible [96]. However, once these restrictions have been improved, the implementation
of secondary fluorescence into the yield calculations is planned as it can potentially
improve the accuracy of the analysis.

For the analysis of the material, an iterative procedure adjusts the mass ratios used for
the yield calculations (as described in detail in chapter 2) in each iteration to minimize
the loss function shown in Equation 3.10. As a starting point, an equally distributed
concentration of all identified elements with a present Kα line in the spectrum is assumed.
Afterwards, the mass ratios are used to calculate the theoretical yield of the sample.
After summing up the yield from both the X-Ray Fluorescence (XRF) and Particle-
Induced X-ray Emission (PIXE) contributions for all elements, the result is normalized
(according to Y = Yi∑

i
Yi

) and used as the input for the optimization procedure. Finding
the optimal parameter set is done utilizing the fmincon function integrated in MATLAB
and comparing the normalized theoretical yield Ytheoretical to the normalized measured
yield Ymeasured. For the loss function, the standard χ2 parameter is defined as:

χ2 =
∑
i

(Ymeasured − Ytheoretical)2

Ymeasured
. (3.10)

The best fit for the experimental data is found when χ2 lies below 10−10 for two iterations
in a row, providing sufficient precision while still providing a reasonable computation
time (especially when multiple layers are analyzed). The set of mass ratios is restricted
to: 0.8 <

∑
iwi < 1. These limits are chosen based on the assumption that while

the identified elements constitute the majority of the sample, other elements may be
present that cannot be detected with the current X-ray setup. These primarily include
light element impurities such as hydrogen, oxygen, and carbon, but also aluminum and
silicon. If the concentration of a non-detectable element in the sample is too high, a
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quantitative analysis is not possible anymore due to a lack of information. An example
of this is the carbon concentration in wood samples. Therefore, it is determined that
the sum of all mass ratios ci has to lie between 0.8 and 1, and the optimization process
decides the optimal set of parameters.
The progress of this iterative procedure is visualized for the user in the form of bar
graphs. After the completion, the results for all ci are presented along with a comparison
between the theoretical and measured normalized yields, as shown in Figure 3.14. The
comparison indicates the goodness-of-fit between the model and the experimental data.

Figure 3.14 Results of he MATLAB computation routine for a stainless steel sample. The
top graph depicts the comparison of the measured and calculated normalized
yields. While the error of the calculations is higher than the yield estimation
based on the experimental data, the fit yields a perfect match in every case.
The bottom graph shows the normalized mass coefficients ci of each element
in the sample.

As previously stated, the setup exhibits shot-to-shot fluctuations of both the proton yield
and the X-ray yield produced by the TNSA. To account for these effects, two parameters
are introduced in the code. Parameter a ranges from 0.75 to 1.25, quantifying the proton
fluctuations, and parameter 0.85 ≤ b ≤ 1.15, representing the X-ray fluctuations. Both
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are implemented by being multiplied by the corresponding physical object during the
yield calculations. They are changed in increments of 0.05 inside a nested loop, which
contains the fmincon function. The results are compared based on the relative root mean
square (RMS) error with respect to a = b = 1. Even in the worst-case scenario (a =
1.25 , b = 0.85), the average error was 16%, suggesting the mass coefficient calculations
are not highly sensitive to cumulative errors from the source [2].

3.2.3 Implementation of layer-by-layer analysis

The procedure described thus far was originally designed for homogeneous bulk sam-
ples irradiated by the entire proton spectrum. In order to accurately analyze samples
composed of multiple layers or to perform a layer-by-layer analysis, the code requires
modification. The interactions of incident and emergent protons and X-rays within the
different layers significantly alter the measured yield and must therefore be calculated
accurately. For protons, the primary point of interest is their energy deposition in the
different layers. When traversing the first layer, protons lose part of their kinetic energy
in an amount dependent on their current energy, while simultaneously generating an X-
ray yield inside the sample. The initial step involves calculating the energy deposition in
the top layer, resulting in an attenuated spectrum. Figure 3.15 schematically illustrates
this process for a 10 µm thick copper layer with a bulk of titanium underneath.

Figure 3.15 Schematic representation highlighting all relevant interactions of incoming
protons and outgoing X-rays with the sample. The schematic only shows
two layers. However, the concept can be scaled to any number of layers.

In the simplified case of Figure 3.15 the sample gets separated into two parts. By calcu-
lating the predicted range of the protons in the top layer material, the MATLAB code
can differentiate the part of the spectrum that deposits its entire energy in the top layer.
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After separation, the thick PIXE formalism, described in chapter 2, is applied to this
part of the spectrum, while the thin PIXE formalism is used for the remainder of the
spectrum, since only a fraction of the incident particle’s energy is lost. For the bottom
layer, the thick PIXE formalism is applied using the proton spectrum corrected for en-
ergy deposition. The attenuation in the bulk is accounted for in the yield calculations
introduced in chapter 2.
For X-rays, the attenuation of the produced X-rays in the bottom layer and the elastic
diffraction of the incoming beam must also be considered. All relevant processes are
highlighted in the schematic shown in Figure 3.16. Before the XRF yield of the top layer
can be calculated, the percentage of incident X-rays diffracted at the surface must be
determined. The number of diffracted photons and the resulting yield detected by the
camera are calculated according to the methods described in chapter 2. It is important
to mention that the calculations are based on information on the chemical composition
of the first layer. Therefore, preliminary measurements are necessary to obtain the re-
quired information on the multiplicity, the structure factor, and the lattice constant. The
remaining X-rays are used for further calculations of the XRF yield.

Figure 3.16 Schematic representation highlighting all relevant interactions of incoming
and outgoing X-rays with the sample.

If the energy loss of the incoming X-rays is ≤ 5% the XRF thin target formalism gets
used. Otherwise, the thick target formalism is applied. Following the calculation of the
yield for the first layer, the attenuation of the X-rays by the top layer is determined
using the Beer-Lambert law and Bragg’s additivity rule. The information on the mass
attenuation coefficients is well documented in literature [28]. However, the code employs
a MATLAB package called PhotonAttenuation written by Jaroslaw Tuszynski for the
calculations due to the ease of implementation. It returns the reduction in intensity
based on the element and thickness of the sample, as well as the incoming photon energy.
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In the case of the presented two-layer sample, the reduced photon count and the thick
PIXE formalism are then used to calculate the yield in the bottom layer. Looking at
the bottom layer, to calculate the correct mass concentrations of the targeted area inside
the sample, the yields of the layers above are added on top of the yield of the bottom
layer. The mass concentrations are then adjusted, taking into account all contributions
by all layers for the next iteration. This process is shown schematically for two layers in
Figure 3.15 and Figure 3.16, but can be scaled to any number of layers. The coefficients
of the top layers are not adjusted during this iteration procedure since their chemical
composition has already been determined.

The produced characteristic X-rays of the sample’s bottom layer will again interact with
the top layer on their way to the detector. Since the X-ray radiation is distributed
isotropically in all directions, the camera solid angle is important for the calculations.
For the outgoing X-rays, two different processes have to be considered: Attenuation
and secondary fluorescence. The effect of attenuation can significantly reduce the yield
of X-rays. As an example, a 10 µm copper layer already reduces the photon count by
99% of characteristic Ti X-rays. Secondary fluorescence only happens if the X-rays have
sufficiently high energy to excite the electrons in the top layer. In the same case, the Ti
X-rays (Kα = 4.51 keV) are not energetic enough to overcome the binding energy of Cu
with 8.04 keV.

For samples with more than two layers, the process of calculating attenuation, energy
deposition, and evaluating whether the thick or thin yield formalism has to be used has to
be repeated for each layer. In a three-layer sample, for instance, incoming and outgoing
X-rays are attenuated twice before reaching the bottom layer or the detector. The same
principle applies to the deposition of proton energy.

To analyze multilayer samples, the previously described code was modified. In the begin-
ning, the user has to choose how many layers the sample contains and the corresponding
thicknesses. Afterwards, the code will perform the calculations for every layer starting
from the top layer, with the user choosing the corresponding ”.SPE” (X-ray Spectrum) file
and proton spectrum. The results of the first loop are then saved and used for the attenu-
ation calculations of the following spectrum until the final layer is reached. Theoretically,
this enables us to measure an infinite number of layers. However, the penetration depth
of protons and X-rays is limited, resulting in measurements of typically up to four layers.
This is because at one point the attenuation of incoming/outgoing X-rays and protons
is too strong, so that no signal can be detected anymore, and/or the incoming particles
won’t reach the desired depth in the first place. The information on the layer thickness
and size is needed in every iteration. The user also has to validate the peak identification
for each layer.

Notably, the aforementioned calculations for any overlying layers rely on their chemical
composition and thickness. The procedure, therefore, requires this information to be
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available at the start of the analysis process. However, as previously stated, the goal of the
XPIF technique is the analysis of completely unknown samples, where this information is
gathered sequentially, layer by layer. To resolve this apparent contradiction, the following
measurement procedure was implemented: First, the sample’s layer thicknesses must be
determined. If no prior information about the sample is available, a scan is performed by
varying the position of the energy selector. By gradually increasing the central energy
of the plateau in the proton spectrum, the peaks in the X-ray spectrum are observed to
change. As the probe depth is increased, some peaks will disappear while others emerge
from the background noise. From this process, an initial estimate of each layer’s thickness
can be obtained. While this method does not yield precise thicknesses, the information
is considered sufficient to target the proton probing depth to the approximate center
of each identified layer, thereby reducing unwanted excitation of characteristic X-rays
in adjacent layers. However, having the required information beforehand significantly
reduces the measurement time and increases the accuracy of the process. Once the user
has acquired the thickness information of the sample, using the calibration data of the
selector, the corresponding slit position can be chosen in order to probe the different
layers. This process yields the chemical composition of each individual layer. If no
layer-by-layer method is used, and the entire sample is irradiated with the continuous
proton spectrum, the user still can enter the top layer information manually, including
the elemental composition and mass ratios of the layer as well as its total thickness.
Afterwards, the routine will proceed in the same way as if the layer-by-layer method
with different selected proton spectra is used.

3.2.4 Modelling of the Bremsstrahlung spectrum

As mentioned in chapter 2, when using copper as a laser-interaction target, the excitation
due to Bremsstrahlung is neglected due to the small cross-section compared to the char-
acteristic X-rays of copper. However, when using a target with a higher atomic number,
the generated Bremsstrahlung cannot be neglected anymore. To accurately estimate the
XRF yield in the sample, additional calculations are required. For Ta, it is estimated
that roughly 50% of the generated X-rays lie in the continuous spectrum, with the other
50% being contained in the characteristic radiation. Since only the Kα and Kβ yield were
measured, the energy distribution of the continuous spectrum has to be reconstructed.
As a starting point, the electron number produced by the TNSA process is estimated
by using the measured proton spectrum and the charge neutrality of the ion beam [99].
Charge neutrality means that the proton beam must be compensated by the co-moving
electron bunch. Dividing the proton spectrum (shown for Ta in Figure 3.17) by the
mass ratio of protons and electrons and integrating yields the total electron number.
The energy of the hot electrons inside the target foil can be estimated by calculating
the second derivative (slope) of the proton spectrum [100]. Using this technique, a hot
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electron energy of 915.8 ± 15.5 keV is obtained. This value is consistent with findings
from previous experiments and simulations performed under similar conditions [101,102].

Figure 3.17 Fit of an exponential function (green) to a Ta proton spectrum (blue) to
estimate the hot electron energy inside the laser-interaction target. The
slope of the fit in a semi-logarithmic representation results in an energy of
915.8 ± 15.5 keV with an R2 of 0.983.

The total photon energy due to Bremsstrahlung is calculated using the radiation yield
[27]. As a first approximation of the electron distribution during the TNSA process,
the well-known Maxwell distribution as it is commonly used in this context is employed
[103,104]. However, the electrons in this energy range are subject to recirculation, which
will cause a deviation from the Maxwell distribution [103,105]. In these cases, the distri-
bution can be described by other functions such as the Maxwell-Jütter or a bi-Maxwellian
distribution function. For a first approximation, the normal Maxwell distribution is suf-
ficient since the lower energy part dominates the Bremsstrahlung yield [36, 105]. The
normalized probability density function is calculated between zero and the hot electron
energy:

f(x) =
√

2
π

x2

a3 e
−x2
2a2 , (3.11)

with a being the distribution parameter. The result of the reconstruction is shown in
Figure 3.18.
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Figure 3.18 Calculated Bremsstrahlung for Ta, based on the proton spectrum (Fig-
ure 3.17) and the assumed Maxwellian distribution described in Equa-
tion 3.11.

Estimating the Kα and Kβ yield of the Ta foil is done in the same way. However, instead
of using the radiation yield, the X-ray production Cross section of the Ta Kα and Kβ lines
tabulated in the NIST Standard Reference Database 164 [106] is used for the calculation.
The calculations show a total generated photon count of 6.04×1011 for the Bremsstrahlung
and 1.09 × 1011 in the case of characteristic X-rays. Therefore, 84.7% of all produced X-
rays during the TNSA process are contained in the Bremsstrahlung spectrum. However,
when looking at the irradiation of Kr, which will be described in more detail in the next
chapter, it can be observed that the contribution of Bremsstrahlung to the total XRF
yield of the sample is lower than one would expect from the photon count. Multiplying
the photon count at each energy with the corresponding cross section (literature only
proved values between 14.36 and 200 keV [107]) shows that the XRF yield produced by
Bremsstrahlung per atom (∼ 4.69×10−13 MeV·cm2

atom ) is two magnitudes lower than the yield
induced by the characteristic Ta X-rays (∼ 1.34 × 10−11 MeV·cm2

atom ).
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4 Results and Discussion

After understanding the theory behind the yield calculations in multilayer samples, as
well as the experimental setup and processing of the measurement data, the data gathered
by the experiments can be fully analyzed and interpreted. The presentation of the results
is divided into three parts. First, the experimental results of testing and calibrating the
energy selector discussed in chapter 3 are presented. The second section aims to try
to validate the calculations and performance of the presented MATLAB code for the
analysis of the X-ray spectra. The combination of the results of sections 4.1 and 4.2 lays
the groundwork for future experiments utilizing a layer-by-layer method, from the basis
of a continuous proton spectrum. The energy selector is crucial for targeting different
layers inside the sample, and the presented MATLAB code will take over the analysis of
the gathered data. Hence, both components need to be calibrated, verified, and tested for
a successful implementation of the developed multilayer methodology. Lastly, the results
from the application of X-ray and Particle Induced X-ray Fluorescence (XPIF) on gas
mixtures are presented. To this end, the dilution of Kr aerosols in air was measured at
various dilution levels.

4.1 Implementation of the energy selector
Before commencing with the experiments, the functionality of the energy selector from
Chen et al. [78] (see chapter 3) needs to be verified at the present beamline and ex-
perimental setup at ALLS. Afterwards, the selector can be calibrated to determine the
necessary slit positions for various central energies and bandwidths. Since the Thomson
Parabola (TP) can not be used during the experiment, it is crucial to gather this infor-
mation beforehand to allow for accurate knowledge of the penetration depth during the
layer-by-layer procedure.

4.1.1 Verification and calibration

Figure 4.1 shows the central energy of the proton spectrum as a function of the slit
position. The first slit, through which the protons enter the selector, was kept fully
open, while the second slit, made from tantalum (Ta), was maintained at a constant
opening of 1 mm. With this configuration, the slit was moved step by step over the entire
range until the maximum proton energy was reached. The red line is solely used for
the visualization of the nonlinear relationship between the two parameters. The main
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observation is that for achieving increasing central energies the slit needs to be moved
by an increased distance. This is because, as discussed in chapter 3, the electrons are
deviated more strongly for lower kinetic energies.

Figure 4.1 Central proton energy of the protons that the selector let through as a function
of the location of the secondary tantalum slit relative to the incident beam
axis (blue). The red line is a visualization for the changing relation between
the central energy and the central slit position. The opening of the tantalum
slit was kept at 1 mm.

Figure 4.2 depicts the relation of the central energy to the bandwidth of the let-through
proton spectrum as seen in Figure 4.3. The experimental procedure was the same as
employed for the acquisition of the data in Figure 4.1. Following the visualization of
the dependency between central energy and bandwidth (red), it can be seen that the
bandwidth increases with increasing central energy. The non-linear behaviour is the
result of the Lorentz force, which scales non-linearly with the particle energy, resulting
in a bunching together at higher proton energies.

Figure 4.2 Energy bandwidth of the proton spectrum after passing through the selector
as a function of the central energy (blue). The opening of the tantalum slit
was kept at 1 mm.
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Figure 4.3 shows the proton spectra, produced during the experiments, which were used to
generate Figure 4.1 and Figure 4.2. The spectra exhibit both characteristics found in the
preceding figures as well as the SIMON simulations (Figure 3.4) by Chen et al. [78]: The
increased distance necessary for higher central energies, as well as the larger bandwidth
for an increasing central energy.

Figure 4.3 Proton spectrum after the deployment of the energy selector. The different
curves correspond to different positions of the tantalum (Ta) slit and spectra
were averaged over 10 shots each. The plateaus correspond to an increasing
slit position from left to right, as indicated by the two arrows.

The results shown in Figure 4.1, Figure 4.2, and Figure 4.3 demonstrate that the ob-
servations made by Chen et al. [78] can be reproduced using the beamline at ALLS,
highlighting the versatility of the proposed method. The verification is an important
step since the two experimental setups differ in their key parameters, such as target ma-
terial, laser pulse length, and focal spot diameter. Confirming that the energy selector
can be effectively utilized to control the proton energy enables a layer-by-layer analysis
of solid samples.
The selection of the central energies works well, enabling us to fine-tune the proton beam.
However, instead of the ∼10% bandwidth observed in the work of Chen et al. [78], the
setup at ALLS exhibits a more strongly increasing trend for higher central energies with
an increased value across the board as shown in Table 4.1. At 0.99 MeV, the ALLS
measurements show a bandwidth of 34.7% while at 5.07 MeV it increased to 47.2%. This
decreases the ability to accurately probe thin layers deep into the material. In cases
where multiple thin layers coat the bulk material, this should, however, not limit the
capabilities of multilayer Particle-Induced X-ray Emission (PIXE) too much, since the
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bandwidth is minimized at lower central energies, which mainly deposit their energy in
the first few material layers. The reason behind the discrepancy between the bandwidth
percentages is the increased distance between the selector and the source in the different
setups used for the experiments. A greater source-selector distance allows the proton
beam to diverge more before entering the selector, therefore distorting the diffraction of
the protons, resulting in a broader bandwidth.

Table 4.1 Measurement data of the proton bandwidth for different central energies, shown
in Figure 4.2.

Central energy Bandwidth

0.54 MeV 20.7%
0.99 MeV 34.7%
1.57 MeV 22.3%
2.01 MeV 28.9%
3.19 MeV 28.9%
4.07 MeV 48.1%
5.07 MeV 47.2%

The overall average transmission (T = Proton yield with the selector
Proton yield without the selector) of the energy selector

within the corresponding bandwidth region, overall measured central energies is 20±9%.
As expected, a majority of protons are lost for the benefit of selecting the energies out of
a continuous spectrum, resulting in a lower X-ray yield per shot. However, this limitation
can be compensated for by performing an increased number of shots for the acquisition
of a single characteristic X-ray spectrum.
The average proton count of the selected plateau is between one and, in the best case,
two magnitudes higher than the rest of the spectrum. However, a consistent background
spectrum (average magnitude ∼ 105) is observed across all settings of the energy selector,
ranging over the entire energy spectrum. The background was found to be the noise of
the camera setup and is present even without the selector being installed. Figure 4.4
shows how the energy range (minimum to maximum of the plateau shown in Figure 4.3)
depends on the position of both slit edges. The slit position gives the distance of the edge
from the fully retracted position of the corresponding edge. The observed characteristic is
the same as in Figure 4.2. At a higher slit position, and hence higher central energies, the
spatial difference between protons of different energies decreases, increasing the energy
range for an identical travel distance of the slit. Once the edge of the plate comes close to
the center of the original proton beam axis, the width of the proton spectrum increases
drastically. The two datasets, shown in Figure 4.4, display a slight difference due to the
different starting positions of the upper and lower edge of the slit. This again confirms
the results of the simulations and observations performed by Chen et al. [78].
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Figure 4.4 Proton energy for different positions of both individual slit edges. The edges
were moved at the same time with a fixed distance of 1 mm between them.

4.1.2 Future experiments

The presented calibration measurements are particularly valuable, as the data in Fig-
ure 4.4 allows us to calculate the expected energy range ∆E for various slit openings
and positions and vice versa. The calculation depends only on the specific location of
each edge, as described Equation 4.1, where Elower and Eupper are the energies of the
corresponding edge positions:

∆E = Elower − Eupper. (4.1)

For future experiments, three different samples are proposed for future experiments, as
schematically shown in Figure 4.5. The two-layer and 3 layer samples are the same as
those used in the work of Puyuelo-Valdes et al. in 2021 [1], which will be discussed in
a bit more detail in the next section. Using the data gathered from the measurements
of section 4.1.1, one can calculate the necessary slit positions to probe each layer. The
results are shown for the 4-layer sample in Table 4.2. With the proposed energy selector
settings, based on the calibration measurement data, the overall procedure of the multi-
layer analysis will be verified. The utilized laser interaction target will be made of 2 µm
thick tantalum. While the sample will not experience any X-Ray Fluorescence (XRF),
since the Target Normal Sheath Acceleration (TNSA)-produced X-rays are blocked by
the selector, it is important to note that the combination of 5 µm nickel and 5 µm copper
attenuate 98.28% and 98.69% of characteristic iron X-rays. Therefore, it can be assumed
that no characteristic X-rays from the bulk will reach the detector even after multiple
shots. Similarly, only 4.1% of characteristic X-rays from the second nickel layer will reach
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Figure 4.5 Schematic of three proposed samples for future multilayer experiments. Top
left: Different thicknesses of copper (Cu) on a 500 µm thick titanium (Ti)
substrate. Top right: A three-layer structure made of aluminum (Al), Cu,
and a 500 µm thick Ti bulk. Bottom: 4-layer sample made of 5 µm nickel
(Ni), 5 µm copper, 5 µm Ni, followed by a bulk made of iron (Fe).

Table 4.2 Proposed slit positions, based on the proton energy deposition, for a multilayer
analysis of a 4 layer sample composed of 5 µm Ni, 5 µm Cu, 5 µm Ni, and a Fe
bulk.

Layer Last proton energy Slit position
which deposits a Bragg peak Upper edge Lower edge Slit width

5 µm Ni 0.86 MeV 1 mm 3.8 mm 2.8 mm
5 µm Cu 2.05 MeV 6 mm 10 mm 4 mm
5 µm Ni 3.18 MeV 10.2 mm 11.6 mm 1.4 mm
Fe bulk Up to cut-off energy 13.8 mm 15.5 mm 1.7 mm

the detector. Secondary fluorescence is possible between the Kα and Kβ X-rays of copper
and the top layer made of nickel. This result again highlights how crucial the ordering of
layers and elements is for a successful XPIF analysis, as a suboptimal arrangement can
severely limit the capabilities of the technique. These predictions will require experimen-
tal verification in forthcoming experiments to provide better insight into the limitations
of this multilayer procedure.
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4.2 Verification of the multilayer yield calculations
At the time of writing, experimental data of the tested multilayer samples with the en-
ergy selector were not yet available. Although these experiments were initially planned,
scheduling constraints at the laser facility prevented their completion. There are, how-
ever, scheduled experiments on multilayer samples to be conducted in the near future,
using the samples shown in Figure 4.5.
Instead, it is attempted to evaluate the code’s performance, including the calculations
for multilayer samples based on an old measurement performed in the same laboratory in
2021. In the work of Puyuelo-Valdes et al. [1], a bulk sample composed of pure titanium
was covered with copper layers of varying thickness (5, 10, and 20 µm, schematically
shown in Figure 4.5), and was irradiated using the XPIF method. The target material
used for the laser acceleration was copper, which is currently the only element fully
implemented in the code. For targets with higher atomic numbers like gold (Au) or
tantalum, Bremsstrahlung and characteristic Lα,β have to be included in the calculations.
While the first calculations for Bremsstrahlung are already completed, they need to be
verified along with the Lα,β intensities.
While the MATLAB code presented in the previous chapter is ready for deployment,
verifying its calculations remains challenging due to the lack of data. For the code’s
verification, the amount of titanium under the different copper layers, irradiated by a
continuous proton spectrum, is estimated. Ideally, the calculations will yield a ∼100%
pure titanium bulk since the yield from the detected copper peaks will be accounted
for by the top layer calculations. The measurements performed by Puyuelo-Valdes et
al. [1] are shown in Figure 4.6. It can be seen that with an increasing thickness of the
copper layer, the size of the titanium Kα line is decreasing. This behaviour is aligned
with the expectations, since a thicker copper layer results in the absorption/blockage of
more X-rays and protons.

Table 4.3 Transmission of characteristic Kα X-rays of copper and titanium through cop-
per layers of various thicknesses, along with the projected range of electrons for
the same thickness and the proton count which does not escape the top layer
(total proton count before energy deposition: 6.6 × 1010).

5 µm thickness 10 µm thickness 20 µm thickness
X-ray CuKα : 77.6% 60.8% 36.3%

transmission TiKα : 29.1% 9.1% 0.7%
Proton cutoff energy 0.783 MeV 1.302 MeV 2.089 MeV
Proton number below 2.1 × 1010 4.0 × 1010 5.4 × 1010

cutoff energy (=̂ 31.8%) (=̂ 60.6%) (=̂ 81.1%)

Figure 4.7 shows the decreasing proton count due to energy deposition in the top layer,
and Table 4.3 shows how much the different types of X-rays get attenuated when passing
through the sample. This is especially important when considering the characteristic
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radiation (Kα,β) of titanium, which is attenuated much more because those photons are
less energetic than the Kα X-rays of copper. At a thickness of 20 µm almost no X-rays are
able to pass through the copper layer anymore. The cutoff energy (also called projected
range) in Table 4.3 is the energy at which a proton is not able to pass through the top
layer anymore. Consequently, all of the energy is deposited and contributes to a yield
generation via PIXE in the copper layer. In the MATLAB routine, the cutoff energy is
used to differentiate between the usage of the thin or thick PIXE formalism as described
in chapter 2.

Figure 4.6 Ti-Cu measurement performed by Puyuelo-Valdes et al. in 2021 [1] for a 5, 10,
and 20 µm copper layer on a titanium substrate (using the copper interaction
target with the proton spectrum shown in Figure 4.9). For the calculations,
the data was extracted using the GRABIT Add-On provided for MATLAB.

The calculations align with the observation in Figure 4.6, where no titanium Kα line is
visible for the measurement with a 20 µm thick layer. Even though some of the protons
are able to reach the titanium bulk, the excited characteristic X-rays of titanium are not
energetic enough to penetrate the top layer on their way to the detector. This limitation
is a crucial factor when handling multilayer samples, since it limits the detection depth
of the XPIF method, even when provided with incoming TNSA X-rays and protons of
sufficiently high energies. If the combination of elemental composition and thickness
of the top layer is disadvantageous, the X-rays will not be detected. An observation
from Figure 4.6, not aligning with expectations, is the constant height and area of the
Cu Kα line. Instead, an increase in height with increasing thickness of the layer is
expected, because more X-rays and protons will deposit their energy in the top layer.
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This finding is not further discussed in the work of Puyuelo-Valdes et al. [1] and was
originally interpreted as elastic diffraction of the incoming TNSA generated copper X-
rays. The assumption of elastic diffraction originally led to the implementation of the
diffraction calculations presented in chapter 2 into the MATLAB code. The results of
the implementation are presented along with the impact of the multilayer calculations in
the following paragraphs.

Figure 4.7 Proton spectrum after different thicknesses of copper (5, 10, and 20 µm). The
calculations are performed using the equations presented in chapter 2

The original sample is 500 µm thick and has an area of 2 × 2 cm2. In the following,
the results of three different versions of the MATLAB code, described in the following
paragraph, for both the 5 µm and 10 µm measurements are compared. The measurement
presenting a 20 µm thick copper layer has no identifiable Ti Kα lines and was therefore
excluded from the analysis:
The first code version, named ”initial”, represents the initial code structure before this
work and does not contain any additional yield calculations for samples composed of mul-
tiple layers. The second version (”initial + top layer”) implemented only the calculations
for the yield produced in different layers as well as the attenuation of X-rays and pro-
tons, as described in chapter 3,. The last and ”current” version of the code additionally
includes the consideration of elastic diffraction by the sample back into the detector.

In the performed simulations, the comparison of the theoretical yield to the experimental
yield is always a perfect fit. No post-processing was applied to the extracted data since
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this was already applied to the data presented by Puyuelo-Valdes et al. [1]. The sum of
the mass concentrations was limited to a range of 0.8 to 1, and the area of the peaks
was calculated using a differential method. The results, presented in Table 4.4, show an

Table 4.4 Result for the mass concentrations (equivalent to percentage of that element
in the sample) of the spectrum shown in Figure 4.6, as calculated by different
versions of the code. The restriction 0.8 ≤

∑
iwi ≤ 1 was applied to the

simulation.
Code version 5 µm Cu layer 10 µm Cu layer

initial wCu: 0.830 0.864
wT i: 0.052 0.012

initial + top layer wCu: 0.775 0.812
wT i: 0.116 0.075

current wCu: 0.63 0.684
wT i: 0.264 0.214

increase in the estimated amount of titanium inside the sample when implementing more
calculations in the multilayer routine. While the estimation of the ”initial” code assumes
only a few percent of titanium, the ”current” version calculates amounts >20%. However,
since a titanium bulk is investigated, these values are far from the aimed-for results. Due
to the unavailability of the raw data from the work of Puyuelo-Valdes et al. [1], and the
exact experimental conditions, only assumptions on the shortcomings of the calculations
and the potential reasons for the low estimation of titanium in the sample can be made.
The incoming copper X-rays, produced by the TNSA, do not have sufficient energy to
excite characteristic X-rays in the presented copper layer. Consequently, there can be no
XRF contribution resulting from this layer, and the entire copper yield must be produced
by PIXE. Following this fact, one would expect that with an increasing layer thickness,
the Kα,β counts of copper to increase, and at the same time the total Kα,β counts of
titanium to decrease. However, while the titanium peaks follow the expected behaviour
due to the increased attenuation of X-rays and protons, the copper peak does not follow
the opposite trend. In the presented data (Figure 4.6), a copper peak with a constant
height and area is observed for layer thicknesses up to 20 µm. This observation suggests
that there is another physical interaction taking place inside the sample. This led to
the assumption of elastic diffraction being the cause, which was later implemented into
the yield calculations. While the inclusion of diffraction improved the estimation of the
titanium amount by a large margin (∼ 15%), it is not enough to explain the observed
results in Figure 4.6. Otherwise, the calculations would estimate a titanium concentration
close to 100% inside the sample. As mentioned in the previous chapter, the same samples
will be irradiated again in future experiments to confirm the findings, find the cause of
the presented phenomenon, and fine-tune the code.
Using the equations introduced in chapter 2, the contribution of the elastic diffraction
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by the 5 µm and 10 µm copper layer lies at 67.3% and 71.2%, respectively. The rest
of the measured Cu X-rays are assumed to be generated by PIXE since XRF does not
occur inside the copper layer. In the case of the 5 µm thick copper layer, the calculated
PIXE yield amounts to 6.9% of the total yield (XRF + PIXE), equalling only 2.2% of
the total area (yield + diffraction) under the Cu Kα peak. As previously stated, there is
no contribution from XRF since the TNSA-generated X-rays cannot excite characteristic
X-rays in copper. In the case of the 10 µm measurement, the values increase to 28.8%
and 8.3%. This shows that the performed calculations in the top layer seem to be correct
at first glance as with an increasing thickness, the yield increases as well. However, the
calculations are not able to explain the size of the Kα line of copper. Therefore, the code
must assume that the remaining yield comes from the bulk (Ti) of the sample (shown
in Figure 4.8), as it is not provided with any other potential source of X-ray yield. This
results in an overestimation of copper inside the titanium bulk.

Figure 4.8 Schematic of the Cu-Ti sample used for the code validation.

Due to the observations in the measurement, it is likely that there is another factor
influencing the measurement data. In the same reference, a similar experiment was
conducted using gold as a laser-interaction target, shown in Figure 4.9. The sample was
composed of a three-layer structure made of aluminum, copper, and a titanium bulk.
Depicted left side of Figure 4.9 depicts the proton spectrum of a gold TNSA target,
shown in Figure 4.5.

Figure 4.9 Spectra of 3 and 9 µm Al layer lying on a 5 µm Cu layer placed on a Ti substrate
on the left side and the proton energy spectra as accelerated by an Al 3 µm
(blue), Cu 5 µm (red) and Au 5 µm (black) thickness targets, measured by the
TP spectrometer on the right. The data was extracted from [1].
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The usage of a gold interaction target is not yet supported in the MATLAB routine, and
therefore, no conclusions concerning the quantitative analysis can be drawn. Further-
more, since aluminum and gold both lie outside of the detector range, it is not possible
to analyze the aluminum content or the potential elastic diffraction of gold X-rays by the
top layer. Nonetheless, a constant copper peak over multiple measurements can be ob-
served again, which in this case cannot be caused by elastic diffraction. Even considering
the following factors, the observed yield can not be adequately explained:

• The slightly higher stopping power of aluminum (1.720 × 102 MeV cm2

g (Al) vs.
1.182 × 102 MeV cm2

g (Au) at 1 MeV [26]) in combination with the lower maximum
energy of the proton spectrum results in PIXE being more important than XRF in
the copper layer.

• Since the characteristic X-rays of gold (Kα = 68.803 Kβ = 77.984 [107]) are ener-
getically high enough XRF is possible. However, 9 µm of aluminum transmits ∼
99.95% of the incoming X-rays while the copper layer transmits 99.65%. Therefore,
it can be concluded that most of the XRF happens inside the titanium bulk, and
that the characteristic Ti radiation is attenuated strongly on the way to the detec-
tor, while also potentially causing secondary fluorescence in the aluminum layer.
Therefore, XRF can not be the cause of the size of the copper peaks.

Thus, it is likely that the high yield observed at the Kα and Kβ energies of copper is from
an unaccounted-for source. Stray X-ray fluorescence from instrument components, for
instance, could contribute to this signal. The last possibility is an error in the calculations
of the X-ray yield. However, identifying the precise origin of the unaccounted-for counts
is not possible without further experimental data for investigation.
Future work will focus on the rigorous validation of the code using a series of experiments
on well-characterized samples. Although such experiments were beyond the scope of the
present work due to external constraints, a comprehensive experimental plan has been
established. This plan involves irradiating multilayer metallic samples, selected for their
characteristic X-ray emissions within the detectable limits of the X-ray camera. The
samples, shown in Figure 4.5, featuring various layer combinations and thicknesses, will
be analyzed under irradiation from both a full proton spectrum and discrete, selected
proton energies via the presented selector. This systematic approach will generate a
robust dataset essential for verifying the code’s computational accuracy and identifying
any potential systematic errors.
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4.3 Aerosol detection in air
The second objective of this work is to assess the feasibility of detecting aerosols in air by
means of the XPIF method described in chapter 3. The chosen gas for the experiments
was krypton (Kr), since it lies close to the middle of the detectable energy range of
the X-ray camera and was easy to implement into the existing setup. The detection
of krypton (Kr) in air was performed at three different dilution levels: 4%, 0.4%, and
0.04%. The krypton dilution was achieved using the method described in chapter 3.
The measured spectra for each dilution are shown in Figure 4.10. To obtain a sufficient
Signal to Noise Ratio (SNR), multiple shots were necessary: 60 shots for 4%, 100 shots
for 0.4%, and 120 shots for 0.04%. Afterwards, all data was averaged to 30 shots for
better comparability. The linear regression fit for the calibration of the CCD camera
yields: 0.00746 (± 0.00014) · x keV - 1.571 (± 0.152) keV.

Figure 4.10 Generated X-ray spectra for the three measured proportions of krypton in
air; Red: 0.4%, and Blue: 4%. The inset shows a measurement where the
dilution was aimed to be 0.04%.

In all three cases, the Kα = 12.649 keV and Kβ = 14.112 keV [90] peaks of krypton are
identifiable without the need for post-processing. However, for the lowest dilution, it is
not possible to reliably verify the krypton percentage in the gas mixture based on the
measured data. While for this gas percentage, the peak satisfies the Minimal Detectable
Limit (MDL) criterion introduced earlier in this work, the results of the analysis deliver
unreliable information, which will be discussed in this section. It is also notable that the
Kβ line at 0.04% is not distinguishable from the background noise anymore. Analyzing
the peaks is done by looking at the peak height and area of the Kα lines with respect to
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each other.

Before investigating the peak characteristics, the recorded peak was compared to all
Kα lines of elements present in the setup, confirming that the recorded signal is indeed
attributed to krypton. The overlapping of different measurements additionally supports
this claim. Besides the krypton peak, there are numerous other peaks (most notably
at 5.62, 6.52, 7.61, 8.23, 9.63, and 11.27 keV) visible in the spectrum. The Kα lines
found within the spectrum at energies lower than the nominal Kα line of krypton (12.65
keV) can be explained as follows: The generated Kr X-rays interact with the other atoms
typically contained in air - mainly N2 with an air presence of 78%, O2 (21%), Ar (1%), and
CO2(0.04%) [82] – and lose a portion of their energy during this process. As an example,
the second-largest peak at 8.23 keV can be explained by the excitation of the following
X-rays by a produced Kα X-ray inside the chamber [90]: Two OKα (524.9 eV), one ArKα

(2.96 keV), and one NKα (292.4 eV) line resulting in a total energy loss of 4.40 keV.
The same reasoning applies to the rest of the unidentified peaks at the aforementioned
energies. It is expected that the X-rays generated by the fluorescence of krypton are the
cause of the additional peaks since the X-ray cross-section of Ta-generated radiation is
at least two orders of magnitude lower than that of Kr for all relevant elements [107].
This claim is further supported by the consistent intensity decrease of all peaks when the
dilution level of krypton is decreased.

According to the NIST database [26], krypton exhibits a slightly lower proton stopping
power than dry air across the 0–6 MeV range. This suggests that protons may induce
a marginally higher X-ray yield related to air components due to increased energy de-
position. However, the Kα peaks of air constituents are not detectable with the current
setup, making it impossible to determine the krypton percentage based on the mea-
surement of only one dilution level. In contrast, tantalum X-rays produced by TNSA
(Kα,Ta = 57.53 keV) interact with krypton with cross-sections 2 to 4 orders of magnitude
higher than with all air components previously listed. From this, it can be concluded
that XRF indeed gives a valuable contribution to the XPIF technique. Especially in the
case of krypton, XRF can help distinguish the Kr lines a bit more from background noise.

Using the TNSA proton spectrum of tantalum, as described in chapter 3, the contribu-
tion of XRF for both characteristic X-rays and Bremsstrahlung can be calculated and
compared to the contribution of protons. Using the amount of radiation/protons that
are hitting the sample and the respective interaction cross-sections, the yield which is
generated per atom in cm2

atom is calculated. The calculations show that PIXE contributes
∼ 85% to the overall signal, with the characteristic part of XRF performing the rest. The
Bremsstrahlung is between two and three magnitudes lower compared to the characteris-
tic X-rays (Kα,β) of the laser-interaction target (Cu) and therefore considered negligible.
While the XRF cross-section database only contains values up to 200 keV, the contribu-
tion is not expected to change significantly since the cross-section values decrease with
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increasing incident energy of the photons [107].
To verify the quantity of krypton molecules in the gas mixture, two commonly used meth-
ods for the analysis of XRF spectra are utilized: the peak area and the peak height [108].
The results of the aerosol analysis using XPIF are recorded in Table 4.5. The area under
a peak is estimated using a Gaussian fit as described in chapter 3. To quantify if a
peak can be recognized as such, the MDL method described in the same section is used.
Comparing the krypton peak areas in air (shown in Table 4.5), the 0.4% dilution corre-
sponds to 8.6% of the reference peak area at a 4% dilution of krypton. The peak height
is similarly reduced to 9.7%. Although it does not equal the expected 10% decrease,
in correlation to the decrease in krypton dilution, both values fall within the expected
error range, given the ∼18% shot-to-shot fluctuation in proton yield. In the case of the
measurement of 0.04% Kr, the height and area indicated a higher krypton content than
expected. This discrepancy is likely due to limitations of the measurement gauge or the
method used to introduce krypton into the chamber. At low dilutions, krypton adsorp-
tion on chamber walls during evacuation and subsequent desorption upon venting can
contaminate the mixture and distort the intended concentration. While negligible at 4%
and 0.4%, this effect becomes significant at lower dilution levels.
Instead, the measurements at dilutions lower than 0.4% were used to refine the estimation
of the SNR at low concentrations. Table 4.5 presents the corresponding SNR values and
the theoretical detection limits of the setup.

Table 4.5 Summary of Kα peak characteristics for different krypton proportions in air
shown in Figure 4.10. The peak height and area for the 0.04% dilution of Kr
are extrapolated from the other two measurements. The values for Ybackground
and YMDL are estimations based on the noise of measurements performed with
a lower dilution.

Kr- Peak height YMDL Ypeak Ybackground

proportion [counts] [counts · keV] [counts · keV] [counts · keV]

4% 3912 21 1188 49
0.4% 378 8 102 8

0.04% (estimated) ∼ 39 7 ∼ 10 - 12 5

Given the presented results, it is estimated that 0.4% currently represents the lowest
dilution that allows for reliable measurements with the current setup. While concentra-
tions as low as 0.04% are most likely also detectable, the measurements are limited by
the hardware and methodology of the gas mixing. At dilutions lower than ∼0.04%, a
declining SNR is expected, making the analysis more challenging. However, performing
more laser shots at lower dilutions could mitigate this limitation. Therefore, the setup
is predicted to be able to confidently measure dilutions down to 0.01% with the current
experimental setup.
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This chapter provides a summary of the results achieved within the scope of this thesis.
Simultaneously, an outlook on future investigations is presented, discussing prospective
experiments and potential modifications to the experimental setup’s hardware and soft-
ware. The chapter also concludes the thesis with an overview of the projected future for
the X-ray and Particle Induced X-ray Fluorescence (XPIF) technique.

5.1 Layer-by-layer XPIF
In this work, the procedure of using XPIF for multilayer structured samples was in-
troduced. After laying the theoretical groundwork by introducing the formalisms and
necessary equations, the current experimental setup with its capabilities and limitations
was explained. The two main components necessary for the presented method are the
energy selector on the hardware side and the custom-written MATLAB procedure on
the software side. It is also demonstrated that the energy selector, designed by Chen et
al. [78], once installed in the ALLS facility, can allow for control of the proton energy spec-
trum and therefore control over the depth of proton dosage deposition. This hardware
component presents the basis for a layer-by-layer scanning method. The calibration and
testing of the selector show that it can generate adequate plateaus of a selected central
energy. However, the bandwidth widening at higher energies poses a limitation to the
accuracy of depth control deeper in the sample. This drawback arises from the distance
of the selector to the source and can not be solved easily due to the limited space inside
the main chamber. Based on the experimental results, the necessary slit positions for
various central energies and bandwidths for future experiments are calculated for future
experiments.
The original MATLAB code written by Frédéric Boivin [2], was expanded with additional
calculations, lookup tables, and features enabling it to analyze samples composed of mul-
tiple layers with different elemental compositions. The modifications mainly encompass
the yield calculations and attenuation by layers above the bulk material, as well as the
elastic diffraction of the incoming X-rays and the implementation of lookup tables for
wider coverage of elemental compositions. The first tests show that the overall routine
and calculations are implemented correctly. However, due to the limited available data,
validating the accuracy of the calculations remains a challenge. The measurement data
of Puyuelo-Valdes et al. [1] could not be fully explained with the implemented yield cal-
culations. Narrowing down the cause of the deviation from the expected results requires

67



CHAPTER 5. SUMMARY AND OUTLOOK

further testing.
Therefore, a new experimental series is planned in the near future. The experiment will
be composed of using XPIF on multiple metallic multilayer samples, shown in Figure 4.5.
This includes the sample used by Puyuelo-Valdes et al., which was used for the validation
of the MATLAB code. The new data will enable us to narrow down the source of the
misidentification of the element composition. Additionally, it will provide us with more
data to extensively test the MATLAB code. Most importantly, the new data will be com-
plete with full knowledge of the experimental parameters and conditions. This means
that finding the complications in the code can be done more efficiently and with increased
precision. The samples will be irradiated with and without the energy selector installed
to gather enough data for the validation of the MATLAB code and the functionality of
the energy selector with a sample present inside the experimental chamber. This will be
the first experiment performed with the selector and the irradiation of a sample at the
same time. In addition to the metallic samples, there are also multiple cultural heritage
mock-ups available for testing, given sufficient time during the experiment window. The
samples are composed of multiple resin and varnish layers with different metallic parti-
cles embedded in them. While carbon can still not be detected with the current X-ray
camera setup, the main target of these experiments is to improve the layer-by-layer scan-
ning method and identify potential complications. The main data of interest from the
experiments is the identification and location of the different particles inside the sample
without the need for a quantitative analysis. Another point of interest is testing how
deep inside the samples the XPIF method can probe. As discussed, this mainly depends
on the composition and order of the different material layers.
Upon conclusion of the experiments, it will be possible to present and further develop a
novel technique capable of analyzing multilayer samples of unknown composition and lo-
cating the elemental distribution within each layer. The accuracy and penetration depth,
of course, depend on the composition of the sample. The technique can find application
in various fields of research, ranging from material science [109, 110], the semiconductor
industry [111], and cultural heritage [10, 112] to biomedical and environmental applica-
tions [113,114].
There are also multiple extensions and improvements planned for the setup’s hardware
and software. Ongoing efforts of the ALLS team are currently directed towards [115,116]:

• The beryllium filter of the X-ray camera is planned to be changed to increase the
detection range to include elements with a lower atomic number than 14. It is also
possible to add another X-ray detector with a different energetic detection range,
enabling a broader coverage of the X-ray spectrum. Additionally, the addition will
also increase the amount of detected X-rays, due to the isotropic nature of X-ray
emission. This increases the signal-to-noise ratio as well as reduces the amount of
necessary laser shots since the number of detected X-rays will nearly double.
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• The energy selector is to be fitted with a better motor for a more accurate control
of the slit position in the upward and downward direction.

• The team is also implementing machine learning to optimize the laser parameters
before the experiment. First results show an improvement of the cut-off energy
while at the same time reducing the number of shots needed to find the best pa-
rameter set. This greatly increases the efficiency of the setup.

• The multi-target holder for the thin foil laser-interaction targets is to be extended
to cover more shots. This improves the efficiency since more shots can be performed
during each pumping cycle.

• Before the upcoming experiments, the MATLAB code will be expanded by the
calculations of secondary fluorescence as well as X-ray yield generated by the
Bremsstrahlung coming from the TNSA target. Additionally, the code will be
able to handle more laser-interaction targets if different materials.

Additional work is also focused on improving the shot-to-shot fluctuations of the pro-
ton and X-ray yield. Overcoming this difficulty will increase the yield significantly and
make the analysis easier. The possibility of using electrons generated during TNSA for
additional excitation of characteristic X-rays within the sample is also under investiga-
tion. This would mean a combination of Particle-Induced X-ray Emission and Energy
Dispersive X-ray fluorescence in the same setup, further enhancing its capabilities and
increasing the X-ray yield in the sample [18].

5.2 Aerosol analysis in air
This work demonstrates that the combination of laser-based PIXE and XRF enables the
detection of gas concentrations down to several hundred ppm without complex sample
preparation. If a reference measurement is available, relative gas concentrations can be
estimated by comparing peak heights or areas using spectral fitting techniques. Although
limitations in the current valve system and background X-ray noise prevent reliable
quantification below 0.4%, the presence of Kr is still clearly discernible at that level.
With improved laser shot-to-shot stability, signal averaging over multiple shots, and
more precise gas control, the system is expected to achieve sensitivities of a few hundred
ppm. This projection is based on the fact that signals corresponding to such dilutions
are already detectable, but are not yet controlled with sufficient accuracy and are largely
obscured by noise.
Challenges in the peak identification procedure can be addressed by narrowing down the
expected element range and by integrating software-assisted analysis. This process can
potentially be enhanced by AI algorithms for better peak detection [117,118]. Automated
routines triggered by threshold conditions would further enable continuous monitoring
of toxic aerosols or fine particulates [119,120].
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Current performance at ALLS demonstrates the feasibility of near real-time laser-XPIF
for applications such as factory exhaust analysis, waste site monitoring, and urban air
quality control [23, 121, 122]. The increased XRF contribution for high-Z elements also
makes this method suitable for detecting radioactive species such as cesium or iodine,
released during nuclear incidents. The system’s resolution even allows for the distinction
between isotopes such as 134Cs and 137Cs [123].
Although more shots are required to excite sufficient X-rays at lower Kr concentrations,
the laser’s 0.625 Hz repetition rate ensures this is not a limiting factor. While stable
higher repetition-rate target solutions still remain a bottleneck for proton acceleration
[124], some solutions already achieve 1 Hz repetition rates with cryogenic hydrogen jets
having an expected scalability up to 1 kHz [125, 126]. Combined with the increasing
availability of compact, cost-effective laser accelerators capable of delivering 3–5 MeV
protons for PIXE [127], the scalability of laser-XPIF is looking promising [23,120]. This
fact is not only limited to environmental applications, but the for the entirety of the
potential operations for XPIF.

70



6 Sommaire récapitulatif en français

6.1 Introduction

Au cours des dernières décennies, des efforts importants ont été consacrés à la recherche
de techniques de diagnostic innovantes. Les méthodes de spectroscopie avancée, telles
que Particle-Induced X-ray Emission (PIXE) et Particle-Induced Gamma-ray Emission
(PIGE) [1], sont très efficaces pour la caractérisation chimique grâce à l’émission de
rayons X spécifiques à chaque élément [1, 2]. Elles sont sensibles, puissantes et non des-
tructives, mais leur dépendance à de grands accélérateurs de particules restreint consi-
dérablement leur application à plus grande échelle. Au-delà des accélérateurs, la PIXE
peut aussi être réalisée à l’aide de sources laser. Cela a ouvert la voie à des applications
en médecine [3, 4], en métrologie [5], pour les tests de matériaux [6, 7], le sondage de
matériaux [8, 9], le patrimoine culturel [10, 11] et les études environnementales. Des ins-
tallations laser comme Advanced Laser Light Source (ALLS) au Canada [12], APOLLON
en France [13] et VEGA en Espagne [14] produisent de tels faisceaux de particules. Les
installations conventionnelles pour le patrimoine culturel incluent AGLAE au C2RMF
du Louvre [15] et le laboratoire INFN-LABEC à Florence [16, 17]. D’autres techniques
similaires existent, comme la X-Ray Fluorescence (XRF) [2] et l’ Energy Dispersive X-ray
fluorescence (EDX) [18] basée sur les électrons. Cette thèse utilise une combinaison de
PIXE et de XRF (nommée X-ray and Particle Induced X-ray Fluorescence (XPIF)) pour
une analyse multi-élémentaire non destructive. Les expériences ont été menées à l’ins-
tallation ALLS, en utilisant le processus Target Normal Sheath Acceleration (TNSA)
pour générer des faisceaux de protons stables jusqu’à ∼ 6 MeV avec des rendements
de 1010 - 1012 [2]. Un avantage clé de cette configuration est l’utilisation des rayons X
supplémentaires produits durant la Target Normal Sheath Acceleration (TNSA), ce qui
augmente le rendement en rayons X et réduit le temps de mesure nécessaire [1]. La PIXE
est un domaine d’intérêt croissant, avec des lignes de faisceau dédiées dans de grandes
installations comme ELI (ELIMAIA) et le C2RMF (AGLAÉ) [19,20]. Malgré un intérêt
considérable et les données disponibles, un outil d’analyse robuste pour les échantillons
multicouches pour des énergies de protons entre 1 et 7 MeV fait défaut. Ce travail vise à
établir un cadre fondamental pour combler cette lacune.
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Objectifs

Le principal avantage d’utiliser des particules chargées comme les protons par rapport
aux électrons (EDX) est leur profil unique de dépôt d’énergie. Elles déposent la majorité
de leur énergie dans une région étroite à la fin de leur trajectoire, connue sous le nom
de pic de Bragg. Pour des protons de 70 MeV, le dépôt d’énergie au pic est 6 fois plus
élevé qu’au point d’entrée, un rapport qui augmente pour des énergies plus faibles [21].
Ce dépôt dépendant de la profondeur, combiné à une pénétration pouvant atteindre le
cm [21, 22], permet de sonder des emplacements spécifiques au sein d’un échantillon.
Même avec un large spectre de protons, les couches sous-jacentes peuvent être analysées.
Bien qu’un large spectre augmente le rendement en rayons X, il complique l’analyse
quantitative car les interactions matérielles dépendent de l’énergie. Ce défi mène aux
deux principaux objectifs de cette thèse :

1. L’objectif principal est l’analyse élémentaire couche par couche d’échantillons mul-
ticouches de composition inconnue. Un code MATLAB personnalisé a été développé
pour interpréter les données brutes, analyser le spectre et calculer les quantités élé-
mentaires, en tenant compte des interactions dans les couches supérieures. Un "sé-
lecteur d’énergie" sera mis en œuvre et calibré pour le balayage couche par couche.
Cette méthode s’avérera particulièrement utile pour le patrimoine culturel et la
science des matériaux, avec des applications potentielles dans les domaines des
semi-conducteurs et de la biologie.

2. Le deuxième objectif est de démontrer la faisabilité de la technique XPIF sur les
aérosols. Cela a été testé en irradiant différentes dilutions de krypton (Kr) dans l’air.
La haute précision de la PIXE (environ 100 ppm) permet la détection d’éléments
tracés nocifs [23]. Comparée à l’EDX/SEM pour les aérosols filtrés [24], qui implique
une préparation d’échantillon complexe et dispose de données limitées sur les seuils
de détection, la XPIF peut être effectuée directement dans l’air. De plus, pour
les gaz courants (carbon (C), oxygen (O), hydrogen (H), nitrogen (N), argon (Ar),
calcium (Ca)) et le Kr, les sections efficaces d’interaction des protons dans la gamme
d’énergie de la PIXE sont de 10 à 1000 fois plus grandes que celles des électrons
aux énergies typiques de l’EDX/SEM [25–28]. Cela fait de la PIXE une alternative
viable.

Plan de la thèse

La thèse est structurée comme suit : D’abord, elle présente les principes physiques et
les équations nécessaires aux mesures et aux calculs. Ensuite, elle détaille le montage
expérimental et le code MATLAB utilisé pour l’analyse des données. Enfin, elle discute
les résultats et les améliorations du code, suivie d’un aperçu des travaux futurs.
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6.2 Théorie
Ce chapitre présente la théorie et les principes physiques nécessaires à la compréhension
des expériences, du code et des données de mesure présentés plus loin dans cette thèse. Il
décrit d’abord la génération du faisceau de protons et des rayons X utilisés pour sonder
le matériau, puis aborde les diverses interactions de ces particules et photons au sein de
la matière solide.

Particle-Induced X-ray Emission et X-Ray Fluorescence

L’approche fondamentale de la X-Ray Fluorescence (XRF) et de la Particle-Induced X-
ray Emission (PIXE) est très similaire à celle de l’EDX. Cependant, le principe de la
XRF et de la PIXE repose sur l’excitation des électrons d’un atome par irradiation de
photons (rayons X) et d’ions (protons). L’analyse des spectres de rayons X produits
permet alors de déterminer la composition chimique de l’échantillon irradié. Les deux
techniques sont non destructives, capables d’identifier plusieurs éléments à la fois, rapides
et offrent un seuil de détection bas (PIXE) ainsi qu’une haute sensibilité [29, 30]. Cela
en fait de bons candidats pour l’analyse d’éléments tracés. La mesure peut être réalisée
sur des échantillons solides, liquides et, comme nous le verrons plus tard, gazeux. Outre
le mécanisme d’excitation, elles diffèrent par le volume analytique, la distribution du
bruit de fond et les limites de détection [9]. La XRF peut offrir une zone d’analyse
relativement grande (jusqu’à quelques mm), tandis que celle de la PIXE est plus petite
(jusqu’à quelques dizaines de µm). Le bruit de fond de la PIXE diminue pour les éléments
à numéro atomique élevé, alors qu’il augmente pour la XRF, la rendant plus adaptée aux
éléments légers. Les deux techniques se complètent donc, le contrôle de la profondeur
d’analyse étant uniquement piloté par le mécanisme PIXE [1]. Les mesures effectuées
dans cette thèse produisent des spectres de rayons X, qui sont ensuite analysés par le
logiciel présenté ultérieurement. Pour une bonne interprétation des données, les principes
physiques de la génération de rayons X sont brièvement expliqués. Un spectre de rayons
X typique est composé d’une partie continue (Bremsstrahlung) et d’un spectre de raies,
dit ”caractéristique” [9, 31]. Ce dernier est, comme son nom l’indique, propre à chaque
élément. Ce processus est bien décrit par le modèle atomique de Bohr, montré à la
Figure 6.1, qui est suffisant pour la compréhension de cette thèse [32]. L’émission de
rayons X caractéristiques se produit lorsqu’un électron est retiré d’un atome par une
source d’excitation externe. Cette éjection crée une lacune, laissant l’atome dans un état
ionisé. Un électron d’une couche supérieure transite alors vers cet état inférieur pour
combler la lacune. La différence d’énergie se traduit par l’émission d’un photon. Comme
ces écarts d’énergie sont uniques à chaque élément, ce phénomène permet de caractériser
les éléments constitutifs d’un échantillon à partir d’un spectre mesuré. Bien que toutes
les transitions soient possibles, la plus probable est celle de la couche L vers la couche K.
Les raies résultantes dans le spectre sont appelées Kα et Kβ. Ces deux raies sont de loin
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Figure 6.1 Génération de rayons X caractéristiques de la couche K. Un proton ou un
photon incident éjecte un électron de la couche K. La lacune est comblée
par un électron d’une couche supérieure, et la différence d’énergie est émise
sous forme de photon. La raie résultante dans le spectre est nommée Kα ou
Kβ selon la transition [33].

les plus dominantes en intensité et en probabilité, et sont donc principalement utilisées
pour l’analyse des spectres de rayons X. L’analyse dans ce travail se base également
uniquement sur les raies Kα et Kβ. Outre l’émission d’un photon, il est aussi possible que
l’énergie soit utilisée pour libérer un second électron de l’atome. C’est ce qu’on appelle
l’effet Auger. Il est cependant surtout présent dans les éléments à faible numéro atomique
(Z < 12) [32] et ne sera pas détaillé davantage, car ces éléments ne sont pas dans la plage
de détection du détecteur de rayons X, discutée au chapitre section 6.3.

Accélération normale par gaine à la surface de la cible

Cette section explique la génération de faisceaux d’ions par accélération laser. L’utili-
sation de lasers pour générer des ions n’est pas une idée nouvelle. Les premières expé-
riences Target Normal Sheath Acceleration (TNSA) sur des cibles métalliques, stimulées
par l’avènement des lasers femtosecondes, ont été publiées en 2000 [34,35]. Depuis, le do-
maine a connu des avancées significatives, ouvrant la voie à de nombreuses applications.
Les faisceaux d’ions produits par laser sont uniques en raison de leur grand nombre de
particules et de leurs rafales énergétiques et intenses. Le nom TNSA vient du fait que
les ions se dilatent normalement depuis la surface arrière de la cible, en forme de cône.
Cette section se concentrera sur le principe de fonctionnement du mécanisme TNSA, sans
entrer dans des détails théoriques ou mathématiques excessifs, car ce n’est pas le sujet
principal de cette thèse. Pour produire un faisceau d’ions à partir de l’interaction entre
un laser et une feuille de métal solide, plusieurs conditions sont requises [36–38] :

• Une intensité d’impulsion laser supérieure à 1018 W
cm2 pour déclencher la force pon-
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déromotrice.

• Une impulsion courte (< ps), plus brève que le temps d’expansion de la cible, pour
maintenir la surface arrière intacte.

• Un contraste laser élevé (rapport entre l’impulsion principale et les pré-impulsions,
ou ASE) [39].

• Une cible très mince (de l’ordre du nanomètre ou du micromètre).

Les systèmes modernes d’accélération par laser utilisent l’ionisation par effet tunnel. Le
processus TNSA commence par la force pondéromotrice du laser qui génère des électrons
chauds, ce qui modifie la distribution de charge dans la cible. Les champs de séparation
de charge qui en résultent accélèrent alors les ions. Les bases de cette technique sont
illustrées à la Figure 6.2 et sont résumées ici en se basant sur les travaux de M. Roth, M.
Schollmeier [36] et J. Schreiber [39].

Figure 6.2 Schéma du processus TNSA, tiré de [36]. L’impulsion laser frappe la cible
d’épaisseur micrométrique. Une pré-impulsion crée un pré-plasma avec lequel
l’impulsion principale interagit. Des électrons de l’ordre du MeV sont ensuite
propulsés à travers la cible, formant une gaine d’électrons dense à la surface
arrière. Les forts champs de séparation de charge (∼ TV

m ) ionisent les atomes
à l’arrière de la feuille, qui sont ensuite accélérés par ce champ.

Pour une accélération efficace des protons, une surface de cible non perturbée est essen-
tielle, ce qui signifie qu’un rapport de contraste temporel élevé (≥ 106) est nécessaire pour
supprimer les pré-impulsions. Au-dessus du seuil d’intensité relativiste (IL > 1018 W

cm2 pour
un laser de 1 µm), la force pondéromotrice pousse les électrons, ionisés par effet tunnel,
vers l’avant. L’efficacité de conversion peut atteindre 90% à des intensités très élevées,
générant ainsi de nombreux électrons énergétiques nécessaires. Le nombre d’électrons
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chauds est estimé par N = ηEL
kbThot

[36], où EL est l’énergie du laser et Thot l’énergie ci-
nétique moyenne de l’électron. Les électrons accélérés sont chauffés par des mécanismes
tels que le chauffage J⃗ × B⃗ et le chauffage par le vide dans la gamme d’intensité de 1018

- 1020 W
cm2 . Ces électrons chauds traversent la cible à des vitesses relativistes, de sorte

que leur libre parcours moyen dépasse l’épaisseur de la cible, bien que seule une fraction
s’en échappe. Pour contrer le champ magnétique auto-généré par les électrons en dépla-
cement, des courants de retour se forment, comme le montre la Figure 6.3. Sans eux,
le champ magnétique limiterait gravement le déplacement des électrons. Les collisions
et la diffusion provoquent également une divergence de la distribution des électrons, ce
qui réduit encore l’effet du champ magnétique [36,39]. À la surface arrière, la séparation
des charges piège la plupart des électrons, formant une "gaine". Cette gaine crée un fort
champ électrostatique sur une distance de l’ordre de la longueur de Debye λD [41].

Figure 6.3 Schéma du transport des électrons rapides générés par laser dans la cible.
Le courant d’électrons jfast (vert) crée une filamentation (rouge clair) et des
champs magnétiques (bleu). À l’arrière, la gaine d’électrons provoque une
recirculation jret. et confine les électrons. Figure tirée de [36].

La densité d’électrons à l’arrière est proportionnelle à l’intensité du laser et inversement
proportionnelle à l’épaisseur de la cible. Le champ qui en résulte, d’une intensité de
plusieurs TV

m , confine les électrons de plus faible énergie, les faisant recirculer. Cette re-
circulation est particulièrement importante pour les feuilles de moins de 10 nm, car elle
augmente l’énergie maximale des protons [36]. Le champ électrique longitudinal ionise
les impuretés à la surface arrière de la cible, et ces ions sont accélérés normalement à la
surface jusqu’à des énergies pouvant atteindre des centaines de MeV. L’ionisation par le
champ est le processus dominant. Ces conditions mènent à un faisceau d’ions de haute
qualité, de faible divergence et orienté vers l’avant. Une impulsion laser courte est essen-
tielle pour un champ accélérateur puissant, et un contraste laser élevé (voir Figure 6.2)
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est nécessaire pour éviter la formation prématurée de plasma. Ainsi, le mécanisme TNSA
repose sur un nuage dense d’électrons chauds pour le transfert d’énergie, l’accélération
étant expliquée par un modèle d’expansion de plasma [38,42]. En conclusion, ce processus
génère également des rayons X [2]. Les énergies des photons correspondent généralement
aux raies Kα et Kβ du matériau de la cible. Pour les matériaux à numéro atomique plus
élevé, le Bremsstrahlung élargit le spectre [27]. Les expériences décrites dans cette thèse
ne prendront en compte que les protons et les rayons X caractéristiques dans les calculs
de rendement [36].

Interaction des rayons X et des ions avec la matière

Cette section examine l’interaction des protons et des rayons X avec un échantillon, en
se concentrant sur la perte d’énergie et la génération de rayons X caractéristiques. Les
équations clés utilisées pour l’analyse des spectres de rayons X avec un code MATLAB
personnalisé seront détaillées.

Règle d’additivité de Bragg

Avant d’aborder les interactions, nous devons introduire la règle d’additivité de Bragg
(Bragg et Kleeman 1905 [43]). Cette règle permet de calculer des propriétés comme le
pouvoir d’arrêt pour les matériaux composés, souvent absentes des bases de données.
Elle approxime la propriété d’un composé par la somme pondérée de ses composants
élémentaires [9, 44,45] :

S

ρ
=
∑
i

wi

(
S

ρ

)
i

, (6.1)

où S
ρ est le pouvoir d’arrêt massique et wi est la fraction massique de chaque élément. La

règle, montrée à l’Equation 6.1, est une approximation qui ignore les liaisons chimiques et
les états physiques [9]. Néanmoins, elle est généralement considérée comme précise [44].

Mécanismes d’interaction des rayons X avec la matière

Cette partie traite de l’interaction des rayons X avec des échantillons solides, y compris
la perte d’énergie et le calcul du rendement de la X-Ray Fluorescence (XRF) dans les
échantillons minces et épais.

Loi de Beer-Lambert

La loi de Beer-Lambert décrit la diminution exponentielle de l’intensité I des photons
traversant un matériau homogène [46,47] :

I = I0 · e−µ·d·ρ, (6.2)
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où I0 est l’intensité initiale, µ le coefficient d’atténuation massique, et d et ρ l’épaisseur et
la densité de l’échantillon. La règle de Bragg s’applique également ici pour les composés.
Le coefficient d’atténuation massique µ dépend de l’énergie. Comme on le voit pour le
copper à la Figure 6.4, il y a un front d’absorption K abrupt. À cette énergie, les photons
incidents peuvent éjecter les électrons de la couche K, provoquant une forte augmentation
de l’absorption [46].

Figure 6.4 Le coefficient d’atténuation massique µ
ρ (ligne continue) et le coefficient

d’absorption d’énergie massique µen

ρ (ligne pointillée) en fonction de l’énergie
des photons pour le copper. Tiré de Krause et al. [48]

Sections efficaces

Pour comprendre le calcul du rendement des rayons X, le concept de section efficace
est essentiel. Il quantifie la probabilité d’une interaction particulière. Bien qu’on puisse
l’imaginer comme une surface cible, la réalité quantique est plus complexe. Ce travail
utilise des sections efficaces totales, qui somment les probabilités de toutes les interactions
possibles.

Principes du calcul du rendement XRF

Pour le calcul du rendement XRF, l’épaisseur de l’échantillon est cruciale. Un échan-
tillon "épais" atténue complètement le rayonnement incident, tandis qu’un échantillon
"mince" entraîne une perte d’énergie négligeable (définie ici comme <5%) [9, 31]. Pour
des rayons X de 8.058 keV, cela correspond à une couche de Cu de ∼1.25 µm ou une
couche de Ti de ∼570 nm. L’"épaisseur" pertinente est l’épaisseur effective, où la particule
est complètement absorbée. Elle dépend de la particule, de son énergie et du matériau
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de l’échantillon. Les échantillons épais nécessitent de considérer la fluorescence secon-
daire et l’auto-absorption, mais offrent une meilleure sensibilité. Les échantillons minces
ont l’avantage que l’auto-absorption peut être ignorée et que les sections efficaces res-
tent constantes [9]. L’analyse de cette thèse utilise les deux formalismes en fonction de
l’épaisseur effective de la couche. Les calculs sont basés sur les concentrations massiques
élémentaires. Une approche par paramètres fondamentaux relie les intensités mesurées
des raies X Nij (comptes) à la masse mj de l’élément j dans l’échantillon [9] :

Nij = I0Gϵij β ·mj · σij(E). (6.3)

Ici, G est un facteur géométrique, ϵij l’efficacité de détection, σij la section efficace de
fluorescence, et β le terme de correction pour l’auto-absorption :

β = 1 − exp [−(µi cscϕ− µf cscψ)M ]
(µi cscϕ− µf cscψ)M , (6.4)

avec M étant la masse totale de l’échantillon, µi
µf

les coefficients d’absorption massique à
l’énergie incidente et fluorescente et ϕ

ψ l’angle rasant d’incidence/fluorescence. La section
efficace de fluorescence de la couche K est calculée comme suit [51] :

σij = σK · ωK · FKj , (6.5)

où σK est la section efficace de photo-ionisation, ωK le rendement de fluorescence (proba-
bilité d’émission), et FKj le taux d’émission fractionnaire. Toutes les valeurs nécessaires
sont disponibles dans des bases de données. L’incertitude combinée pour les calculs de
rendement basés sur l’intensité Kα est d’environ 5 % [51]. Le formalisme de la cible
épaisse pour la XRF est utilisé lorsque les rayons X incidents sont complètement atté-
nués. L’analyse ne nécessite que la profondeur effective teff, au-delà de laquelle les rayons
X sont soit absorbés, soit ne peuvent s’échapper. Elle est définie comme [9] :

teff(hνKα/β
) = β × t =

1 − exp
(
−
(

µγ

cos θ1
+ µx

cos θ2

)
ρt
)

(
µγ

cos θ1
+ µx

cos θ2

) . (6.6)

µγ et µx sont les coefficients d’absorption massique pour les rayons X entrants et sortants,
respectivement. Le rendement de la cible épaisse peut alors être calculé comme suit [9] :

Yx,i = Ω
4πNA

mj

Mj
ϵij
[
NKασj(hνKα)teff(hνKα) +NKβ

σj(hνKβ)teff(hνKβ
)
]
. (6.7)

Pour ces calculs, on suppose un échantillon homogène. Il est important de noter que
les rayons X caractéristiques ne peuvent être produits que si l’énergie du rayonnement
incident est supérieure à l’énergie de liaison des électrons de l’élément dans l’échantillon.
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Diffraction élastique

Les rayons X peuvent être diffractés par un échantillon cristallin et retourner vers le
détecteur par interférence constructive. Cela peut faire apparaître des pics de rayons X
provenant de la cible d’interaction laser dans le spectre, même si cet élément n’est pas pré-
sent dans l’échantillon. Si l’échantillon contient le même élément, ce signal de diffraction
est indiscernable de la fluorescence de l’échantillon, ce qui entraîne une surestimation.
Par conséquent, l’intensité diffractée doit être calculée et soustraite pour une analyse
précise [52, 53]. Les calculs supposent un faisceau monochromatique frappant un échan-
tillon de poudre, constitué de nombreux petits cristaux orientés aléatoirement. Cette
orientation aléatoire garantit que certains plans cristallins (hkl, indices de Miller [52])
seront toujours correctement alignés pour produire une réflexion de Bragg, comme décrit
à l’Equation 6.9. Par exemple, avec une cible de copper (courante au laboratoire ALLS)
et un angle de 90° entre les faisceaux incident et sortant, la loi de Bragg indique que les
plans 311 et 131 (voir Figure 6.5) satisferont la condition de réflexion.

Figure 6.5 Le plan cristallographique 311. Le plan 113 est similaire mais orienté le long
d’un axe différent [54]

2d · sin(θ) = n · λ (6.8)

dhkl = a√
h2 + k2 + l2

(6.9)

La puissance totale diffractée P par la réflexion sur un plan (hkl) donné est décrite
comme suit [52] :

P = I0
16πR ·

(
e4

m2c4

)
· V λ

3mhklF
2
hkl

v2
a

·
(

1 + cos2(2θ)
2 sin(θ) sin(2θ)

)
, (6.10)
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où V est le volume cristallin effectif, I0 l’intensité initiale, mhkl le facteur de multiplicité,
Fhkl le facteur de structure, et λ la longueur d’onde des rayons X. Le terme

(
e4

m2c4

)
provient de la diffusion Thomson. Le facteur de multiplicité tient compte de la symétrie.
Pour le copper, avec sa structure cubique à faces centrées (cfc), le facteur de multiplicité
pour la famille de plans 113,131 et 311 est de 24.
Le facteur de structure Fhkl est l’onde résultante diffusée par tous les atomes d’une maille.
Pour une réflexion de Bragg sur le copper, il est simplement F = 4 · f , où f est le facteur
de structure cristallin et 4 est le nombre d’atomes dans une maille cfc. Le dernier terme de
l’Equation 6.10 est un facteur de polarisation. Comme l’Equation 6.10 donne la puissance
par unité de longueur, elle doit être ajustée pour la géométrie du détecteur en multipliant
par la surface du cône de diffraction à la distance du détecteur. La diffusion inélastique
(Compton) peut également se produire. Contrairement à la diffusion élastique, elle est
incohérente et produit un fond diffus dans le spectre des rayons X, qui est souvent perdu
dans le bruit. Ses effets sur la mesure sont minimes et peuvent être calculés à l’aide d’une
approche de mécanique ondulatoire [52].
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Fluorescence secondaire

La fluorescence secondaire est une autre source de rendement en rayons X en PIXE
et XRF. Ce phénomène se produit lorsque les rayons X caractéristiques d’un élément
excitent un autre élément de l’échantillon, qui émet à son tour ses propres rayons X. Par
exemple, dans un alliage iron-chromium, les rayons X Fe Kα (6.40 keV) peuvent exciter
le chromium (énergie de liaison de la couche K > 5.989 keV), produisant des rayons X
secondaires Cr Kα (5.41 keV). Cela augmente le signal Cr mesuré tout en réduisant le
signal Fe détecté, ce qui complique l’analyse [9,56]. Négliger cet effet, en particulier dans
les systèmes multicouches, peut entraîner des erreurs importantes dans l’estimation de la
composition élémentaire.

Mécanismes d’interaction des protons avec la matière

Cette section présente la théorie de l’interaction des protons avec les solides, établissant
les bases pour les calculs utilisés dans l’analyse de spectre par MATLAB discutée au
section 6.3.

Dépôt d’énergie et pouvoir d’arrêt

Le ralentissement des ions dans la matière chaude est bien compris et essentiel pour le
sondage des matériaux, car la perte d’énergie en fonction de la profondeur est la clé de
l’analyse quantitative. La physique peut être décrite avec précision [44], mais des calculs
détaillés ne sont pas nécessaires pour cette thèse. Les calculs se concentrent sur le pouvoir
d’arrêt S, qui relie la perte d’énergie dϵ d’une particule à la distance parcourue x dans
le matériau [31,57] :

S(E) = − dϵ

dx
. (6.11)

Les particules chargées perdent de l’énergie par collisions inélastiques (arrêt électronique),
collisions nucléaires élastiques et Bremsstrahlung. Pour les particules massives> 0.4 MeV,
l’arrêt électronique domine, car l’arrêt nucléaire et le Bremsstrahlung sont négligeables
(∼ 0.1%) [58]. Ce processus est décrit par la formule de Bethe-Bloch [59] :

S = −dϵK
dx

= 4πNAρ

M

(
e2

4πϵ0

)2
z2Z

mev2β2

[
ln
(

2mev
2β2

I(1 − β2)

)
− β2 − C

Z
− δ

2

]
, (6.12)

où NA est la constante d’Avogadro, ρ la densité, M la masse molaire, me et e la masse et
la charge de l’électron respectivement, z et v la charge et la vitesse de la particule, Z le
numéro atomique et β la vitesse relative à celle de la lumière dans le vide. Cette version
inclut des corrections de couche (CZ ) et de densité (δ/2), tenant compte respectivement de
la vitesse élevée des particules et de la polarisation diélectrique [60]. Le pouvoir d’arrêt est
utilisé pour calculer la dose macroscopique déposée D à l’aide de la fluence des particules
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ϕ :
D = ϵdep

m
= S(ϵK,0, x, z, Z) · ϕ. (6.13)

Le calcul de l’Equation 6.12 pour les protons résulte en une perte d’énergie en fonction
de la profondeur, illustrée à la Figure 6.6.

Figure 6.6 Percentage Depth Dosage (PDD) de différents types de faisceaux de parti-
cules dans l’eau, tiré de [22]. (a) photons, (b) électrons, (c) neutrons, et
(d) particules lourdes chargées. L’axe y est la PDD en pourcentage, et l’axe
x la profondeur de pénétration.

Comme le montre la Figure 6.6, la caractéristique dose-profondeur dépend du type de
particule. Contrairement aux photons ou aux électrons, les particules lourdes comme les
protons déposent la majeure partie de leur énergie à la fin de leur parcours (Figure 6.6(d)).
Ce pic dans la PDD est appelé pic de Bragg [22]. Sa position est contrôlée par l’énergie
initiale du proton, ce qui permet de cibler précisément l’endroit où les rayons X sont
générés. La largeur du pic est due à la fluctuation de parcours ("range straggling"), un
effet statistique dû aux événements de diffusion aléatoires.
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Figure 6.7 Forme du pic de Bragg en fonction de la distance parcourue par les protons
dans un échantillon, tiré de [44]. Il montre la dose d’énergie déposée en
fonction de la distance pour des énergies de protons de 69 à 231 MeV.

Comme le montre la Figure 6.7, avec une profondeur de pénétration croissante, le pic de
Bragg devient plus bas et plus large. Cela est dû au fait que l’énergie du proton diminue,
ce qui augmente le pouvoir d’arrêt du matériau, tandis que la diffusion multiple élargit
la fluence du faisceau. Les expériences à l’Advanced Laser Light Source (ALLS) (voir
section 6.3) utilisent des énergies plus faibles (jusqu’à 6.5 MeV) que celles présentées, ce
qui garantit des pics plus nets et un meilleur contrôle de la profondeur.

Principes du calcul du rendement PIXE

Le calcul du rendement PIXE utilise la même approche par paramètres fondamentaux
que la XRF, où le rendement est proportionnel à la concentration massique. Pour les
échantillons minces, où les particules perdent peu d’énergie, le rendement est calculé
comme suit [9, 31] :

Yxi(Z,E0) = σxi(Z,E0) · (nt′) ·Np · ϵxi , (6.14)

où σxi est la section efficace de production induite par les protons [62], nt′ la densité
surfacique, et Np le nombre de protons. Pour un spectre de protons continu, ceci doit
être intégré sur la gamme d’énergie pertinente. Pour les échantillons épais, où les protons
s’arrêtent complètement, le calcul du rendement nécessite une intégration sur la perte
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d’énergie [9] :

Yp,i = Ω
4πNAMjmj

∫ E1

E0
fp(Ep)

∫ 0

Ep

σj(E)ωj Tj(E) dE

S(E)dEp (6.15)

Tj(E) = exp
(

−µj
∫ E

Ep

dE′

S(dE′)
cos θ1
cos θ2

)
, (6.16)

où fp = dE dΩ
d2N est la distribution large en énergie des protons de l’installation décrite

au section 6.3, σi la section efficace d’ionisation [63], S(E) le pouvoir d’arrêt du proton
(calculé avec SRIM [50]), et Tj(E) le terme d’atténuation des rayons X.
Cette analyse devrait avoir un niveau de confiance d’environ 5%, bien que cela dépende
de facteurs expérimentaux [9]. L’objectif est d’analyser des échantillons de composition
inconnue. Comme certains calculs (comme la diffraction) nécessitent cette information, un
processus itératif de mesure et d’analyse est nécessaire, en particulier pour les échantillons
multicouches. Des solutions potentielles sont discutées dans le chapitre suivant.

Bremsstrahlung

En plus des raies caractéristiques, les électrons génèrent un spectre de rayons X continu
via le Bremsstrahlung lorsqu’ils sont déviés par un noyau atomique. Le spectre résultant
se superpose aux raies caractéristiques (Figure 6.8) et peut également être utilisé pour
l’analyse XRF [2,9, 31,57].

Figure 6.8 Un spectre d’émission typique d’un tube à rayons X. Le spectre continu de
Bremsstrahlung est réabsorbé à plus basse énergie [65].

La contribution du Bremsstrahlung augmente avec le numéro atomique. Pour une cible de
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copper, son rendement est comparable à celui du Kα [66]. Cependant, comme la section
efficace XRF est beaucoup plus faible à haute énergie, la contribution du Bremsstrahlung
est initialement négligée dans cette thèse. Pour les expériences sur les aérosols utilisant
une cible de tantalum, le rendement du Bremsstrahlung ne peut plus être négligé et son
influence sera discutée plus en détail dans le chapitre suivant.
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6.3 Montage expérimental et méthodologie
Ce chapitre présente le montage expérimental ainsi que le code d’analyse MATLAB. En-
semble, ils constituent la base de l’analyse multicouche. Le montage comprend quatre
parties principales : la chambre de la source de protons Target Normal Sheath Accele-
ration (TNSA), un sélecteur d’énergie, la chambre d’échantillonnage, et les diagnostics
pour les rayons X et les protons. La section sur le code couvrira l’identification des pics
et l’implémentation des équations physiques pour obtenir des résultats quantitatifs.

Montage expérimental

Le cœur de la ligne de faisceau ALLS est un laser Ti :Saphir de 150 TW (longueur
d’onde centrale de 800 nm, taux de répétition de 2.5 Hz). Après compression, il délivre
des impulsions de 22 fs (Full Width Half Maximum (FWHM)), qui sont guidées dans la
chambre principale. Le montage est illustré au Figure 6.9.

Chambre principale

Le faisceau à polarisation p (diamètre de 100 mm) est focalisé par une parabole hors-axe
f/3 sur une tache de 5 µm sur une cible en feuille mince de haute pureté (ex. ∼5 µm).
Un porte-cible motorisé avec une matrice de 400 trous permet des tirs répétés et rapides.
Le vide de la chambre est < 10−6 mbar. Le faisceau de protons, produit par TNSA, se

Figure 6.9 Schéma des principaux composants montrés à la ??

propage normalement à la cible. Deux aimants (0.1 T), à 20 cm de la source, dévient
les électrons co-mobiles jusqu’à 10 MeV, tandis que les protons plus massifs sont moins
affectés. Le système est d’abord aligné avec un laser rouge. Le faisceau laser principal
est ensuite optimisé à l’aide d’un miroir déformable pour obtenir un front d’onde plat,
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surveillé par un capteur de front d’onde et une caméra Charge Coupled Device (CCD).
Une fois réglés, ces paramètres restent fixes pour toute l’expérience XPIF.

Sélecteur d’énergie

Le ”sélecteur d’énergie”, montré en Figure 6.10, un dispositif passif compact conçu par
Chen et al. au LULI [78], est placé après les aimants pour contrôler la largeur de bande
énergétique du faisceau de protons. Il utilise quatre jeux d’aimants de 1 T et des fentes
pour d’abord disperser le faisceau par énergie, sélectionner une plage d’énergie spécifique,
puis le recombiner sur l’axe d’origine. La déflexion est régie par la force de Lorentz [79] :

F = q · v⃗ × B⃗, (6.17)

où q est la charge du proton, v⃗ sa vitesse, et B⃗ le champ magnétique.

Figure 6.10 Dessin CAO du sélecteur d’énergie montrant l’orientation du champ ma-
gnétique et les trajectoires prédites des ions. Tiré des travaux de Chen et
al. [78].

La simulation SIMON de la Figure 6.11 montre les trajectoires des protons de 100 keV
à 1 MeV. Conformément à la Equation 6.17, la force de Lorentz dévie davantage les
protons de plus basse énergie, tandis que les protons de plus haute énergie sont regroupés
plus étroitement en raison de la dépendance non linéaire de la force avec l’énergie. Ces
observations seront vérifiées expérimentalement au section 6.4.
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Figure 6.11 Simulation SIMON des trajectoires de protons entre 100 keV et 1 MeV.
Tiré des travaux de Chen et al. [78].

Chambre expérimentale

Les échantillons sont montés dans une petite chambre en aluminium, connectée à la
chambre principale mais avec un vide séparé (∼ 10−6 mbar) pour permettre des change-
ments rapides d’échantillons. Elle est isolée par une fenêtre en Kapton® de 7.5 µm et une
vanne-porte. Les échantillons solides sont montés sur un support à un angle de 45° par
rapport au faisceau de protons incident et à la caméra à rayons X, comme le montre la
Figure 6.12.

Figure 6.12 Gauche : Photo de la chambre d’échantillonnage. Droite : Schéma de l’orien-
tation de l’échantillon par rapport au faisceau de protons et à la caméra à
rayons X.

Pour les expériences avec des gaz, comme le krypton (Kr), la chambre est évacuée, remplie
avec une pression partielle précise du gaz, puis pressurisée à la pression ambiante avec
de l’azote. La concentration est surveillée avec une jauge à vide et calculée à l’aide de la
loi des gaz parfaits :

pV = nRT. (6.18)

89

Figure removed due to copyrights issues



CHAPITRE 6. SOMMAIRE RÉCAPITULATIF EN FRANÇAIS

Thomson Parabola

Un spectromètre à parabole de Thomson (Thomson Parabola (TP)) [83] est utilisé pour
acquérir le spectre de protons du processus TNSA. Il utilise des champs électrique (E)
et magnétique (B) parallèles pour dévier les ions sur un détecteur (voir Figure 6.13). Les
ions ayant le même rapport charge/masse ( ZM ) suivent une parabole distincte, permettant
leur identification. La déflexion en x et y est décrite par [84] :

x = Ze · E
Ei

lD

2 , (6.19)

y = Ze · B√
MEi

lD√
2
, (6.20)

où Ei est l’énergie de la particule.

Figure 6.13 Schéma et principe de fonctionnement d’un spectromètre à parabole de
Thomson, tiré de Vallières [40].

Le spectre final de protons, montré à la Figure 6.14, est une moyenne de plusieurs tirs
et sert de base pour les calculs de rendement ultérieurs. Deux éléments de cible ont été
utilisés : le copper (Cu) pour les échantillons métalliques multicouches et le tantalum
pour l’étude des aérosols de Kr. L’utilisation d’une feuille de Ta a produit un rendement
global de protons 9% plus élevé et une énergie de coupure supérieure d’environ 7 MeV,
contre 5 MeV pour le cuivre.
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Figure 6.14 Spectres de protons pour le Ta (moyenne de 38 tirs) et le Cu (10 tirs). Les
barres d’erreur de ±15% sont omises pour plus de clarté.

Détecteurs à temps de vol

Deux détecteurs à diamant à Time of flight (ToF) sont utilisés pour vérifier les mesures
du TP. En se basant sur le temps que met un ion à parcourir une distance connue, son
énergie cinétique peut être calculée :

Ekin = (γ − 1)Mpc
2, γ = 1√

1 − β2 , β = L

c · ToF
, (6.21)

où L est la longueur du trajet de vol.

Caméra à rayons X

Pour la spectroscopie de rayons X, une caméra PI-LCX :1300 refroidie à l’azote liquide
est utilisée, placée à 90° par rapport au faisceau de protons. Cette caméra à illumination
frontale possède une matrice de 1340×1300 pixels sur une puce de silicon (Si) de 50 µm.
Elle a une bonne efficacité de détection entre 2.5 et 20 keV. À 12.6 keV (la raie Kα du
Kr), la caméra a une résolution de 0.222 keV, calculée comme suit [91] :

∆E = 2.35 · 3.65

√
N2 + F · E

3.65 , (6.22)

avec F étant le facteur de Fano, N le bruit de lecture, et E l’énergie. Le spectre final
analysé par le code MATLAB est accumulé sur plusieurs tirs.
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Méthodologie

Cette section détaille le programme MATLAB personnalisé pour l’analyse quantitative
et multicouche. Le code, basé sur une version initiale de Bovin et al. [2] pour des échan-
tillons homogènes, a été considérablement étendu. La routine originale n’exploitait pas
les caractéristiques uniques du dépôt d’énergie des protons décrites au section 6.2, était
limitée à une cible en copper et ne supportait que quelques éléments. Pour permettre
une analyse couche par couche, le code a nécessité des mises à jour majeures pour gé-
rer à la fois les protons et les rayons X, ainsi que les spectres de protons continus et
à bande étroite. Une nouvelle routine a été développée pour cette thèse afin d’effectuer
une analyse multicouche. Elle itère sur plusieurs mesures, en utilisant les résultats des
couches précédentes pour calculer l’atténuation et le rendement des couches suivantes.
Les calculs incluent la PIXE, la XRF et la diffraction des rayons X, et peuvent utiliser
soit un spectre de protons complet (comme dans la Figure 6.14), soit des spectres étroits
du sélecteur d’énergie. Un système de tables de consultation évolutif a été implémenté
pour gérer la complexité accrue des matériaux et des éléments. Cependant, la différence
entre l’analyse qualitative et quantitative sera d’abord brièvement expliquée.

Analyse qualitative et quantitative

L’analyse qualitative identifie les éléments constitutifs d’un échantillon par leurs em-
preintes de rayons X caractéristiques (raies Kα,β) et est un prérequis à l’analyse quan-
titative. Le principal défi est de différencier les pics qui se chevauchent, comme un pic
Kβ fort d’un élément masquant un pic Kα plus faible d’un autre, ou des pics L dominés
par des pics K. La résolution du détecteur est donc essentielle. Des algorithmes d’ajus-
tement sont utilisés pour déconvoluer ces pics [9]. L’analyse quantitative, plus complexe,
détermine avec précision la concentration de chaque composant. Elle nécessite un éta-
lonnage avec des standards de référence. Pour cette thèse, la caméra a été étalonnée à
l’aide d’échantillons de haute pureté de titanium (4.51 keV), nickel (7.48 keV), copper
(8.05 keV), zinc (8.64 keV), niobium (16.62 keV), molybdène (17.48 keV) et argon (22.16
keV) [90]. Cela fournit un ajustement par régression linéaire pour les données. Une ana-
lyse quantitative précise doit également tenir compte d’effets tels que la diffraction, les
pics d’échappement et les événements d’empilement, qui sont détaillés dans la section
suivante. Le code MATLAB présenté dans ce chapitre est conçu pour effectuer les deux
types d’analyse.

Analyse des données avec MATLAB

La routine MATLAB requiert trois entrées : le spectre de rayons X mesuré, le rendement
en protons/rayons X de la source TNSA, et divers paramètres expérimentaux (ex : épais-
seur de l’échantillon, orientation, efficacité de la caméra). Le flux de travail de base est
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illustré à la Figure 6.15.

Figure 6.15 Schéma du code MATLAB personnalisé illustrant les entrées et sorties de
la procédure

Le code identifie d’abord les éléments présents dans l’échantillon à partir du spectre
de rayons X. Il calcule ensuite de manière itérative le rendement théorique pour chaque
élément et optimise une fonction de coût pour trouver les rapports de masse qui décrivent
le mieux les données expérimentales. Pour l’analyse multicouche, ce processus est répété
en boucle couche par couche, en incluant les effets d’atténuation des couches précédentes.
Le résultat final fournit les rapports de masse calculés et une comparaison entre les
rendements théoriques et mesurés, indiquant la qualité de l’ajustement.
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Traitement des données de la caméra à rayons X

L’image en niveaux de gris 16 bits du détecteur de rayons X (1300×1340 pixels) est
convertie en un spectre d’énergie. La Figure 6.16 montre un exemple de cette conversion.

Figure 6.16 Droite : Un extrait de l’image enregistrée par la caméra CCD. Gauche : Le
spectre de rayons X résultant après conversion. Les cercles rouges marquent
des événements trop rapprochés pour être considérés comme un Single Pixel
Event (SPE).

D’abord, le code lit le fichier de données “.SPE” et soustrait le bruit de fond mesuré.
Ensuite, un algorithme de filtrage d’Événements à Photon Unique (Single Pixel Event
(SPE)) est appliqué [94,95]. Il identifie les “vrais” photons en vérifiant si un pixel illuminé
est isolé et dépasse un seuil défini par le bruit de fond :

threshold = Y background + 3σ. (6.23)

Cela améliore la résolution en énergie au détriment des statistiques de photons. Les
valeurs de gris filtrées sont ensuite converties en énergie de photon à l’aide des données
d’étalonnage de la section 6.3 et de la transformation suivante [95] :

dN

dE
= a

k1(E) ·QE(E) · T (E) · Ωc
· dNSPE

dE
, (6.24)

où QE(E) est l’efficacité quantique, Ωc l’angle solide, T (E) la transmission de la fenêtre,
et k1(E) la probabilité de détection SPE. L’utilisateur peut optionnellement appliquer
une courbe de correction et supprimer manuellement les raies de contaminants connus
(par ex. le iron ou le chromium (Cr) de la chambre). Les pics du spectre résultant sont
identifiés en comparant leurs énergies à une base de données [90]. Ceci est compliqué par le
chevauchement de pics (par ex. titanium Kβ et vanadium Kα) qui peuvent être en dessous
de la résolution du détecteur. Les artéfacts courants comme les pics d’échappement (à
E − 1.7 keV pour un détecteur en Si) et les événements d’empilement (pics de somme)
sont également pris en compte. Le code vérifie ces problèmes ainsi que la présence de
rayons X diffusés élastiquement par la cible laser pour éviter une mauvaise identification.
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Pour calculer le rendement intégré, chaque pic est ajusté avec une fonction gaussienne,
lorentzienne ou triangulaire. En cas d’échec de l’ajustement, une intégration numérique
est utilisée. Le bruit de fond sous le pic est estimé à partir de la surface dans les limites
de la FWHM, comme le montre l’ajustement gaussien de la Figure 6.17.

Figure 6.17 Ajustement de pic gaussien (ligne pointillée rouge) d’une mesure de Kr Kα

(bleu). La zone à l’intérieur de la FWHM (lignes pointillées noires) définit
le rendement (gris) et le bruit de fond (rouge).

Les pics sont validés à l’aide de la méthode de la Limite de Détection Minimale (Minimal
Detectable Limit (MDL)), où le rendement du pic doit dépasser trois fois la racine carrée
du rendement du bruit de fond pour être considéré statistiquement significatif [97] :

YMDL = 3 ·
√
Ybackground. (6.25)

Après ce processus automatisé, l’utilisateur a une dernière occasion de corriger ou de
supprimer manuellement tout pic identifié sur la base de connaissances préalables de
l’échantillon.
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Procédure de calcul du rendement

L’utilisateur sélectionne d’abord la gamme d’énergie des protons à utiliser. Le code utilise
ensuite la Méthode des Paramètres Fondamentaux (FPM) [9] pour calculer le rendement
théorique en rayons X. Bien que moins précise que les méthodes empiriques, la FPM
permet l’analyse d’échantillons complètement inconnus sans préparation complexe [98].
Pour l’analyse quantitative, seule la raie Kα de chaque élément détecté est considérée.
Les effets de fluorescence secondaire sont actuellement négligés, car ils sont jugés faibles
par rapport aux fluctuations tir à tir de la source laser [96]. L’analyse utilise une procé-
dure itérative pour trouver les rapports de masse élémentaires qui décrivent le mieux les
données. En partant d’une hypothèse de concentrations égales, le rendement théorique
(provenant de la X-Ray Fluorescence (XRF) et de la Particle-Induced X-ray Emission
(PIXE)) est calculé, normalisé et comparé au rendement mesuré. L’optimisation est réa-
lisée à l’aide de la fonction fmincon de MATLAB pour trouver la composition qui décrit
le mieux les données expérimentales en minimisant une fonction de coût. La fonction de
coût est le paramètre standard χ2, défini comme :

χ2 =
∑
i

(Ymeasured − Ytheoretical)2

Ymeasured
. (6.26)

L’optimisation trouve le meilleur ajustement lorsque χ2 est inférieur à 10−10 pour deux
itérations consécutives. La somme des rapports de masse calculés (wi) est contrainte
entre 0.8 et 1 (0.8 <

∑
iwi < 1). Cette contrainte tient compte de la présence potentielle

d’éléments légers non détectés (comme H, C, O) qui pourraient constituer le reste de
la masse de l’échantillon. Le processus itératif est visualisé à l’aide de diagrammes à
barres. Les résultats finaux, montrant les rapports de masse (ci) et une comparaison des
rendements théoriques et mesurés, sont présentés dans une fenêtre comme celle de la
Figure 6.18. Cette comparaison indique la qualité de l’ajustement.

Pour tenir compte des fluctuations de la source d’un tir à l’autre, deux paramètres sont
introduits : le paramètre a pour les fluctuations de protons (0.75–1.25) et le paramètre b
pour les fluctuations de rayons X (0.85–1.15). Ils sont testés dans une boucle imbriquée
autour de l’optimisation principale. L’erreur moyenne résultant de ces fluctuations s’est
avérée être de 16 %, ce qui suggère que les calculs de coefficient de masse sont robustes
face aux erreurs cumulatives de la source [2].
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Figure 6.18 Résultats de la routine MATLAB pour un échantillon d’acier inoxydable.
En haut : comparaison des rendements normalisés. En bas : coefficients de
masse calculés ci.

Implémentation de l’analyse couche par couche

Pour analyser des échantillons multicouches, le code a été modifié pour tenir compte des
interactions des protons et des rayons X dans chaque couche, car celles-ci altèrent de
manière significative le rendement mesuré. Pour les protons, l’élément clé est le calcul
de leur perte d’énergie couche par couche. Les protons perdent de l’énergie en traver-
sant la couche supérieure, créant un spectre atténué pour la couche suivante, comme le
montre schématiquement la Figure 6.19. Le code sépare le spectre de protons en fonction
du parcours calculé dans la couche supérieure. La partie qui s’arrête dans la couche est
analysée avec le formalisme PIXE pour cible épaisse du section 6.2, tandis que la partie
qui traverse est analysée avec le formalisme pour cible mince. La couche inférieure est
ensuite analysée avec le formalisme pour cible épaisse en utilisant le spectre de protons
atténué. Pour les rayons X, deux effets doivent être considérés : l’atténuation des rayons
X générés dans les couches profondes et la diffraction élastique du faisceau incident par la
surface supérieure, comme le souligne la Figure 6.20. Le calcul de la diffraction, détaillé
au section 6.2, nécessite une connaissance préalable de la composition de la couche su-
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Figure 6.19 Schéma de toutes les interactions pertinentes des protons entrants et des
rayons X sortants avec un échantillon à deux couches. Le concept est ex-
tensible.

périeure, obtenue par des mesures préliminaires. Les rayons X qui ne sont pas diffractés
sont alors disponibles pour générer un rendement XRF. Le formalisme XRF pour cible
mince est utilisé si la perte d’énergie des rayons X incidents est inférieure ou égale à 5 % ;
sinon, le formalisme pour cible épaisse est appliqué. Après le calcul du rendement de la
première couche, l’atténuation des rayons X qui la traversent est déterminée à l’aide d’un
package MATLAB qui implémente la loi de Beer-Lambert. Le rendement de la couche
inférieure est ensuite calculé en utilisant le nombre de photons atténués et le formalisme
PIXE approprié. Lors de l’analyse d’une couche plus profonde, le code ajoute les rende-
ments des couches supérieures et ajuste de manière itérative les concentrations massiques
de la couche actuelle. La composition des couches supérieures est considérée comme fixe
pendant ce processus. Cette procédure itérative et extensible est montrée schématique-
ment à la Figure 6.20. Les rayons X caractéristiques produits dans les couches profondes
sont également affectés par les couches supérieures sur leur trajet vers le détecteur. Deux
processus sont considérés : l’atténuation, qui peut être significative (par exemple, une
couche de Cu de 10 µm bloque 99% des rayons X du Ti), et la fluorescence secondaire.
La fluorescence secondaire ne se produit que si les rayons X sont assez énergétiques pour
exciter les atomes des couches supérieures (par exemple, les rayons X Ti Kα à 4.51 keV
ne peuvent pas exciter les électrons de la couche K du Cu à 8.04 keV). Pour les échan-
tillons de plus de deux couches, tout ce processus de calcul de l’atténuation et du dépôt
d’énergie est répété séquentiellement pour chaque couche. Pour analyser un échantillon
multicouche, l’utilisateur spécifie le nombre de couches et leurs épaisseurs. Le code ana-
lyse ensuite chaque couche en boucle, de haut en bas, en utilisant le fichier ".SPE" et
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Figure 6.20 Représentation schématique mettant en évidence toutes les interactions
pertinentes des rayons X entrants et sortants avec l’échantillon.

le spectre de protons correspondants. Les résultats d’une couche sont utilisés pour les
calculs d’atténuation de la suivante. Ce processus est en pratique limité à environ quatre
couches en raison de la profondeur de pénétration des particules. L’analyse des couches
profondes nécessite de connaître les propriétés des couches supérieures, ce qui semble
contradictoire pour des échantillons inconnus. Pour résoudre ce problème, une procédure
de mesure spécifique est retirée. D’abord, un balayage en énergie est effectué avec le sé-
lecteur d’énergie. L’observation de l’apparition et de la disparition des pics de rayons X
donne une estimation initiale de l’épaisseur de chaque couche. Cela permet un sondage
ciblé du centre de chaque couche pour déterminer sa composition. Avoir des informations
préalables sur l’épaisseur accélère considérablement ce processus. Une fois l’information
sur l’épaisseur acquise, l’utilisateur peut régler le sélecteur pour sonder chaque couche
individuellement et déterminer sa composition chimique. Alternativement, si l’échantillon
entier est irradié avec un spectre de protons continu, l’utilisateur peut entrer manuelle-
ment les propriétés connues (composition, épaisseur) de la ou des couche(s) supérieure(s).
La routine procède alors à l’analyse des couches plus profondes de la même manière que
dans la méthode couche par couche.
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Modélisation du spectre de Bremsstrahlung

Comme mentionné au section 6.2, la contribution du Bremsstrahlung est négligeable pour
une cible en cuivre mais doit être considérée pour une cible à Z plus élevé comme le Ta.
Pour estimer avec précision le rendement XRF dans l’échantillon, le spectre continu de
Bremsstrahlung, qui contient une part importante du rendement total en rayons X, doit
être reconstruit.

Figure 6.21 Ajustement exponentiel (vert) d’un spectre de protons de Ta (bleu) pour
estimer l’énergie des électrons chauds. La pente donne une énergie de
915.8 ± 15.5 keV.

L’énergie des électrons chauds est un paramètre clé pour cette reconstruction. Elle est
estimée à partir de la pente du spectre de protons mesuré (voir Figure 6.21), donnant une
valeur de 915.8±15.5 keV. Ce résultat est cohérent avec des travaux antérieurs [101,102].
La distribution en énergie de ces électrons est approximée par une distribution de Max-
well, comme le montre l’Equation 6.27, bien que d’autres distributions puissent être plus
précises [103,105]. À l’aide de ce modèle, le spectre continu de Bremsstrahlung est calculé,
comme le montre la Figure 6.22.

f(x) =
√

2
π

x2

a3 e
−x2
2a2 , (6.27)

Le paramètre a est lié à la température de la distribution. Les rendements caractéristiques
Kα et Kβ de la feuille de Ta sont estimés séparément à l’aide de données de section efficace
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tabulées [106].

Figure 6.22 Spectre de Bremsstrahlung calculé pour le Ta, basé sur le spectre de protons
(Figure 6.21) et la distribution maxwellienne supposée.

Les calculs montrent que le Bremsstrahlung représente 84.7 % du total des photons
produits par la cible de Ta. Cependant, sa contribution au rendement XRF final dans un
échantillon de Kr est beaucoup plus faible. Le rendement XRF par atome induit par les
rayons X caractéristiques du Ta (∼ 1.34 × 10−11 MeV·cm2

atom ) est supérieur de deux ordres de
grandeur à celui induit par le spectre continu de Bremsstrahlung (∼ 4.69×10−13 MeV·cm2

atom ).
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6.4 Résultats et discussion
Une fois la théorie sur le calcul de rendement dans les échantillons multicouches, ainsi
que le montage expérimental et le traitement des données de mesure compris, les données
recueillies peuvent être entièrement analysées. La présentation des résultats est divisée
en trois parties. D’abord, les résultats expérimentaux des tests et de la calibration du
sélecteur d’énergie, discuté dans section 6.3, sont présentés. Ensuite, nous validons les
calculs et la performance du code MATLAB pour l’analyse des spectres de rayons X.
Ces étapes préparent le terrain pour de futures expériences utilisant une méthode couche
par couche, qui nécessitent le sélecteur d’énergie pour cibler des couches spécifiques et le
code pour analyser les données. Finalement, les résultats de l’application de l’X-ray and
Particle Induced X-ray Fluorescence (XPIF) à des mélanges gazeux sont présentés, où la
dilution d’aérosols de Kr dans l’air a été mesurée à différents niveaux.

Mise en œuvre du sélecteur d’énergie

Avant de commencer les expériences, la fonctionnalité du sélecteur d’énergie de Chen et
al. [78] (voir section 6.3) doit être vérifiée sur la ligne de faisceau et avec le montage
expérimental actuels à l’ALLS. Ensuite, le sélecteur peut être calibré pour déterminer les
positions de fente nécessaires pour diverses énergies centrales et bandes passantes. Comme
le Thomson Parabola (TP) ne peut pas être utilisé pendant l’expérience, il est crucial
de recueillir ces informations au préalable pour connaître avec précision la profondeur de
pénétration lors de la procédure couche par couche.

Vérification et étalonnage

la Figure 6.23 montre l’énergie centrale du spectre de protons en fonction de la position
de la fente. La première fente, à travers laquelle les protons entrent dans le sélecteur,
a été maintenue complètement ouverte, tandis que la deuxième fente, faite de tantalum
(Ta), a été fixée à une ouverture constante de 1 mm. Avec cette configuration, la fente
a été déplacée pas à pas sur toute la plage jusqu’à ce que l’énergie maximale des pro-
tons soit atteinte. La ligne rouge est uniquement utilisée pour visualiser la relation non
linéaire entre les deux paramètres. L’observation principale est que pour atteindre des
énergies centrales croissantes, la fente doit être déplacée sur une plus grande distance.
Ceci s’explique par le fait que, comme discuté dans la section 6.3, les protons sont plus
fortement déviés pour des énergies cinétiques plus faibles. la Figure 6.24 décrit la relation
entre l’énergie centrale et la largeur de bande du spectre de protons transmis, comme le
montre la Figure 6.25. La procédure expérimentale était identique à celle utilisée pour
l’acquisition des données de la Figure 6.23. En suivant la visualisation de la dépendance
entre l’énergie centrale et la largeur de bande (rouge), on observe que la largeur de bande
augmente avec l’énergie centrale. Ce comportement non linéaire résulte de la force de

102



6.4. RÉSULTATS ET DISCUSSION

Lorentz, qui varie de manière non linéaire avec l’énergie des particules, entraînant un
regroupement à des énergies de protons plus élevées.

Figure 6.23 Énergie centrale des protons que le sélecteur laisse passer en fonction de
l’emplacement de la fente secondaire en tantalum par rapport à l’axe du
faisceau incident (bleu). La ligne rouge est une visualisation de la relation
changeante entre l’énergie centrale et la position centrale de la fente. L’ou-
verture de la fente en tantalum a été maintenue à 1 mm.

Figure 6.24 Largeur de bande énergétique du spectre de protons après passage à travers
le sélecteur en fonction de l’énergie centrale (bleu). L’ouverture de la fente
en tantalum a été maintenue à 1 mm.

la Figure 6.25 montre les spectres de protons, produits durant les expériences, qui ont été
utilisés pour générer les figures Figure 6.23 et Figure 6.24. Les spectres présentent à la fois
les caractéristiques observées dans les figures précédentes ainsi que dans les simulations
SIMON (Figure 6.11) par Chen et al. [78] : la distance accrue nécessaire pour des énergies
centrales plus élevées, ainsi qu’une largeur de bande plus importante avec l’augmentation
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de l’énergie centrale.

Figure 6.25 Spectre de protons après la mise en place du sélecteur d’énergie. Les diffé-
rentes courbes correspondent à différentes positions de la fente en tantalum
(Ta) et les spectres ont été moyennés sur 10 tirs chacun. Les plateaux cor-
respondent à une position croissante de la fente de gauche à droite, comme
indiqué par les deux flèches.

Les résultats montrés dans les figures Figure 6.23, Figure 6.24 et Figure 6.25 démontrent
que les observations faites par Chen et al. [78] peuvent être reproduites en utilisant la
ligne de faisceau à ALLS, soulignant la polyvalence de la méthode proposée. Il s’agit d’un
résultat crucial, car les deux montages expérimentaux diffèrent dans leurs paramètres clés
tels que le matériau de la cible, la durée de l’impulsion laser et le diamètre du point focal.
Prouver que le sélecteur d’énergie peut être utilisé efficacement pour contrôler l’énergie
des protons permet une analyse couche par couche des échantillons solides. La sélection
des énergies centrales fonctionne efficacement, nous permettant d’ajuster finement le
faisceau de protons. Cependant, au lieu de la largeur de bande de 10 % observée dans le
travail de Chen et al. [78], le montage à ALLS présente une tendance à la hausse plus
marquée pour des énergies centrales plus élevées, avec une valeur globalement augmentée,
comme le montre la Table 6.1. À 0.99 MeV, les mesures à ALLS montrent une largeur
de bande de 34.7 %, tandis qu’à 5.07 MeV, elle atteint 47.2 %. Cela diminue la capacité
à sonder avec précision des couches minces en profondeur dans le matériau. Dans les cas
où plusieurs couches minces recouvrent le matériau de base, cela ne devrait cependant
pas trop limiter les capacités du Particle-Induced X-ray Emission (PIXE) multicouche,
car la largeur de bande est minimisée à des énergies centrales plus faibles, qui déposent
principalement leur énergie dans les premières couches du matériau. L’augmentation du
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pourcentage de la largeur de bande provient de la distance accrue entre le sélecteur et
la source dans les différents montages utilisés. Une plus grande distance source–sélecteur
permet au faisceau de protons de diverger davantage avant d’entrer dans le sélecteur,
déformant ainsi leur trajectoire et entraînant une largeur de bande élargie.

Table 6.1 Données de mesure de la largeur de bande des protons pour différentes éner-
gies centrales, illustrées dans la Figure 6.24.

Énergie centrale (MeV) Largeur de bande (%)

0.54 MeV 20.7%
0.99 MeV 34.7%
1.57 MeV 22.3%
2.01 MeV 28.9%
3.19 MeV 28.9%
4.07 MeV 48.1%
5.07 MeV 47.2%

La transmission moyenne globale

T = Rendement en protons avec le sélecteur
Rendement en protons sans le sélecteur

dans la région de largeur de bande correspondante, pour l’ensemble des énergies centrales
mesurées, est de 20 ± 9%. Comme prévu, une majorité de protons est perdue au profit
de la sélection d’énergies à partir d’un spectre continu, ce qui entraîne un rendement
en rayons X plus faible par tir. Cependant, cette limitation peut être compensée en ef-
fectuant un plus grand nombre de tirs pour l’acquisition d’un seul spectre de rayons X
caractéristiques. Le nombre moyen de protons dans le plateau sélectionné est supérieur
d’un à, dans le meilleur des cas, deux ordres de grandeur par rapport au reste du spectre.
Cependant, un spectre de fond constant, d’une magnitude moyenne d’environ 1 × 105,
est observé pour tous les réglages du sélecteur d’énergie, sur l’ensemble du spectre éner-
gétique. Il a été constaté que ce fond correspond au bruit du système de caméra et qu’il
est présent même en l’absence du sélecteur. la Figure 6.26 montre comment la plage
d’énergie (du minimum au maximum du plateau observé dans la Figure 6.25) dépend
de la position des deux bords de la fente. La position de la fente indique la distance
du bord par rapport à la position complètement rétractée du bord correspondant. La
tendance observée est similaire à celle de la Figure 6.24 : pour des positions de fente plus
élevées, et donc des énergies centrales plus importantes, la séparation spatiale entre les
protons de différentes énergies diminue, ce qui élargit la plage d’énergie pour une distance
de déplacement identique. Une fois qu’un bord s’approche du centre de l’axe initial du
faisceau de protons, la largeur du spectre augmente de façon significative. Les deux jeux
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de données présentés dans la figure montrent une légère différence, due aux positions
initiales différentes des bords supérieur et inférieur de la fente. Ces résultats confirment
à nouveau les observations et simulations rapportées par Chen et al. [78].

Figure 6.26 Énergie des protons pour différentes positions des deux bords de fente
individuels. Les bords ont été déplacés simultanément, avec une distance
fixe de 1 mm entre eux.

Expériences futures

Les mesures d’étalonnage présentées sont particulièrement précieuses, car les données
de la Figure 6.26 permettent de calculer la plage d’énergie attendue ∆E pour diverses
ouvertures et positions de fente, et inversement. Le calcul dépend uniquement de la
position spécifique de chaque bord, comme décrit dans la Equation 6.28, où Elower et
Eupper sont les énergies correspondant aux positions des bords supérieur et inférieur
respectivement :

∆E = Elower − Eupper (6.28)

Trois échantillons différents sont proposés pour des expériences futures, comme illustré
dans le schéma de la Figure 6.27. Les échantillons à deux et trois couches sont similaires
à ceux utilisés dans les travaux de Puyuelo-Valdés et al. (2021) [1], qui seront discutés
plus en détail dans la section suivante.
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Figure 6.27 Schéma de trois échantillons proposés pour de futures expériences multi-
couches. Haut gauche : différentes épaisseurs de copper (Cu) sur un substrat
de titanium (Ti) de 500 µm. Haut droite : structure à trois couches compo-
sée d’aluminum (Al), Cu et un substrat de Ti de 500 µm. Bas : échantillon
à quatre couches composé de 5 µm de nickel (Ni), 5 µm de copper, 5 µm de
Ni, suivi d’un substrat de iron (Fe).

En utilisant les données recueillies lors des mesures de la ??, on peut calculer les posi-
tions de fente nécessaires pour sonder chaque couche. Les résultats sont présentés pour
l’échantillon à quatre couches dans la Table 6.2.

Table 6.2 Positions de fente proposées, basées sur le dépôt d’énergie des protons, pour
une analyse multicouche d’un échantillon à quatre couches : 5 µm de Ni, 5 µm
de Cu, 5 µm de Ni, et un substrat de Fe.

Couche Énergie (Bragg) Bord sup. Bord inf. Largeur fente
(MeV) (mm) (mm) (mm)

5 µm Ni 0.86 1.0 3.8 2.8
5 µm Cu 2.05 6.0 10.0 4.0
5 µm Ni 3.18 10.2 11.6 1.4

Substrat Fe ≥ 3.9 13.8 15.5 1.7

Avec les réglages du sélecteur d’énergie proposés, basés sur les données de calibration,
la procédure globale de l’analyse multicouche pourra être vérifiée. La cible d’interaction
laser utilisée sera une feuille de tantalum d’une épaisseur de 2 µm. Bien que l’échantillon
ne soit pas soumis à une X-Ray Fluorescence (XRF) — les rayons X produits par le
mécanisme Target Normal Sheath Acceleration (TNSA) étant bloqués par le sélecteur
— il est important de noter que la combinaison de 5 µm de nickel et de 5 µm de copper
atténue respectivement 98.28 % et 98.69 % des rayons X caractéristiques du iron. On
peut donc raisonnablement supposer qu’aucun rayon X caractéristique provenant du
substrat n’atteindra le détecteur, même après plusieurs tirs. De même, seulement 4.1% des
rayons X caractéristiques de la deuxième couche de nickel atteindront le détecteur. Une
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fluorescence secondaire reste cependant possible entre les rayons X Kα et Kβ du copper
et la couche supérieure de nickel. Ce résultat souligne à nouveau à quel point l’ordre
des couches et la nature des éléments sont cruciaux pour une analyse XPIF réussie, car
un agencement sous-optimal peut sévèrement limiter les capacités de la technique. Ces
prédictions devront être validées expérimentalement lors de prochaines campagnes de
mesure, afin de mieux cerner les limites de cette procédure multicouche.

Vérification des calculs de rendement multicouche

Au moment de la rédaction, les données expérimentales des échantillons multicouches tes-
tés avec le sélecteur d’énergie n’étaient pas encore disponibles. Bien que ces expériences
aient été initialement prévues, des contraintes de calendrier à l’installation laser ont em-
pêché leur réalisation. Des expériences sur des échantillons multicouches sont cependant
prévues dans un futur proche, en utilisant les échantillons montrés dans la Figure 6.27.
À la place, on tente d’évaluer les performances du code, y compris les calculs pour les
échantillons multicouches, en se basant sur une ancienne mesure effectuée dans le même
laboratoire en 2021. Dans les travaux de Puyuelo-Valdes et al. [1], un échantillon massif
composé de titanium pur a été recouvert de couches de copper d’épaisseurs variables (5,
10 et 20 µm, montré schématiquement dans la Figure 6.27) et a été irradié en utilisant
la méthode XPIF. Le matériau cible utilisé pour l’accélération laser était le copper, qui
est actuellement le seul élément entièrement implémenté dans le code. Pour des cibles
avec des numéros atomiques plus élevés comme l’gold (Au) ou le tantalum, le Bremss-
trahlung et les raies caractéristiques Lα,β doivent être inclus dans les calculs. Bien que
les premiers calculs pour le Bremsstrahlung soient déjà terminés, ils doivent être vérifiés
en même temps que les intensités Lα,β. Bien que le code MATLAB présenté au chapitre
précédent soit prêt à être déployé, la vérification de ses calculs reste difficile en raison
du manque de données. Pour la vérification du code, la quantité de titanium sous les
différentes couches de copper, irradiée par un spectre de protons continu, est estimée.
Idéalement, les calculs donneront un substrat de titanium pur à ∼ 100%, puisque le
rendement des pics de copper détectés sera pris en compte par les calculs de la couche
supérieure. Les mesures effectuées par Puyuelo-Valdes et al. [1] sont montrées dans la
Figure 6.28. On peut voir qu’avec une épaisseur croissante de la couche de copper, la
taille de la raie Kα du titanium diminue. Ce comportement est conforme aux attentes,
puisqu’une couche de copper plus épaisse entraîne l’absorption et le blocage de plus de
rayons X et de protons.

108



6.4. RÉSULTATS ET DISCUSSION

Table 6.3 Transmission des rayons X caractéristiques Kα de copper et titanium à travers
des couches de copper de diverses épaisseurs, parcours projeté des protons, et
nombre de protons qui ne s’échappent pas de la couche supérieure (nombre
total de protons avant dépôt d’énergie : 6.6 × 1010).

5 µm 10 µm 20 µm

Trans. Cu Kα 77.6% 60.8% 36.3%
Trans. Ti Kα 29.1% 9.1% 0.7%

Énergie de coupure des protons 0.783 MeV 1.302 MeV 2.089 MeV
Nombre de protons sous Ec 2.1 × 1010 4.0 × 1010 5.4 × 1010

(en %) (31.8%) (60.6%) (81.1%)

la Figure 6.29 montre la diminution du nombre de protons due au dépôt d’énergie dans
la couche supérieure, et la Table 6.3 indique à quel point les différents types de rayons
X sont atténués en traversant l’échantillon. Cela est particulièrement important pour le
rayonnement caractéristique (Kα,β) du titanium, qui est beaucoup plus atténué car ces
photons sont moins énergétiques que les rayons X Kα du copper. À une épaisseur de
20 µm, presque aucun rayon X n’est capable de traverser la couche de copper. L’énergie
de coupure (également appelée parcours projeté) indiquée dans le tableau correspond à
l’énergie minimale qu’un proton doit avoir pour traverser la couche supérieure. En dessous
de cette énergie, toute l’énergie est déposée dans la couche et contribue à la génération
d’un rendement via PIXE. Dans la routine MATLAB, cette énergie de coupure est utilisée
pour différencier l’utilisation du formalisme PIXE pour couche mince ou épaisse, comme
décrit dans la section 6.2.

Figure 6.28 Mesure Ti-Cu effectuée par Puyuelo-Valdes et al. en 2021 [1], pour une
couche de copper de 5, 10 et 20 µm sur un substrat de titanium (en utilisant
la cible d’interaction de copper avec le spectre de protons montré dans la
Figure 6.31). Pour les calculs, les données ont été extraites avec l’add-on
GRABIT fourni pour MATLAB.
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Les calculs concordent avec l’observation de la Figure 6.28, où aucune raie Kα du titanium
n’est visible pour la mesure avec une couche de 20 µm. Même si certains protons atteignent
le substrat de titanium, les rayons X caractéristiques excités ne sont pas assez énergétiques
pour traverser la couche supérieure en direction du détecteur. Cette limitation est un
facteur crucial dans le traitement d’échantillons multicouches, car elle limite la profondeur
de détection de la méthode XPIF, même si elle est alimentée par des protons et rayons X
TNSA d’énergies suffisamment élevées. Si la combinaison de composition élémentaire et
d’épaisseur de la couche supérieure est défavorable, les rayons X ne seront pas détectés.
Une observation tirée de la Figure 6.28, qui ne correspond pas aux attentes, est la hauteur
et l’aire constantes de la raie Kα du Cu. On s’attendrait plutôt à une augmentation
avec l’épaisseur croissante de la couche, car plus de rayons X et de protons devraient
y déposer leur énergie. Cette découverte n’est pas discutée en détail dans le travail de
Puyuelo-Valdes et al. [1], et a été initialement interprétée comme étant due à la diffraction
élastique des rayons X copper entrants générés par TNSA. Cette hypothèse a conduit
à l’implémentation des calculs de diffraction décrits dans la section 6.2 dans le code
MATLAB. Les résultats sont présentés avec les impacts des calculs multicouches dans les
paragraphes suivants.

Figure 6.29 Spectre de protons après différentes épaisseurs de copper (5, 10 et 20 µm).
Les calculs sont effectués en utilisant les équations présentées dans la sec-
tion 6.2.

L’échantillon original a une épaisseur de 500 µm et une surface de 2 × 2 cm2. Ci-dessous,
les résultats de trois versions différentes du code MATLAB, décrites ci-après, sont com-
parés pour les mesures de 5 µm et 10 µm. La mesure avec une couche de copper de 20 µm
ne présente aucune raie Kαdu Ti identifiable et est donc exclue de l’analyse. La pre-
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mière version du code, nommée ”initial”, représente la structure initiale avant ce travail,
sans calculs de rendement supplémentaires pour les échantillons multicouches. La se-
conde version (”initial + top layer”) implémente uniquement les calculs de rendement
dans différentes couches ainsi que l’atténuation des rayons X et protons, comme décrit
dans la section 6.3. La dernière version, ”current”, inclut en plus la prise en compte de la
diffraction élastique de l’échantillon vers le détecteur. Dans les simulations effectuées, la
comparaison du rendement théorique au rendement expérimental est toujours un ajus-
tement parfait. Aucun post-traitement n’a été appliqué aux données extraites, car cela
avait déjà été fait pour les données présentées par Puyuelo-Valdes et al. [1]. La somme
des concentrations massiques a été limitée à une plage de 0.8 à 1, et l’aire des pics a été
calculée à l’aide d’une méthode différentielle.

Table 6.4 Résultat pour les concentrations massiques (équivalentes au pourcentage de
cet élément dans l’échantillon) du spectre montré dans la Figure 6.28, tel que
calculé par différentes versions du code. La restriction 0.8 ≤

∑
iwi ≤ 1 a été

appliquée à la simulation.
Version du code Couche de Cu de 5 µm Couche de Cu de 10 µm

initial wCu : 0.830 0.864
wTi : 0.052 0.012

initial + top layer wCu : 0.775 0.812
wTi : 0.116 0.075

current wCu : 0.630 0.684
wTi : 0.264 0.214

Les résultats, présentés dans la Table 6.4, montrent une augmentation de la quantité
estimée de titanium à l’intérieur de l’échantillon lors de l’implémentation de plus de
calculs dans la routine multicouche. Alors que l’estimation du code « initial » ne suppose
que quelques pourcents de titanium, la version « current » calcule des quantités > 20%.
Cependant, comme un substrat de titanium est étudié, ces valeurs sont loin des résultats
visés. En raison de l’indisponibilité des données brutes des travaux de Puyuelo-Valdes et
al. [1], et des conditions expérimentales exactes, seules des hypothèses sur les lacunes des
calculs et les raisons potentielles de la faible estimation de titanium dans l’échantillon
peuvent être faites. Les rayons X copper entrants, produits par TNSA, n’ont pas une
énergie suffisante pour exciter les rayons X caractéristiques dans la couche de copper
présentée. Par conséquent, il ne peut y avoir de contribution XRF résultant de cette
couche, et la totalité du rendement de copper doit être produite par PIXE. Suite à
ce fait, on s’attendrait à ce qu’avec une épaisseur de couche croissante, le nombre de
coups Kα,β de copper augmente, et en même temps que le nombre total de coups Kα,β

de titanium diminue. Cependant, alors que les pics de titanium suivent le comportement
attendu en raison de l’atténuation accrue des rayons X et des protons, le pic de copper ne
suit pas la tendance inverse. Dans les données présentées (Figure 6.28), un pic de copper
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de hauteur et d’aire constantes est observé pour des épaisseurs de couche allant jusqu’à
20 µm. Cette observation suggère qu’une autre interaction physique a lieu à l’intérieur de
l’échantillon. Cela a conduit à l’hypothèse que la diffraction élastique en était la cause,
ce qui a été ensuite implémenté dans les calculs de rendement. Bien que l’inclusion de la
diffraction ait amélioré l’estimation de la quantité de titanium de manière significative
(∼ 15%), cela n’est pas suffisant pour expliquer les résultats observés dans la Figure 6.28.
Sinon, les calculs estimeraient une concentration de titanium proche de 100% à l’intérieur
de l’échantillon. Comme mentionné au chapitre précédent, les mêmes échantillons seront
à nouveau irradiés lors de futures expériences pour confirmer ces découvertes, trouver la
cause du phénomène présenté et affiner le code. En utilisant les équations introduites dans
la section 6.2, la contribution de la diffraction élastique par les couches de copper de 5 µm
et 10 µm s’élève à 67.3% et 71.2%, respectivement. Le reste des rayons X de Cu mesurés est
supposé être généré par PIXE, puisque la XRF ne se produit pas à l’intérieur de la couche
de copper. Dans le cas de la couche de copper de 5 µm d’épaisseur, le rendement PIXE
calculé représente 6.9% du rendement total (XRF + PIXE), soit seulement 2.2% de l’aire
totale (rendement + diffraction) sous le pic Kα du Cu. Comme indiqué précédemment, il
n’y a pas de contribution de la XRF puisque les rayons X générés par TNSA ne peuvent
pas exciter les rayons X caractéristiques dans le copper. Dans le cas de la mesure de 10 µm,
les valeurs augmentent à 28.8% et 8.3%. Cela montre que les calculs effectués dans la
couche supérieure semblent corrects à première vue, car avec une épaisseur croissante, le
rendement augmente également. Cependant, les calculs ne parviennent pas à expliquer
la taille de la raie Kα du copper. Par conséquent, le code doit supposer que le rendement
restant provient du substrat (Ti) de l’échantillon (montré dans la Figure 6.30), car aucune
autre source potentielle de rendement en rayons X ne lui est fournie. Cela entraîne une
surestimation du cuivre à l’intérieur du substrat de titanium.

Figure 6.30 Schéma de l’échantillon Cu-Ti utilisé pour la validation du code.

En raison des observations faites lors de la mesure, il est probable qu’un autre facteur
influence les données de mesure. Dans la même référence, une expérience similaire a été
menée en utilisant de l’gold comme cible d’interaction laser, montrée dans la Figure 6.31.
L’échantillon était composé d’une structure à trois couches faite d’aluminum, d’copper
et d’un substrat de titanium. La partie gauche de la Figure 6.31 montre le spectre de
protons pour une cible TNSA d’gold, comme montré dans la Figure 6.27.
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Figure 6.31 À gauche, spectres de couches d’Al de 3 et 9 µm reposant sur une couche de
Cu de 5 µm placée sur un substrat de Ti, irradiées par XPIF en utilisant une
cible d’Au de 5 µm. À droite, les spectres d’énergie des protons accélérés
par des cibles d’Al de 3 µm (bleu), de Cu de 5 µm (rouge) et d’Au de 5 µm
(noir) d’épaisseur, mesurés par le spectromètre TP. Les données ont été
extraites de [1].

L’utilisation d’une cible d’interaction en gold n’est pas encore prise en charge dans la rou-
tine MATLAB, et par conséquent, aucune conclusion concernant l’analyse quantitative
ne peut être tirée. De plus, comme l’aluminum et l’gold se situent tous deux en dehors de
la plage du détecteur, il n’est pas possible d’analyser la teneur en aluminum ou la diffrac-
tion élastique potentielle des rayons X de l’gold par la couche supérieure. Néanmoins, un
pic de copper constant peut à nouveau être observé sur plusieurs mesures, ce qui dans ce
cas ne peut pas être causé par la diffraction élastique. Même en considérant les facteurs
suivants, le rendement observé ne peut pas être expliqué de manière adéquate :

• Le pouvoir d’arrêt légèrement plus élevé de l’aluminum (1.720 × 102 MeV cm2/g)
contre 1.182 × 102 MeV cm2/g pour l’gold à 1 MeV [26], combiné à l’énergie maxi-
male plus faible du spectre de protons, fait que le PIXE est plus important que la
XRF dans la couche de copper.

• Puisque les rayons X caractéristiques de l’gold (Kα = 68.803 keV, Kβ = 77.984 keV
[107]) sont suffisamment énergétiques, la XRF est possible. Cependant, 9 µm d’aluminum
transmet ∼ 99.95% des rayons X entrants tandis que la couche de copper transmet
99.65%. Par conséquent, on peut en conclure que la majeure partie de la XRF se
produit à l’intérieur du substrat de titanium, et que le rayonnement caractéristique
du Ti est fortement atténué sur le chemin vers le détecteur, tout en causant poten-
tiellement une fluorescence secondaire dans la couche d’aluminum. Par conséquent,
la XRF ne peut pas être la cause de la taille des pics de copper.

Ainsi, il est probable que le rendement élevé observé aux énergies Kα et Kβ du copper
provienne d’une source non prise en compte. La fluorescence X parasite provenant des
composants de l’instrument, par exemple, pourrait contribuer à ce signal. La dernière

113



CHAPITRE 6. SOMMAIRE RÉCAPITULATIF EN FRANÇAIS

possibilité est une erreur dans les calculs du rendement en rayons X. Cependant, l’iden-
tification de l’origine précise des comptes non pris en compte n’est pas possible sans
données expérimentales supplémentaires pour l’enquête. Les travaux futurs se concen-
treront sur la validation rigoureuse du code à l’aide d’une série d’expériences sur des
échantillons bien caractérisés. Bien que de telles expériences aient dépassé le cadre de
ce travail en raison de contraintes externes, un plan expérimental complet a été établi.
Ce plan implique l’irradiation d’échantillons métalliques multicouches, sélectionnés pour
leurs émissions de rayons X caractéristiques dans les limites détectables de la caméra à
rayons X. Les échantillons, montrés dans la Figure 6.27, présentant diverses combinaisons
et épaisseurs de couches, seront analysés sous irradiation d’un spectre de protons complet
ainsi que d’énergies de protons discrètes et sélectionnées via le sélecteur présenté. Cette
approche systématique générera un ensemble de données robuste, essentiel pour vérifier
la précision des calculs du code et identifier d’éventuelles erreurs systémiques.

Détection d’aérosols dans l’air

Le deuxième objectif de ce travail est d’évaluer la faisabilité de la détection d’aérosols
dans l’air au moyen de la méthode XPIF décrite dans la section 6.3. Le gaz choisi pour
les expériences était le krypton (Kr), car il se situe près du milieu de la plage d’énergie
détectable de la caméra à rayons X et était facile à mettre en œuvre dans le montage
existant. La détection de krypton (Kr) dans l’air a été effectuée à trois niveaux de dilution
différents : 4 %, 0.4 %, et 0.04 %. La dilution de krypton a été réalisée en utilisant la
méthode décrite dans la section 6.3. Les spectres mesurés pour chaque dilution sont
montrés dans la Figure 6.32. Pour obtenir un Signal to Noise Ratio (SNR) suffisant,
plusieurs tirs ont été nécessaires : 60 tirs pour 4 %, 100 tirs pour 0.4 %, et 120 tirs pour
0.04 %. Ensuite, toutes les données ont été moyennées sur 30 tirs pour une meilleure
comparabilité. L’ajustement par régression linéaire pour l’étalonnage de la caméra CCD
donne : 0.00746 (± 0.00014) · x keV - 1.571 (± 0.152) keV.
Dans les trois cas, les pics Kα = 12.649 keV et Kβ = 14.112 keV [90] du krypton sont
identifiables sans nécessité de post-traitement. Cependant, pour la plus faible dilution, il
n’est pas possible de vérifier de manière fiable le pourcentage de krypton dans le mélange
gazeux sur la base des données mesurées. Bien que pour ce pourcentage de gaz, le pic
satisfasse au critère Minimal Detectable Limit (MDL) introduit plus tôt dans ce travail,
les résultats de l’analyse fournissent des informations peu fiables, qui seront discutées dans
cette section. Il est également à noter que la raie Kβ) à 0.04 % n’est plus distinguable du
bruit de fond. L’analyse des pics se fait en examinant la hauteur et l’aire des raies Kα) les
unes par rapport aux autres. Avant d’étudier les caractéristiques des pics, le pic enregistré
a été comparé à toutes les raies Kα) des éléments présents dans le montage, confirmant
que le signal enregistré est bien attribué au krypton. La superposition des différentes
mesures appuie en outre cette affirmation. Outre le pic de krypton, de nombreux autres
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Figure 6.32 Spectres de rayons X générés pour les trois proportions mesurées de krypton
dans l’air ; Rouge : 0.4 %, et Bleu : 4 %. L’encart montre une mesure où la
dilution visée était de 0.04 %.

pics (notamment à 5.62, 6.52, 7.61, 8.23, 9.63, et 11.27 keV) sont visibles dans le spectre.
Les raies Kα) trouvées dans le spectre à des énergies inférieures à la raie nominale Kα)
du krypton (12.65 keV) peuvent s’expliquer comme suit :

Les rayons X du Kr générés interagissent avec les autres atomes typiquement contenus
dans l’air — principalement N2 (78 %), O2 (21 %), Ar (1 %), et CO2 (0.04 %) [82] — et
perdent une partie de leur énergie durant ce processus. À titre d’exemple, le deuxième
plus grand pic à 8.23 keV peut s’expliquer par l’excitation des rayons X suivants par un
rayon Kα) produit à l’intérieur de la chambre [90] : deux raies OKα = 524.9 eV, une raie
ArKα = 2.96 keV, et une raie NKα = 292.4 eV, entraînant une perte d’énergie totale de
4.40 keV. Le même raisonnement s’applique au reste des pics non identifiés aux énergies
susmentionnées. On s’attend à ce que les rayons X générés par la fluorescence du krypton
soient la cause des pics supplémentaires, car la section efficace des rayons X issus du
rayonnement généré par le Ta est inférieure d’au moins deux ordres de grandeur à celle
du Kr pour tous les éléments pertinents [107]. Cette affirmation est en outre soutenue
par la diminution constante de l’intensité de tous les pics lorsque le niveau de dilution
du krypton est diminué. Selon la base de données du NIST [26], le krypton présente
un pouvoir d’arrêt des protons légèrement inférieur à celui de l’air sec dans la gamme
de 0−6 MeV. Cela suggère que les protons peuvent induire un rendement en rayons X
marginalement plus élevé lié aux composants de l’air en raison d’un dépôt d’énergie
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accru. Cependant, les pics Kα) des constituants de l’air ne sont pas détectables avec le
montage actuel, ce qui rend impossible la détermination du pourcentage de krypton sur
la base de la mesure d’un seul niveau de dilution. En revanche, les rayons X du tantalum
produits par TNSA (Kα,Ta = 57.53 keV) interagissent avec le krypton avec des sections
efficaces de deux à quatre ordres de grandeur plus élevées qu’avec tous les composants
de l’air énumérés précédemment. On peut en conclure que la XRF apporte en effet une
contribution précieuse à la technique XPIF. Particulièrement dans le cas du krypton,
la XRF peut aider à mieux distinguer les raies du Kr du bruit de fond. En utilisant le
spectre de protons TNSA du tantalum, comme décrit dans la section 6.3, la contribution
de la XRF pour les rayons X caractéristiques et le Bremsstrahlung peut être calculée et
comparée à la contribution des protons. En utilisant la quantité de rayonnement/protons
qui frappent l’échantillon et les sections efficaces d’interaction respectives, le rendement
qui est généré par atome en atome

cm2 est calculé. Les calculs montrent que le PIXE contribue
à ∼ 85 % du signal global, la partie caractéristique de la XRF assurant le reste. Le
Bremsstrahlung est de deux à trois ordres de grandeur plus faible par rapport aux rayons
X caractéristiques (Kα,β) de la cible d’interaction laser (Cu) et est donc considéré comme
négligeable. Bien que la base de données des sections efficaces XRF ne contienne que des
valeurs allant jusqu’à 200 keV, on ne s’attend pas à ce que la contribution change de
manière significative, car les valeurs des sections efficaces diminuent avec l’augmentation
de l’énergie incidente des photons [107]. Pour vérifier la quantité de molécules de krypton
dans le mélange gazeux, deux méthodes couramment utilisées pour l’analyse des spectres
XRF sont employées : l’aire du pic et la hauteur du pic [108]. Les résultats de l’analyse
des aérosols par XPIF sont consignés dans le Table 6.5. L’aire sous un pic est estimée à
l’aide d’un ajustement gaussien comme décrit dans la section 6.3. Pour quantifier si un pic
peut être reconnu comme tel, la méthode MDL décrite dans la même section est utilisée.
En comparant les aires des pics de krypton dans l’air (montrées dans le Table 6.5), la
dilution à 0.4 % correspond à 8.6 % de l’aire du pic de référence à une dilution de 4 % de
krypton. La hauteur du pic est de même réduite à 9.7 %. Bien que cela n’équivaille pas
à la diminution attendue de 10 %, en corrélation avec la dilution de krypton, les deux
valeurs se situent dans la plage d’erreur attendue, étant donné la fluctuation tir-à-tir
d’environ 18 % du rendement en protons.
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Table 6.5 Résumé des caractéristiques du pic Kα) pour différentes proportions de kryp-
ton dans l’air, montrées dans la Figure 6.32. La hauteur et l’aire du pic pour
la dilution de 0.04 % de Kr sont extrapolées à partir des deux autres mesures.
Les valeurs pour Ybackground et YMDL sont des estimations basées sur le bruit
des mesures effectuées avec une dilution plus faible.

Proportion de Hauteur du pic YMDL Ypeak Ybackground

Kr [coups] [coups·keV] [coups·keV] [coups·keV]

4 % 3912 21 1188 49
0.4 % 378 8 102 8

0.04 % (estimé) ∼ 39 7 ∼ 10−12 5

Dans le cas de la mesure à 0.04 % de Kr, la hauteur et l’aire ont indiqué une teneur en
krypton plus élevée que prévu. Cet écart est probablement dû aux limitations du mano-
mètre de mesure ou à la méthode utilisée pour introduire le krypton dans la chambre.
À de faibles dilutions, l’adsorption de krypton sur les parois de la chambre pendant
l’évacuation et la désorption subséquente lors de la remise à l’air peuvent contaminer le
mélange et fausser la concentration visée. Bien que négligeable à 4 % et 0.4 %, cet effet
devient significatif à des niveaux de dilution plus faibles. Au lieu de cela, les mesures
à des dilutions inférieures à 0.4 % ont été utilisées pour affiner l’estimation du SNR à
de faibles concentrations. Le Table 6.5 présente les valeurs de SNR correspondantes et
les limites de détection théoriques du montage. Compte tenu des résultats présentés, on
estime que 0.4 % représente actuellement la plus faible dilution permettant des mesures
fiables avec le montage actuel. Bien que des concentrations aussi faibles que 0.04 % soient
très probablement détectables aussi, les mesures sont limitées par le matériel et la mé-
thodologie du mélange de gaz. À des dilutions inférieures à ∼ 0.04 %, on s’attend à une
baisse du SNR, ce qui rend l’analyse plus difficile. Cependant, effectuer plus de tirs laser
à des dilutions plus faibles pourrait atténuer cette limitation. Par conséquent, on prévoit
que le montage sera capable de mesurer avec confiance des dilutions jusqu’à 0.01 % avec
la configuration expérimentale actuelle.
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6.5 Résumé et perspectives
Ce chapitre résume les résultats obtenus dans le cadre de cette thèse et présente une
perspective sur les recherches futures. Il aborde les expériences potentielles et les mo-
difications possibles du matériel et du logiciel du montage expérimental, et se termine
par un aperçu de l’avenir de la technique X-ray and Particle Induced X-ray Fluorescence
(XPIF).

Analyse couche par couche par XPIF

Ce travail présente l’utilisation de XPIF pour des échantillons à plusieurs couches, en
décrivant la théorie ainsi que les capacités et les limites du montage expérimental. La
méthode repose sur deux éléments clés : un sélecteur d’énergie matériel et une procédure
MATLAB personnalisée. Il est démontré que le sélecteur d’énergie de Chen et al. [78],
installé à l’installation ALLS, permet de contrôler le spectre énergétique des protons, of-
frant un contrôle de la profondeur pour une analyse couche par couche. Bien que les tests
confirment qu’il peut générer des plateaux d’énergie adéquats, sa précision est limitée à
des énergies plus élevées en raison de l’élargissement de la bande passante. Ce problème
est dû à la distance entre le sélecteur et la source, une contrainte physique à l’intérieur
de la chambre principale. À partir de ces résultats, les positions des fentes pour diverses
énergies et bandes passantes ont été calculées pour de futures expériences. Le code MAT-
LAB original de Frédéric Boivin [2] a été étendu pour analyser des échantillons composés
de plusieurs couches de compositions élémentaires différentes. Les principales modifica-
tions concernent les calculs de rendement, l’atténuation par les couches sus-jacentes et
la diffraction des rayons X, ainsi que la mise en œuvre de tables de consultation pour
une couverture élémentaire plus large. Les premiers tests montrent que la routine et
les calculs sont correctement implémentés. Cependant, la validation de la précision de
ces calculs reste un défi en raison du peu de données disponibles. Les calculs de rende-
ment n’ont pas pu expliquer complètement les données de mesure de Puyuelo-Valdes et
al. [1]. Des tests supplémentaires sont nécessaires pour déterminer la cause de l’écart par
rapport aux résultats attendus. Par conséquent, une nouvelle série d’expériences est pré-
vue prochainement. Elle consistera à utiliser XPIF sur plusieurs échantillons métalliques
multicouches, présentés dans l’ Figure 6.27. Cela aidera à identifier la source des erreurs
d’identification élémentaire précédentes et fournira plus de données pour tester le code
MATLAB. Surtout, la connaissance complète des paramètres expérimentaux permettra
une validation plus efficace et précise du code. Les échantillons seront irradiés avec et
sans le sélecteur d’énergie pour valider à la fois le code MATLAB et la fonctionnalité
du sélecteur. Ce sera la première expérience combinant le sélecteur et un échantillon. Si
le temps le permet, des maquettes du patrimoine culturel seront également testées pour
améliorer la méthode couche par couche et déterminer la profondeur de sondage de la
technique XPIF. L’objectif principal est l’identification qualitative et la localisation des
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particules dans les échantillons. À l’issue des expériences, il sera possible de développer
une technique novatrice capable d’analyser des échantillons multicouches de composi-
tion inconnue. La précision et la profondeur de pénétration de la méthode dépendent de
l’échantillon, avec des applications potentielles en science des matériaux [109, 110], dans
l’industrie des semi-conducteurs [111], le patrimoine culturel [10, 112] et les domaines
biomédical et environnemental [113, 114]. Plusieurs extensions matériel et logiciel sont
également prévues. Les efforts actuels de l’équipe ALLS se concentrent sur [115,116] :

• Le remplacement du filtre en beryllium de la caméra à rayons X pour détecter
les éléments de numéro atomique plus faible et l’ajout d’un second détecteur pour
élargir la couverture du spectre des rayons X et améliorer le rapport signal/bruit.

• L’équipement du sélecteur d’énergie d’un meilleur moteur pour un contrôle plus
précis de la position des fentes.

• La mise en œuvre de l’apprentissage automatique pour optimiser les paramètres du
laser.

• Cela améliore l’énergie de coupure tout en réduisant le temps nécessaire pour trou-
ver le meilleur jeu de paramètres.

• L’extension du porte-cibles multiple pour les cibles minces d’interaction laser afin
d’augmenter le nombre de tirs par cycle de pompage.

• L’extension du code MATLAB avec les calculs de la fluorescence secondaire ainsi
que du rendement en rayons X provenant du Bremsstrahlung de la cible TNSA.

• De plus, le code pourra gérer un plus grand nombre de cibles d’interaction laser de
matériaux différents.

Des travaux supplémentaires se concentrent sur l’amélioration des fluctuations tir à tir
du rendement en protons et en rayons X pour augmenter considérablement le signal.
La possibilité d’utiliser les électrons générés lors de la TNSA pour une excitation sup-
plémentaire des rayons X caractéristiques est également à l’étude. Cela signifierait une
combinaison de Particle-Induced X-ray Emission et Energy Dispersive X-ray fluorescence
dans le même montage, ce qui augmenterait encore ses capacités [18].

Analyse des aérosols dans l’air

Ce travail démontre que la combinaison du PIXE et du XRF par laser permet de détecter
des concentrations de gaz jusqu’à plusieurs centaines de ppm sans préparation complexe
de l’échantillon. Si une mesure de référence est disponible, les concentrations relatives
de gaz peuvent être estimées en comparant les hauteurs ou les aires des pics à l’aide
de techniques d’ajustement spectral. Bien que des limitations dans le système de valve
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actuel et le bruit de fond des rayons X empêchent une quantification fiable en dessous de
0.4%, la présence de Kr est encore clairement discernable à ce niveau. Avec une meilleure
stabilité tir à tir du laser, une moyenne du signal sur plusieurs tirs et un contrôle plus
précis du gaz, le système devrait atteindre des sensibilités de quelques centaines de ppm.
Cette projection se base sur le fait que des signaux correspondant à de telles dilutions
sont déjà détectables, mais ne sont pas encore contrôlés avec une précision suffisante
et sont largement masqués par le bruit. Les défis d’identification des pics peuvent être
abordés en restreignant la gamme d’éléments attendus et en intégrant une analyse assis-
tée par logiciel, potentiellement améliorée par des algorithmes d’IA pour une meilleure
détection des pics [117, 118]. Des routines automatisées déclenchées par des conditions
de seuil permettraient en outre une surveillance continue des aérosols toxiques ou des
particules fines [119, 120]. Les performances actuelles à ALLS démontrent la faisabilité
du XPIF laser en quasi temps réel pour des applications telles que l’analyse des gaz
d’échappement d’usines, la surveillance des décharges et le contrôle de la qualité de l’air
urbain [23, 121, 122]. La contribution accrue du XRF pour les éléments à Z élevé rend
également cette méthode adaptée à la détection d’espèces radioactives telles que le césium
ou l’iode, libérées lors d’incidents nucléaires. La résolution du système permet même de
distinguer des isotopes tels que le 134Cs et le 137Cs [123]. Bien que davantage de tirs
soient nécessaires pour exciter suffisamment de rayons X à des concentrations de Kr plus
faibles, la fréquence de répétition du laser de 0.625 Hz garantit que ce n’est pas un fac-
teur limitant. Alors que les solutions de cibles stables à plus haute fréquence de répétition
restent un goulot d’étranglement pour l’accélération de protons [124], certaines solutions
atteignent déjà des taux de répétition de 1 Hz avec des jets d’hydrogène cryogéniques
ayant une évolutivité attendue jusqu’à 1 kHz [125,126]. Combiné à la disponibilité crois-
sante d’accélérateurs laser compacts et rentables capables de fournir des protons de 3 à
5 MeV pour le PIXE [127], l’évolutivité du XPIF par laser semble prometteuse [23,120].
Ce fait ne se limite pas seulement aux applications environnementales, mais à l’ensemble
des opérations potentielles du XPIF.
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