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ABSTRACT

Most of the existing water quality models for water distribution networks assume complete mixing at junctions. Albeit few models offer the

possibility to consider incomplete mixing (IM) at junctions, most of them were developed under laboratory conditions and for equal pipe size

junctions. In real-world distribution networks, however, cross junctions of 150� 100� 150� 100 mm or 100� 150� 150� 150 mm are

common, yet no model has been developed for these configurations. This paper presents a new equation to compute concentrations in

cross junction outlets while considering IM for six cross junction configurations, including unequal pipe sizes and 150 mm pipes. For

each cross junction configuration, mixing was studied under 25 flow scenarios in the laboratory and 40 simulated flow scenarios using Open-

FOAM software. Two new flow rate ratios were selected as independent variables to compute different outlet concentrations. For two

specific cross junctions with equal pipe sizes, the root-mean-squared error between the observed and simulated concentrations of the

newly developed model was 0.02, while it was 0.05 and 0.07, respectively, for the AZRED IM model and the Shao et al. IM model.

Key words: computational fluid dynamics, incomplete mixing, OpenFOAM, twoLiquidMixingFoam, water distribution networks, water quality

models

HIGHLIGHTS

• Laboratory experiments were conducted under real-world conditions with 150 mm pipes.

• New principal combinations of independent variables for mixing were identified.

• A single equation was developed for mixing in different cross junction configurations.

• The developed model reproduces observations more accurately than the other models.
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GRAPHICAL ABSTRACT

1. INTRODUCTION

The mixing phenomenon is increasingly recognized as a serious concern in drinking water quality models of water distri-
bution networks (WDNs). Indeed, in most existing water quality models (such as EPANET (Environmental Protection

Agency Network Evaluation Tool) (Rossman 2000) or WaterCAD (Water Computer-Aided Design)/WaterGEMS (WATER
Geographic Engineering Modeling System) (Bentley Systems 2020)), the mixing of water quality constituents at junctions
is simplified and considered to be complete and instantaneous, which can greatly reduce the accuracy of the predicted con-

centration values.
A complete mixing assumption was adopted in drinking water quality models to reduce simulation time and model com-

plexity. The degree of mixing at junctions depends on a wide range of parameters, such as the junction type (cross or tee
junction), junction configuration (e.g., junctions with different pipe diameters in their legs), and hydraulic conditions. Due

to the importance of water quality models in urban WDNs and technological advances provided by high-speed computers,
more accurate models have been developed within the last decades, allowing for the simulation of mixing at junctions instead
of considering the simplistic assumption of complete mixing.

Fowler & Jones (1991) and Ashgriz et al. (2001) were among the first researchers to find that mixing should not be con-
sidered complete at the junctions of WDNs, unlike the assumption employed in most existing water quality software such
as EPANET (Rossman 2000) or WaterCAD (Water Computer-Aided Design)/WaterGEMS (WATER Geographic Engineer-

ing Modeling System) (Bentley Systems 2020). Many researchers conducted laboratory studies on such a mixing phenomenon
to investigate the details of mixing in cross junctions (Orear et al. 2005; Ho et al. 2006; McKenna et al. 2007; McKenna et al.
2008; Song et al. 2009; van Summeren et al. 2017; Song et al. 2018; Shao et al. 2019; Yousefian & Duchesne 2022a) or

double-tee junctions (Orear et al. 2005; Ho et al. 2006; Ung et al. 2014; Cotes et al. 2016; Ung 2016; Gilbert et al. 2017;
Song et al. 2018; Shao et al. 2019; Grbčic ́ et al. 2020b). Likewise, many authors used experimental results of the mixing
phenomenon at junctions to calibrate different computational fluid dynamics (CFD) tools (Orear et al. 2005; Webb & van
Bloemen Waanders 2006; Ho et al. 2007; Webb 2007; Romero-Gomez et al. 2008c; Braun et al. 2015; Cotes et al. 2016;
Hernández Cervantes et al. 2018; Grbčić et al. 2020b; Grbčic ́ et al. 2020a). Alternatively, other researchers focused on
the impact of the mixing phenomenon on sensor network designs, optimal sensor placements, and the distribution of
disinfectants or residual chlorine in WDNs (Romero-Gomez et al. 2008a; Romero-Gomez & Choi 2011; Mompremier

et al. 2015; Mompremier et al. 2017).
Several attempts have been made to develop different models for incomplete mixing (IM). AZRED (AZ refers to the Uni-

versity of Arizona, where the model was developed, and RED is a Spanish word for network) is one of the first models to
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project the concentrations of solute at junction outlets (Austin et al. 2008; Choi et al. 2008). In this model, the ratio of Rey-

nolds (Re) number in one inlet to the other inlet (inlet Re numbers ratio) and the ratio of Re number in one outlet to the other
outlet (outlet Re numbers ratio) are independent variables used to compute the concentration in outlets.

EPANET-BAM (Bulk Advective Mixing) is another model for IM that originally considered only the advection term of the

transport equation and neglected the effect of diffusion in mixing (Ho 2008). In this model, the solute concentration in the
outlet adjacent to the inlet with a higher flow rate was considered equal to the solute concentration in the inlet with a higher
flow rate. The solute concentration of the other outlet was then calculated based on the mass balance equation. Later on, a
scaling parameter was added in EPANET-BAM to take into account the effect of the diffusion term in the mixing phenom-

enon (McKenna et al. 2007; Ho & Khalsa 2008; Romero-Gomez et al. 2008b).
Shao et al. (2014) developed an empirical model for IM, whereby the independent variables are the flow momentum of

inlets and outlets, defined as the ratio of the squared flow rate to the pipe section area. The dependent variable of this

model is a newly defined flow distribution factor employed to project the solute concentration in outlets.
Besides AZRED, EPANET-BAM, and the analytical model by Shao et al. (2014), others were developed specifically for

cross junctions. Hernández Cervantes et al. (2021) proposed a new model for IM in cross junctions where the inlet flow

ratio, the outlet flow ratio, and the inlet concentration ratio are used as input variables, while the ratio of concentrations in
the outlets is the output. In addition, Hammoudi (2021) suggested a regression equation to estimate the mass fraction at the outlets
of a cross junction based on the ratio of flows in the inlets, the ratio of flows in the outlets, the density and diffusivity of the con-

taminant, the pipe diameter of the cross junction, and the Re number of contaminated inlets for the mixing in WDNs.
Among the existing models, two models can be employed for junctions with two pipe sizes where the opposite legs have the

same pipe size. The first of these, EPANET-BAM-WRAP, is an IM model based on EPANET that estimates the solute con-
centration in the outlets of the junctions with two pipe sizes (Ho & O’Rear 2009). In this model, like in EPANET-BAM, a

scaling parameter is defined to consider the effect of diffusion in mixing, for each junction. The second is an analytical
model by Yu et al. (2014b), where it is assumed that the main pipes (the inlet with the higher flow rate and the outlet opposing
that inlet) have a larger pipe diameter. This model can be used for three ratios of pipe diameter (mm), namely 25/25, 25/32,

and 25/50, within cross and double-tee junctions (Yu et al. 2014b, 2014a, 2016). In this empirical model, a new mixing index
was proposed based on the conservation of flow and solute at junctions. Finally, a regression equation was employed in this
model to project the mixing index as a function of the inlet pipe diameter ratio, the inlet Re number ratio, and the outlet Re

number ratio.
Further details regarding the existing IM models and studies carried out on the mixing phenomenon in the junctions of

WDNs can be found in Yousefian & Duchesne (2022b). This review paper revealed that most existing IM models were devel-
oped based on laboratory experiments with small pipe diameters (25–50 mm) and low pressure.

Yousefian & Duchesne (2022a) studied the impact of pressure on the mixing phenomenon and found that for pressures
higher than 140 kPa, the pressure does not have a significant impact on the mixing phenomenon. Later, Yousefian (2023)
investigated the accuracy of the existing IM models within laboratory experiments and showed that using the existing IM

models for real-world pipe diameters (100 mm and more) can lead to erroneous results. Besides, the IM models that can
work for junctions with two pipe sizes either need to be calibrated based on experimental results (e.g., EPANET-BAM-
WRAP) or can only be used for three specific pipe diameter ratios (e.g., analytical model by Yu et al. (2014b)).

Furthermore, Yousefian & Duchesne (2022b) found that no model exists to consider IM for common junctions, such as
those cross junctions with pipe diameters of 150� 100� 150� 100 mm, 100� 150� 150� 150 mm, or 100� 100� 50�
100 mm. Therefore, the objective of this study was to develop an IM model that can be employed for cross junctions with

real-world pipe diameters (e.g., 100 and 150 mm) and also for cross junctions with different pipe diameters in their legs.

2. METHODOLOGY

This study consisted of six main steps to address each challenge and difficulty of the research (see Figure 1). First, a statistical
analysis of a real-world WDN in North America was conducted to provide the required data for finding the real-world con-
ditions, including the most common junction types (cross or double-tee junction), junction sizes, junction configurations (pipe

sizes in junction legs), and flow rates. A small WDN was then designed in a hydraulic laboratory based on the specifications
of the real-world WDN to investigate the IM under real-world conditions, and subsequent experiments of each cross junction
were conducted. Since there was a limit on the maximum flow rate in laboratory experiments 4.5 LPS (Liters Per Second), a
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CFD model was also calibrated based on the experimental results and employed to conduct the experiments for flow rate

scenarios other than those studied in the laboratory. Different combinations of independent variables were then tested to
find the principal combination explaining the outlet concentrations. Finally, a single equation was derived for estimating
the outlet concentrations in all studied cross junctions.

2.1. Statistical analysis of a real WDN

Among the characteristics of drinking WDNs, pipe size, and pressure are important parameters that are different between the
experiments performed to develop the existing IM models and real-world conditions. Yousefian & Duchesne (2022a) recently
showed that pressure cannot significantly affect mixing. However, the same authors also showed, in Yousefian (2023), that

the junction size has a significant impact on the mixing behavior, when the junction size is smaller than 100 mm. In order
to determine the characteristics of the experimental setup in the laboratory, the pipe and flow characteristics of a North
American WDN serving a population of about one million people were investigated. To do so, the number and type of junc-

tions with IM, the size of commonly used pipes, the configuration of junctions, and the most frequent flow rates were
investigated for that WDN. The mini WDN Laboratory of Institut National de la Recherche Scientifique (INRS; see descrip-
tion below) was then redesigned and rebuilt based on these conditions to study the mixing behavior under real-world

conditions.
The most frequent conditions of real-world WDNs were obtained from the analysis of 24-h average water demand on a

normal day in the selected North American city. In this analysis, all junctions have been examined to determine if the junc-

tion is within the complete mixing conditions or not in normal flow conditions. To do so, the junctions were first divided into
cross junctions and double-tee junctions. Among each type, those junctions with two inlets and two outlets were then
selected. Next, those junctions with adjacent inlets were identified as junctions with IM conditions. Moreover, for double-
tee junctions, those with a distance between tee junctions less than 10 diameters of the pipes were considered double-tee junc-

tions with IM. According to such criteria, approximately 65% of the cross junctions in this WDN were within the conditions
of IM, while only about 1% of its double-tee junctions had characteristics that led to IM. Besides, about 60% of the cross junc-
tions with IM characteristics have different pipe sizes in their legs. It was also found that the most frequently used pipe sizes in

this WDN were 100 and 150 mm. Therefore, based on these observations, six cross junction configurations with pipe sizes of
50, 100, and 150 mm were selected to study the mixing behavior within them. Those configurations are listed in Table 1. For
cross junctions with different pipe sizes, two different types of reducers were used: a reducer coupling that gradually changes

Figure 1 | Flow chart of the steps taken in the current research.

Journal of Hydroinformatics Vol 00 No 0, 4

corrected Proof

Downloaded from http://iwaponline.com/jh/article-pdf/doi/10.2166/hydro.2024.041/1356754/jh2024041.pdf
by guest
on 09 February 2024



the pipe diameter from 150 to 100 mm in a length of 10 cm (configurations B and C) and a reducer bushing in which the pipe
diameter suddenly reduces from 100 to 50 mm (configurations E and F).

It was observed that the flow rates between 1.50 and 3.00 LPS were the most common during a normal day in the studied

WDN. Accordingly, for laboratory experiments, two series of flow scenarios were tested: the first series was used to develop a
new IM model for cross junctions with different pipe sizes (Table 2) and the second series was employed to validate the new
IM model (Table 3).

In addition to the flow rate scenarios tested in the laboratory (which were selected through the analysis of a real-world

WDN), others were tested through CFD simulations to fill the gap between the laboratory flow scenarios and some extreme
flow rate scenarios observed in the real-world WDN. The flow rate scenarios selected for the CFD experiments are shown in
Table 3.

2.2. Experimental setup

Laboratory experiments were carried out in the Mini Water Distribution Network Laboratory of Institut National de la
Recherche Scientifique (INRS) in Quebec City, Canada. The network is equipped with two pumps: a 3 hp pump (Xylem-

AquaBoost) and a 75 hp pump (Berkeley-B4EPBMS). Twelve flow control valves with electric actuators (Assured Auto-
mation-P2R4 with S4 actuator) were installed to apply a variety of pressure and flow configurations. The pressures in the
network were measured with six pressure probes (Ashcroft-G2) and the flow rates were measured by nine electromagnetic
flow meters (ModMAG-M2000) (Figure 2(a)). The soluble tracer for laboratory experiments was sodium chloride (NaCl),

Table 1 | Cross junction configurations tested in the laboratory

Configuration South inlet size (salty water) (mm) West inlet size (tap water) (mm) North outlet size (mm) East outlet size (mm) Connection type

A 150 150 150 150 (–)

B 150 100 150 100 Reducer coupling

C 100 150 150 150 Reducer coupling

D 100 100 100 100 (–)

E 100 100 50 100 Reducer bushing

F 100 100 100 50 Reducer bushing

Table 2 | Laboratory flow rate scenarios for developing the new IM model

Scenario South inlet (salty water) (LPS) West inlet (tap water) (LPS) North outlet (LPS) East outlet (LPS)

Lab-1 1.50 3.00 3.00 1.50

Lab-2 1.50 3.00 2.50 2.00

Lab-3 1.50 3.00 2.25 2.25

Lab-4 1.50 3.00 2.00 2.50

Lab-5 1.50 3.00 1.50 3.00

Lab-6 2.25 2.25 3.00 1.50

Lab-7 2.25 2.25 2.50 2.00

Lab-8 2.25 2.25 2.25 2.25

Lab-9 2.25 2.25 2.00 2.50

Lab-10 2.25 2.25 1.50 3.00

Lab-11 3.00 1.50 3.00 1.50

Lab-12 3.00 1.50 2.50 2.00

Lab-13 3.00 1.50 2.25 2.25

Lab-14 3.00 1.50 2.00 2.50

Lab-15 3.00 1.50 1.50 3.00
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Table 3 | Laboratory flow rate scenarios for validating the new IM model

Scenario South inlet (salty water) (LPS) West inlet (tap water) (LPS) North outlet (LPS) East outlet (LPS)

Lab-16 2.50 2.00 3.00 1.50

Lab-17 2.50 2.00 2.50 2.00

Lab-18 2.50 2.00 2.25 2.25

Lab-19 2.50 2.00 2.00 2.50

Lab-20 2.50 2.00 1.50 3.00

Lab-21 3.00 1.50 3.00 1.50

Lab-22 3.00 1.50 2.50 2.00

Lab-23 3.00 1.50 2.25 2.25

Lab-24 3.00 1.50 2.00 2.50

Lab-25 3.00 1.50 1.50 3.00

Figure 2 | Laboratory experiments setup: (a) picture of the laboratory and (b) laboratory experimental set-up plan.
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and four conductivity meters (Teledyne-LXT220) were installed to measure the conductivity (related to the concentration of

salts) in each inlet and outlet. All the settings of pumps and valves were set through a central computer and a control panel
designed by Honeywell (Honeywell-EBI R430 and Honeywell-Controller HC900). The measured flow, pressure, and conduc-
tivity values were recorded every 5 s. However, in order to reduce the signal noise of the sensors, the measurements were

averaged over 60 s intervals.
Tap water was used in the whole network and the injection of a soluble tracer (salt; NaCl) into the network was carried out

through a pulse (or an injection) pump. The distance between the salt injection point and the cross junction was about 3 m in
all configurations to ensure that longitudinal mixing occurred entirely in water before reaching the cross junction

(Figure 2(b)). In all laboratory experiments, the solution of salt was injected into the southern pipe (red arrow in Figure 2(a)),
tap water was flowing in the western pipe (blue arrow in Figure 2(a)), and the northern and eastern pipes were the outlets
(orange arrows in Figure 2(a)). In each cross junction configuration (Table 1) and for all flow scenarios of the laboratory

experiments (Tables 2 and 3), the mixing phenomenon was investigated for two pressure values (320 and 430 kPa). Also,
for each pressure and flow rate scenario within the cross junction configurations, 10 different concentrations of salt were
injected into the southern pipe.

In all experiments, the dimensionless concentration of injected salt in each outlet, which was acquired from Equation (1),
was selected to represent the level of mixing:

C� ¼ C � Cw

Cs � Cw
(1)

where C� is the dimensionless concentration of injected salt in the studied outlet (north or east), C is the concentration of salt

in the studied outlet, Cs is the concentration of salt in the southern (salty water) inlet, and Cw is the concentration of salt in the
western (tap water) inlet. Finally, since 10 different quantities of salt were injected for each flow scenario, the dimensionless
concentration of injected salt for each cross junction configuration and each flow scenario was obtained by averaging the
dimensionless concentration for each of the 10 injected salt quantities (Equation (2)):

C� ¼

P10
i¼1

C�
i

10
(2)

where C�
i is the dimensionless concentration in any outlet for the ith of 10 experiments carried out in each flow rate scenario.

The uncertainty of the dimensionless concentration in any outlet was estimated through the technique of absolute error
propagation, leading to a value of about +0:05, based on the accuracy of the conductivity meters, which was

+0.00141 ms/cm.

2.3. CFD simulations

Numerical (CFD) experiments were also carried out to study the mixing phenomenon within the flow scenarios listed in
Table 4, which complemented the laboratory experiment flow scenarios (listed in Tables 2 and 3). To do so, the k-epsilon

model of OpenFOAM-v2210 within the solver of twoLiquidMixingFoam was used. OpenFOAM-v2210 is an open-source
CFD tool using the finite volume method. The solver, twoLiquidMixingFoam, can consider the transport and mixing of
two liquids with different specifications. OpenFOAM was selected for CFD simulations because it is an open-source tool.

Since OpenFOAM works with the k-epsilon model, this closure model was employed for turbulent modeling. More details
about the closure model and the governing equations of this model, as used in OpenFOAM, are presented in Goodarzi
et al. (2020).

The CFD model was calibrated and validated based on the experimental results of all scenarios displayed in Table 2. The

calibration was conducted by adjusting the turbulent Schmidt number value in order to minimize the difference between the
dimensionless eastern outlet concentrations obtained from CFD simulations and laboratory observations, for all flow scen-
arios in Table 2 and all junction configurations in Table 1. Four turbulent Schmidt number values were tested: 0.01, 0.135

(as suggested by Romero-Gomez et al. (2008b)), 1.00, and a value adopted from the contour of the fitted turbulent Schmidt
number provided by Romero-Gomez et al. (2008c). This last value is a function of both the inlet Re number ratio and the
outlet Re number ratio.
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The same fluid specification was considered for contaminated and clean water, namely a density of 1,000 kg/m3 and a kin-

ematic viscosity of 1.00� 10�6 m2/s. The geometry of the junctions was created through SolidWorks (Version 2021), and the
snappyHexMesh tool of OpenFOAM was used to generate the mesh. Mesh analysis was carried out, and the final mesh was
selected for each configuration from different meshes with a total number of cells in the range of 440,000 to 108,160,000. The

boundary conditions applied for these simulations in all CFD experiments are presented in Table 5.
In Table 5, the flowRateInletVelocity and the flowRateOutletVelocity conditions adjust the velocity field to match the speci-

fied flow rate. Regarding the fixedValue condition of k and epsilon, the values of these boundary conditions were calculated

using Equations (3) and (4), as suggested by Jasak et al. (2007) and Launder & Spalding (1974):

k ¼ 3
2
(Iu)2 (3)

epsilon ¼ C0:75
m k1:5

L
(4)

Table 4 | CFD flow rate scenarios for developing the new IM model

Scenario
South inlet
(salty water) (LPS)

West inlet
(tap water) (LPS)

North
outlet (LPS)

East
outlet (LPS) Scenario

South inlet
(salty water) (LPS)

West inlet
(tap water) (LPS)

North
outlet (LPS)

East outlet
(LPS)

CFD-1 0.50 1.00 0.50 1.00 CFD-21 3.00 8.00 9.00 2.00

CFD-2 0.75 1.25 1.25 0.75 CFD-22 3.00 15.00 10.50 7.50

CFD-3 1.00 0.50 1.00 0.50 CFD-23 3.00 30.00 25.50 7.50

CFD-4 1.00 1.00 1.00 1.00 CFD-24 4.00 4.00 2.00 6.00

CFD-5 2.00 0.50 2.00 0.50 CFD-25 4.00 40.00 4.00 40.00

CFD-6 2.00 1.00 1.00 2.00 CFD-26 5.00 3.00 5.00 3.00

CFD-7 2.00 4.00 2.00 4.00 CFD-27 5.00 25.00 5.00 25.00

CFD-8 2.00 6.00 5.00 3.00 CFD-28 6.00 2.00 4.00 4.00

CFD-9 2.00 8.00 6.00 4.00 CFD-29 6.00 4.00 4.00 6.00

CFD-10 2.00 8.00 8.00 2.00 CFD-30 6.00 4.50 1.50 9.00

CFD-11 2.00 12.00 11.00 3.00 CFD-31 10.00 1.00 10.00 1.00

CFD-12 2.00 16.00 14.00 4.00 CFD-32 10.00 2.00 2.00 10.00

CFD-13 2.00 20.00 12.00 10.00 CFD-33 15.00 2.00 7.00 10.00

CFD-14 2.00 40.00 22.00 20.00 CFD-34 20.00 2.00 2.00 20.00

CFD-15 2.00 40.00 32.00 10.00 CFD-35 30.00 1.00 1.00 30.00

CFD-16 2.00 80.00 62.00 20.00 CFD-36 30.00 2.00 12.00 20.00

CFD-17 2.10 8.00 8.10 2.00 CFD-37 38.00 4.00 2.00 40.00

CFD-18 2.50 1.00 2.50 1.00 CFD-38 40.00 1.00 1.00 40.00

CFD-19 3.00 2.00 3.00 2.00 CFD-39 40.00 2.00 2.00 40.00

CFD-20 3.00 7.50 3.00 7.50 CFD-40 79.00 2.00 1.00 80.00

Table 5 | Boundary conditions applied in OpenFOAM for CFD simulations

Variable Inlets Outlets Walls

Velocity flowRateInletVelocity flowRateOutletVelocity noSlip

Pressure zeroGradient zeroGradient zeroGradient

k fixedValue zeroGradient kqRWallFunction

epsilon fixedValue zeroGradient epsilonWallFunction
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where I is the turbulence intensity (set as 5%), u is the average velocity of flow (m/s), Cm is the model constant (set as 0.09 as

suggested in Launder & Spalding (1974)), and L is the length scale (m) (set as 3.8% of the pipe diameter as suggested in
Launder & Spalding (1974) and Launder & Spalding (1972)). Equations (3) and (4) are also recommended in the user
guide of OpenFOAM.

The validation of the CFD model was then conducted by comparing the results of CFD simulations and laboratory exper-
iments for the cross junctions of 100� 100� 100� 100 mm pipe diameters within the 25 flow rate scenarios. Based on mesh
analysis and the calibration of the turbulent Schmidt number, the CFD model was validated. Figure 3 shows the validation of
the CFD simulation for all 25 flow rate scenarios.

3. RESULTS AND DISCUSSIONS

3.1. CFD model calibration

The laboratory flow scenarios that were used to develop the model (Table 2) were also used to calibrate the transport equation
of the twoLiquidMixingFoam solver (the turbulent Schmidt number). Consistent with the research by Romero-Gomez et al.

Figure 3 | Results of CFD simulations and laboratory experiments for the cross junction with a pipe diameter of 100 mm in terms of
dimensionless concentration of the eastern pipe (a) and dimensionless concentration of the northern pipe (b) within all flow rate scenarios.
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(2008b), it was observed in the current study that the CFD simulation results with a turbulent Schmidt number of 0.135 lead

to the best agreement with the experimental results. Indeed, the root-mean-squared error (RMSE) between the simulated and
observed dimensionless concentrations in the eastern pipe was 0.214, 0.018, 0.326, and 0.029, respectively, for turbulent
Schmidt numbers 0.01, 0.135, and 1.00, and the turbulent Schmidt number values adopted from the contour provided by

Romero-Gomez et al. (2008c). Therefore, a value of 0.135 was assigned to the turbulent Schmidt number for all CFD simu-
lations carried out in this research.

3.2. Principal combinations of independent variables

In order to fit a single regression equation for all studied configurations, an analysis was carried out to find the principal com-
bination of independent variables. The principal combination of independent variables was defined as the one based on
which the outlet concentrations could be sorted. Different ratios of inlet and outlet velocities, ratios of inlets and outlet

flow rates, and ratios of inlet and outlet Re numbers were taken into account to find the principal combination.
In some IM models, the inlet Re number ratio (Res=Rew) and the outlet Re number ratio (Ree=Ren) were taken into account

as independent variables (Austin et al. 2008; Yu et al. 2014b). However, it was observed from our experimental results that

these ratios were not the principal combination explaining the mixing behavior (concentrations at the outlets). Indeed, in
some cases, the outlet concentrations were different when the inlet Re number ratio and the outlet Re number ratio were
the same, as shown in Table 6.

In addition to the inlet and outlet Re number ratios, Shao et al. (2014) employed the momentum ratio (h), computed with
Equations (5) and (6), as the main parameter explaining the outlet concentrations.

h ¼ Kw þ Ke

Ks þ Kn
(5)

Ki ¼ Q2
i

Ai
(6)

where Ki is the momentum in the pipe leg i (w¼west; e¼ east; s¼ south; and n¼ north), Qi is the flow rate in the pipe leg i,
and Ai is the area of that pipe leg cross section. As for the Re number ratios, it was observed from the experimental results that

the momentum ratios were occasionally the same while the outlet concentrations were different, as shown in Table 7.
In EPANET-BAM (Ho 2008) and in the IM model by Hernández Cervantes et al. (2021), the inlet flow ratio (Qs=Qw) and

the outlet flow ratio (Qe=Qn) were considered as independent variables. To verify if these ratios could be the principal com-
bination of independent variables explaining the outlet concentrations, the results for the eastern outlet concentrations under

the flow scenarios listed in Table 2 are depicted in Figure 4 for configuration D.
Four possibilities of sorting the eastern outlet concentrations as a function of the inlet and outlet flow ratios are illustrated

in Figure 4. The other four possibilities for sorting the data are the exact mirrors of these figures. Accordingly, as it can be seen

in Figure 4, it is not possible to sort the eastern concentrations in ascending or descending order based on the inlet flow ratio
and the outlet flow ratio.

These investigations show that the inlet and outlet Re number ratios, the inlet and outlet flow ratios, and the momentum

ratio could hardly be considered as the principal combinations of independent variables explaining the outlet concentrations.
However, when the ratio of the eastern pipe flow to the southern pipe flow (Qe=Qs) and the ratio of the eastern pipe flow to
the western pipe flow (Qe=Qw) are taken into account, both outlets’ concentrations can be sorted in descending order, as
shown in Figure 5, for the eastern outlet of all flow scenarios listed in Table 2. In this figure, first, the concentrations were

sorted based on (Qe=Qs) in descending order, and then, the concentrations were sorted based on (Qe=Qw) in ascending

Table 6 | Counter example for considering inlet and outlet Re number ratios as the principal combination

Configuration Flow scenario Res=Rew Ree=Ren C�
e C�

n

A Lab-3 0.50 1.00 0.70 0.03

E Lab-5 0.50 1.00 0.49 0.01

F Lab-1 0.50 1.00 0.88 0.07
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Table 7 | Counter example for considering the momentum ratio

Configuration Flow scenario h C�
e C�

n

A Lab-3 387,321,135.73 0.70 0.03

A Lab-10 387,321,135.73 0.78 0.02

D Lab-3 884,601,355.69 0.65 0.02

D Lab-10 884,601,355.69 0.74 0.01

Figure 4 | Eastern dimensionless concentration as a function of inlet and outlet flow ratios: (a) inlet flow ratio descending, outlet flow ratio
descending; (b) inlet flow ratio descending, outlet flow ratio ascending; (c) outlet flow ratio ascending, inlet flow ratio descending; (d) outlet
flow ratio ascending, inlet flow ratio ascending.
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order for the same (Qe=Qs) ratios. The error bars in Figure 5 represent the uncertainty of the laboratory experiments (5.0%),

which comes from the uncertainty of flow and conductivity measurements.
It is observed in Figure 5 that for all studied configurations, when the ratios of (Qe=Qs) and (Qe=Qw) are the same, the

dimensionless concentrations in the eastern pipe (mixing behavior) are similar. Therefore, those two flow ratios of the eastern

pipe to the southern pipe and of the eastern pipe to the western pipe were used as independent variables in the IM model
developed in this study.

3.3. Mixing model development

To avoid using a calibration parameter (like the scaling parameter in EPANET-BAM) and to reduce the calculation time of
water quality models with IM, a single regression equation was fitted on experimental results. The equation was developed

based on the laboratory flow scenarios listed in Table 2 and on the CFD results for flow scenarios listed in Table 4, for all
studied configurations, to estimate the dimensionless concentration in the eastern outlet (Equations (7) and (8)):

for Qe=Qs � 0:85: C�
e ¼ 1:00 (7)

for Qe=Qs . 0:85: C�
e ¼ 0:022� ln

Qe

Qs

� �
þ 0:91� Qe

Qw

� ��0:79

(8)

The dimensionless concentration in the northern outlet can then be calculated based on the mass balance equation
(Equation (9)):

C�
n ¼ (C�

sQs � C�
eQe)

Qn
(9)

These last equations have some limitations which should be taken into account before employing them. First, the equations

work only for cross junctions within the six studied configurations. The pipe diameters of cross junctions in laboratory exper-
iments were 150 mm or less and, therefore, the proposed equations can be used for cross junctions within the pipe diameter
range of 50 to 150 mm. The flow rates tested to develop this equation were between 0.50 and 80.00 LPS and the ratios (Qe=Qs)

Figure 5 | Eastern dimensionless concentration as a function of flow ratios of eastern pipe to southern pipe and of eastern pipe to western
pipe, sorted in the descending and ascending order, respectively, for flow scenarios Lab-1 to Lab-15.
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and (Qe=Qw) were between 0.50 and 40.00; it is recommended that the proposed equations are used for the same range of

flow rates.

3.4. Mixing model validation

The RMSE was selected as a performance indicator since it is one of the most commonly used measures to show how far
predictions fall from observation values. The RMSE between the simulated and observed dimensionless concentrations in
the eastern outlet for the flow scenarios of the developing data set (Tables 2 and 4) is 0.027, while it is 0.015 for the flow
scenarios of the validation data set (Table 3). Those results are illustrated in Figure 6. The error bars in this figure show

the uncertainty of the laboratory experiments (5.0%). As can be seen in Figure 6, the results of the validation data set, con-
sidering the uncertainties of measurements, are all around the 1:1 line. The results presented in Figure 6 and the RMSE values
mentioned above confirm that the dimensionless concentrations computed with the developed model are in good agreement

with the observations.

3.5. Comparison of developed mixing model with existing models

According to Yousefian (2023), AZRED (Austin et al. 2008) and the IM model by Shao et al. (2014) are the two existing IM
models that provide the best estimates of outlet concentrations under real-world conditions. Besides, these two models are not
dependent on a scaling parameter as EPANET-BAM is. However, these models were only developed for junctions with equal

leg sizes, as encountered in configurations A and D (more details of these IM models are provided in the supplementary
materials). Therefore, the results of these two models are compared to those of the newly developed mixing model for con-
figurations A and D, and for all flow scenarios of the laboratory experiments (listed Tables 2 and 3) in Figure 7. This figure
shows the distribution of the absolute difference between the C�

e values computed by each model and the C�
e values obtained

from the laboratory experimental results. The quartiles of errors are shown by the three lines in each box of Figure 7. The
lower and higher range limits of the bars were calculated based on Equations (10) and (11):

lower range limit ¼ Q1 � 1:5� (Q3 �Q1) (10)

higher range limit ¼ Q3 þ 1:5� (Q3 �Q1) (11)

where Q1 is the first quartile and Q3 is the third quartile.

Figure 6 | Results of the simulated and observed concentrations in the eastern outlet.
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Figure 7 shows that the newly developed model leads to the least differences between the observed and computed concen-
trations. It is also observed that, for the studied flow scenarios, the model developed in this study does not have any outlier,
while some are present in the results of the AZRED model and the IM model by Shao et al. (2014). The RMSE between the

simulated and observed concentrations of the eastern pipe, for configurations A and D, is 0.02 for the newly developed model,
while it is of 0.05 and 0.07, respectively, for the AZRED model and the IM model by Shao et al. (2014).

This newly developed equation can be integrated into EPANET to improve water quality modeling in real-world water dis-

tribution systems. The current EPANET model with complete mixing assumption leads, in some cases, to errors in
applications of water quality simulations such as water age modeling, disinfectant residual modeling, and water quality
sensor placement. Although there are some existing IM models that can improve the accuracy of water quality modeling,
they were developed and applied only on a limited number of junction types. However, the newly developed equation

could reduce this limitation by considering more types of junctions, such as cross junctions with real-world pipe diameters
and cross junctions with different pipe diameters.

4. CONCLUSIONS

The mixing phenomenon was studied at cross junctions with equal and unequal pipe sizes. Laboratory experiments were con-
ducted under real-world conditions, such as 100 and 150 mm pipe sizes. Besides, OpenFOAM was calibrated and employed
to simulate mixing under flow scenarios complementing the laboratory-tested flow scenarios.

Most existing models with IM were developed within laboratory conditions (i.e., pipe sizes smaller than in real-world net-
works) and for junctions with equal pipe sizes. Some models developed for junctions with unequal pipe sizes either depend
on predetermined parameters, like the scaling parameter of EPANET-BAM-WRAP, or work with only limited pipe size ratios,
like 25/32 and 25/50 in the analytical model by Yu et al. (2014b). This study investigated real-world cross junction sizes, such

as 150� 100� 150� 100 mm and 100� 150� 150� 150 mm, which no existing IM model can simulate. A single equation
was proposed to compute outlets’ concentrations for all considered junctions’ configurations. Based on the obtained results, it
can be concluded that

1. For the studied junction configurations and flow rate scenarios, a Schmidt number of 0.135 showed the best agreement
between outlets’ concentrations obtained from laboratory experiments and numerical simulations.

2. The outlet concentrations could not be sorted in ascending or descending order for any of the following ratios: inlet Re
number ratio and outlet Re number ratio, inlet flow rate ratio and outlet flow rate ratio, and the momentum ratio (defined
by Shao et al. (2014)).

Figure 7 | Absolute difference between the experimental results and the results of the IM models, in terms of dimensionless concentration
in the eastern pipe.
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3. The outlet concentrations could be sorted in ascending or descending order, as a function of the ratio of the flow rate of the

eastern pipe to the flow rate of the southern pipe and of the ratio of the flow rate of the eastern pipe to the flow rate of the
western pipe; those two ratios were thus used to compute the outlet concentrations in the developed model.

4. The outlet concentrations computed by the developed model are closer to observations than those computed by two other

IM models, namely AZRED and the IM model by Shao et al. (2014).

Although the developed model in this study could work for a broader range of junction configurations, it is recommended

to be used with flow rates between 0.50 and 80.00 LPS and flow rate ratios between 0.5 and 40. Besides, it is important to
emphasize that the findings of this study are also subject to some limitations. First, the pipe sizes were limited to 150 mm
or less. Second, cross junctions with unequal pipe sizes were installed using fittings for laboratory experiments. Third, the
flow rates in laboratory experiments were limited to 1.50 and 3.00 LPS. Therefore, some issues need to be investigated in

the future. Indeed, the principal combinations of independent variables identified in this research should be evaluated for
other junctions’ types and configurations (e.g., double-tee junctions, other cross junction sizes, etc.). Nevertheless, the devel-
oped model and the future proposed research of this study could improve water quality models in order to increase the use in

disinfectant residual management, water quality simulations in WDNs with different water sources, water quality sensor pla-
cement, and contaminant source identification.
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