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A B S T R A C T   

Study region: Two southern Quebec (Canada) watersheds were used to validate the proposed 
method for delineating inundated areas of small watersheds: the 554-km2 St.Charles and the 133 
km2 À la Raquette watersheds. Observed data from six-gauge stations were used to validate the 
Synthetic Rating Curves (SRC) developed in the study. 
Study focus: This research focuses on the application of the Height Above the Nearest Drainage 
(HAND) method to derive SRCs and support floodplain mapping in small watersheds. 
Accurate floodplain delineation is crucial of flood management, particularly in datascarce re-
gions. This study presents a novel approach using (HAND) approach to precisely identify flood- 
prone areas. It involves generating (SRCs) connecting discharge and terrain derived hydraulic 
characteristics, integrated into PHYSITEL; a Geographic Information System (GIS) for distributed 
hydrological modeling. The Froude number established a consistent relationship between mean 
discharge and water depth across various discharge levels, defining unique hydraulic regimes. A 
Global Sensitivity Analysis quantified the uncertainty associated with SRC parameters, guiding 
calibration efforts to achieve biases below 20%. For both watersheds, postcalibration results 
showed SRCs with NRMSE values between 0.03 and 0.62. HANDSRC-based inundated areas 
corroborated the Quebec City flood risk zones well, with over 70% recall and 90% precision, 
validating its efficacy. These results contribute significantly to the region by providing SRCs for 
ungauged river sections and delineating first-hand floodplain maps.   

1. Introduction 

Globally, floods represent the most economically damaging natural disaster, accounting for 31% of losses (Yahaya, 2008). In 
Canada, flooding is the costliest natural disaster, with annual insurance claims exceeding one billion dollars (IBC, 2020). Beyond 
financial impacts, floods result in fatalities, population displacements, and structural damages every year (Hirabayashi et al., 2013; 
Jonkman, 2005). Severe flooding in Quebec and Ontario in 2017 and 2019 exceeded 100-year flood levels (ECCC, 2020; Zokagoa et al., 
2021). The 2019 flooding in Ontario impacted over 310 municipalities and forced the evacuation of approximately 12,000 residents 
(Turcotte et al., 2019; Zokagoa et al., 2021). Given the influence of climate change on floods, accurate flood risk maps and effective 
mitigation strategies become essential tools for governments, municipalities, and flood risk managers. 

Synthetic Rating Curves (SRC) relate discharge measurements or forecasts and water depths. These curves, referred as “synthetic” 
because they are derived from terrain-based data, offer an alternative to traditional floodplain mapping techniques. When combined 
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with low-complexity models, such as Height Above the Nearest Drainage (HAND), which leverages Digital Elevation Models (DEM) 
and the Manning equation they can be used to estimate the average hydraulic geometry and discharge of river reaches (Zheng et al., 
2018). The HAND framework generates SRCs to delineate flood inundation areas. Although dependent on observations for calibration, 
this conceptual method meets the demand for efficient, reliable, and fast flood risk mapping tools (McGrath et al., 2018). 

Accurate flood mapping is closely related to the description of channel geometry (Maidment, 1992). However, obtaining river 
geometry presents challenges. Indirect methods, such as the downstream hydraulic geometry (DHG) theory described by Leopold and 
Maddock (1953), use empirical power laws to estimate river geometry, including river width, depth, and velocity. Although this 
method is straightforward, it has certain limitations. Hydraulic geometry parameters are often uncertain or difficult to spatialize 
(Andreadis et al., 2013). In contrast, conventional hydrodynamic or low-complexity models estimate the geometry by linking it to 
floodplain delineation (Afshari et al., 2018). 

Conventional hydrodynamic models are primarily physically based, and delineate flooding by incorporating channel geometry, 
including cross-sectional shape, surface roughness, and hydraulic structures (Bates and De Roo, 2000; Kim et al., 2011; Musser and 
Dyar, 2007; Tayefi et al., 2007). However, the number of inputs required to execute these models limits their applicability. On the 
other hand, low-complexity models use available data such as DEMs and land cover maps to delineate floodplains over extensive areas 
(Jafarzadegan et al., 2018; Samela et al., 2017; Sangwan and Merwade, 2015). 

As a simplified approach, HAND normalizes elevation differences in the DEM to estimate floodplain extent (Nobre et al., 2011; 
Rennó et al., 2008). HAND relates river geometry, stage, and discharge via SRCs. Consequently, hydraulic parameters derived from 
channel shapes (Quintero et al., 2021; Zheng et al., 2018) enable the creation of first-instance flood maps. Although HAND simplifies 
complex physical processes, its computational efficiency enables flood mapping in data-scarce areas, despite inherent uncertainties 
(McGrath et al., 2018; Teng et al., 2017). In addition, as a zero-dimensional model, HAND-SRC does not account for the spatial and 
temporal variability of rainfall and runoff, thereby influencing both flood extent and duration (Johnson et al., 2019). Furthermore, it 
lacks the capability to depict intricate hydrodynamic processes including backwater effects, hydraulic structures, and channel ge-
ometry (Chaudhuri et al., 2021). Finally, changes in land use and climate are not substantially reflected in their impact on flood risk 
mapping. In summary, this method is suitable for preliminary flood documentation when dealing with open-channel flows, assuming 
that the geometric properties established through LiDAR analysis remain valid during flood events. This explicitly excludes ice-jam 
floods, which are associated with a reduction in flow areas. 

Although the HAND-SRC approach has been applied to large watersheds (Diehl et al., 2021; Garousi-Nejad et al., 2019; McGrath 
et al., 2018; Scriven et al., 2021; Zheng et al., 2018), uncertainties persist regarding its effectiveness and accuracy for small watersheds. 
These uncertainties include the resolution of the DEM and the topography. Moreover, previous studies have demonstrated that high 
resolution DEMs can provide a more accurate representation of channel geometry and improve flood mapping (Garousi-Nejad et al., 
2019; Rebolho et al., 2018) Prior research projects have highlighted the importance of DEM resolution, as it directly affects the shape 
and distribution of elevations. Additionally, it has been observed that changes in reach length and slope can negatively impact the 
performance of the SRC, leading to overestimations of floodplains, especially in low relief areas like agricultural regions(Godbout 
et al., 2019). 

In addition to topographic factors, the Manning roughness coefficient is another source of uncertainty in the SRC performance. 
Fernandes (2021) incorporated shear stress at the channel-floodplain interface to correct this coefficient, resulting in improved pre-
diction of overbank flow. Another way to enhance the accuracy of SRC is by using weighted Manning values derived from land cover 
maps, considering both minimum and average values (Scriven et al., 2021). Furthermore, Gomes et al. (2023) found that using a single 
roughness coefficient can lead to an overestimation of conveyance with up to 30% for in-bank flows and 100% for large overbank 
flows. These findings highlight the physical implications associated with estimating the Manning roughness coefficient. Finally, 
Ghanghas et al. (2022) emphasized the importance of modelling assumptions as another significant source of uncertainty, in addition 
to topographic factors. Despite some exclusions such as bathymetry, the HAND-SRC method can still provide consistent rating curves 
over large areas, even though uncertainties may persist. All the studies underscore the importance of considering and quantifying 
sources of uncertainty, along with topographic factors when approaching flood mapping. 

Furthermore, combining SRC with HAND data poses challenges in acquiring accurate topographic data through remote sensing. 
However, the upcoming Surface Water and Ocean Topography (SWOT) mission may present an opportunity (Biancamaria et al., 2010). 
SWOT provides water surface elevation and extent data that can support the HAND values. Combining SWOT observations with 
HAND-derived flood modeling would enable enhanced flood forecasting and improve the understanding of water dynamics and 
climate change impacts. However, it is important to note that SWOT does not directly measure slopes, discharges, or network to-
pologies (Biancamaria et al., 2016). Therefore, integrating SWOT with DEMs and hydrologic modeling will be necessary for flood 
delineation using SRC and HAND. 

Nevertheless, based on previous studies, it is possible to identify five critical tasks that could reduce uncertainties: (i) improving the 
resolution of the DEM, (ii) evaluating the vertical accuracy of LiDAR data, (iii) examining the effects of the Manning coefficient on 
discharge, (iv) assessing the impacts of reach length, and (v) validating the influences of channel morphology on floodplain mapping. 
By addressing these tasks, the accuracy of the HAND-SRC for floodplain delineation would be enhanced. Furthermore, these tasks 
represent a novel approach. 

2. Material and methods 

The methodology described herein consists of five stages for the setup, application, and validation of the HAND-SRC method in 
small watersheds: (i) identifying the study area and retrieving available hydrological datasets, (ii) applying the HAND method and 
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deriving SRCs to delineate inundated areas by comparing them with a historical flood, (iii) performing a Global Sensitivity Analysis, 
(iv) selecting the best SRC based on observations, and finally (v) computing and locating hydraulic benchmarks to strengthen the 
results. 

2.1. Study area 

The methodology was implemented on two pilot watersheds in Quebec, Canada, as shown in Fig. 1. The first is the St. Charles River 
watershed, located in a mixed urban-rural region on the north shore of the St. Lawrence River near Québec City. It drains a 554 km2 

region and has six main tributaries. The average precipitation in this region is 1287 mm/year. The second is the À la Raquette River 
watershed, primarily an agricultural region draining 133 km2 and situated west of Montreal. The average precipitation in this region is 
998 mm/year. These watersheds were selected based on their size, number of hydrometric stations, and the spatial resolution of the 
available DEMs. The Water Expertise Center of Québec (CEHQ) operates the hydrometric stations of the St. Charles River watershed, 
while the Université du Québec À Montréal (UQÀM) operates the hydrometric stations of the À La Raquette River watersheds. 

2.1.1. Input geographic datasets 
2-m DEMs were created using airborne Light Detection and Ranging (LiDAR) data obtained from the Communauté Métropolitaine de 

Montréal and Communauté Métropolitaine de Québec for the À La Raquette and St. Charles River watersheds, respectively (MFFP, 2020). 
The LiDAR data was calibrated using the Can-Net network and all available geodetic points (MERN, 2021). The DEMs utilize the GRS 
80 reference ellipsoid with the NAD 83 SCRS geodetic reference system and a Modified Transverse Mercator (MTM) projection. A river 
network map at a scale of 1:20.000 was retrieved from the Quebec Hydrographic Network GeoBase (QRHM), which is available from 

Fig. 1. À la Raquette and St. Charles watersheds, including the location of their gauge stations and river network.  
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the Quebec Ministry of Energy and Natural Resources website (MERN, 2022). Land cover maps, derived from the analysis of aerial 
imagery, were obtained from the Quebec Ministry of Environment and Fight against Climate Change at a spatial resolution of 10 m. 
The dataset used in this study aligns with maps produced in 2019 (MELCC, 2019). 

To improve the accuracy of the hydrographic network, the river reach connectivity was fine-tuned to remove loops and segments 
with multiple outlets. Table 1. presents an overview of the different land cover categories within both watersheds. The percentages 
were calculated by dividing the area of each specific land cover type by the total area of the respective watersheds. It is worth noting 
that the St. Charles watershed has a higher proportion of forest and urban land cover compared to the predominantly agricultural land 
cover observed in the À la Raquette River watershed. 

2.1.2. SRCs and HAND modelling 
The derivation of SRCs from a HAND matrix was based on the methodology proposed by Zheng et al. (2018) and the equations for 

calculating channel hydraulic properties based on elevation and hydrographic data. The geometric properties of a river reach include 
the wetted perimeter, hydraulic radius, volume, and width of the inundated area. Fig. 2 shows the proposed methodology for deriving 
SRCs. To demonstrate the potential of this method for floodplain mapping, SRCs are used to provide the corresponding water level for a 
given discharge provided by HYDROTEL. HYDROTEL is a process-based, continuous, and semi-distributed hydrological model that 
requires the delineation of a watershed into “Relatively Homogeneous Hydrological (i.e. hillslopes) Units” (RHHU) and river segments 
(Bouda et al., 2014; Bouda et al., 2012; Fortin et al., 2001; Turcotte et al., 2007; Turcotte et al., 2003). HYDROTEL relies on PHYSITEL 
(Noël et al., 2014; Rousseau et al., 2011; Turcotte et al., 2019) for the watershed discretization. This hydrological model was chosen for 
its versatility and the fact that the HAND-SRC framework had already been implemented as a submodule of PHYSITEL/HYDROTEL 
modelling (see the following section). 

2.2. HAND 

A 64-bit version of PHYSITEL, a Geographic Information System (GIS) developed to support the implementation of distributed 
hydrological models, was used to analyze the terrain data and produce the HAND matrix (Noël et al., 2014; Rousseau et al., 2011; 
Turcotte et al., 2019). Within PHYSITEL, users can modify river and lake connectivity while performing various calculations such as 
determining DEM cell slopes, directions, and accumulation. Additionally, as mentioned earlier, the GIS delineates watersheds into 
(RHHUs), specifically categorizing them as hillslopes. 

The main calculations used to obtain the HAND matrix correspond to the methodology described by Nobre et al. (2011). However, 
the module available in PHYSITEL includes several modifications. Among these modifications is the possibility of adjusting Manning 
roughness coefficients based on the values reported in Chow (1959). This allows the modification of the coefficients according to 
varying land cover. Additionally, the length of the river reach can be tailored to the channel width. This adjustment is based on the 
USGS recommendations included in the manual of Rantz (1982) for installing a hydrometric station along a homogeneous reach (i.e., 
segment). 

To execute HAND, the cells (i.e., pixels) corresponding to the river network were set to an elevation of 0. Subsequently, the vertical 
differences between the terrain pixels and hydrographic network pixels were calculated using the flow orientation matrix and pixel 
elevations. The HAND conceptual approach delineates the inundated area through an iterative process using Eq. (1). Any pixel with a 
water level higher than its HAND value was considered inundated. 

if y > h(s) = inundated pixel (1)  

Where h(s) [m] or HAND value is the difference between the elevation of the cell s and the minimum channel elevation of the cor-
responding stream where water drains, and y [m] is the average water level within reach. 

2.2.1. Hydraulic geometry 
Channel geometry is determined by averaging longitudinal cross-sections (i.e., slices) taken along the length of the channel, rather 

than dividing the flow path into cross-sections. Additionally, Zheng et al. (2018) demonstrated that hydraulic simulations using the 
Manning equation could be conducted using hydraulic geometric properties derived from a DEM. These properties depict the channel 
shape as shown in Fig. 3. Hydraulic parameters were utilized to establish the foundation for calculating a SRC. 

The model delineates the inundated zone F(y) by identifying the cells s whose water level y is greater than the HAND value h(y). 
Thus, the water depth d(s) at any cell s is the difference between the reach average water level y and the HAND value of that cell h(s), as 

Table 1 
Land cover distribution (%) in À La Raquette River and St. Charles watersheds based on 
aerial imagery analysis.  

Land cover St. Charles À la Raquette 

Forest  61%  42% 
Wetlands  6%  3% 
Urban areas  27%  2% 
Agriculture  3%  52% 
Bare soil  2%  1%  
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represented in Eq. (2): 

d(s, y) = y − h(s), s ∈ F(y) (2) 

The Manning equation assumes steady and uniform turbulent flow, although this assumption may not be valid for all reaches. 
However, the uncertainty related to this assumption can be quantified through hydraulic parameter validation. In most practical 
applications, the hysteresis phenomena where the stage is lower during the rising limb than on the recession limb of the flood-wave 
hydrograph, is generally considered negligible (Henderson, 1966). Nevertheless, periodic validation and updating of the equilibrium 
rating curve are necessary due to geomorphological changes over time caused by bank erosion and sedimentation (Chow et al., 1988). 

Additionally, the calculated values of the hydraulic geometry parameters can be compared with those obtained from the Hydro-
logic Engineering Center’s River Analysis System (HEC-RAS). HEC-RAS is a tool used for deriving channel geometry, particularly when 
data is readily available. This comparison is especially important for parameters linked to the minimum elevations of the riverbed, as 
they tend to be the most uncertain values. 

The HAND implementation in PHYSITEL was established using Eqs. (3–8), which were defined for a uniform average reach at water 
level y. The symbols and units used in the subsequent sections are summarized in Table 2. The following parameters are computed: the 
inundated surface S(y), channel bed area B(y), flooded area volume V(y), average cross-sectional area A(y), wetted perimeter P(y), 
and hydraulic radius R(y).  

Fig. 2. Flow chart of the proposed approach for generating SRC and first-instance floodplain maps in small watersheds.  

Fig. 3. Illustration of the cross-section and the longitudinal hydraulic geometric properties derived for each river reach.  
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S(y)= n A(s)                                                                                                                                                                             (3) 

Where n is the number of inundated cells within the reach, and A(s) is the area of the cell s. 

B(y) =
∑

s∈F(y)
A(s)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(1 + slp (s)2
)

√

(4)  

Where slp (s) refers to the slope of each cell and is calculated as the inverse tangent of the slope angle. 

V(y) =
∑

s∈F(y)
A(s)d (s, y) (5)  

A(y) =
V(y)

L
(6)  

P(y) =
B(y)

L
(7)  

R(y) =
A(y)
P(y)

(8) 

Once the river channel geometry and Manning roughness coefficient have been defined, the Manning equation, (Eq. 9) is applied to 
estimate the discharge for each river reach, given the water level (y). Finally, the model calculates the discharge from the bottom to the 
flood height by gradually increasing the water level. As a result, a stage-discharge relationship known as SRC is derived for each river 
reach within the watershed. The hydraulic parameters obtained from this approach are solely based on geometric attributes extracted 
from gridded data, providing an average representation of river reaches, and capturing sufficient data for the computation of the 
Manning equation. Although this approach does not consider river bathymetric data, we propose an alternative procedure to correct 
LiDAR data using in situ rating curves in Section 2.2.3. 

Q(y) =
1
n

AR
2
3S

1
2 (9)  

Where A refers to the cross-sectional area (m2), R is the wetted perimeter (m), S is the channel slope (m/m), n is the roughness co-
efficient, and Q(y) is the discharge (m3/s). 

Floodplains can include multiple land-cover types, each associated with different roughness coefficients. To enhance the accuracy 
of SRC, the use of a composite n value has been suggested by Garousi-Nejad et al. (2019); Scriven et al. (2021) and Zheng et al. (2018). 
This composite value is determined based on the weighted perimeter of each land cover type at the reach scale, as explained by Crosato 
et al. (2020). However, the uncertainty surrounding the floodplain n value remains in this study. Additionally, while there are multiple 
equations available to calculate the weighted value of n, this study adopts the equivalent roughness coefficient proposed by Einstein 
(1934) and Horton (1933) in the GIS PHYSITEL, as presented in Eq. (10). The resulting n value represents an equivalent value that 
considers the perimeters of each subsection based on the land cover. 

neq =

⎡

⎢
⎢
⎢
⎣

∑n
i=1pin

3
2
i

P

⎤

⎥
⎥
⎥
⎦

2
3

(10) 

Where ni is the Manning coefficient of land cover i, Pi is the wetted perimeter of land cover i, and P is the total perimeter. 

2.2.2. Rating curve comparison 
A comparison was made between the derived SRC using PHYSITEL and the hydrometric data from six gauging stations. The 

Table 2 
Symbols and units.  

Variable Symbol Units 

Inundated surface S(y) m2 

Area of cell s A(s) m2 

Channel bed area B(y) m2 

Pixel Slope slp m.m− 1 

Volume V(y) m3 

Length L m 
Wetted perimeter P(y) m 
Hydraulic radius R(y) m 
Manning roughness coefficient n m1/3s− 1 

Discharge Q(y) m3s− 1 

Cross-sectional area A(y) m2 

Reach slope S m.m− 1  
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comparison involved several steps. First, the geospatial reference system was corrected to ensure compatibility between the two 
datasets. This involved modifying the “official” rating curves to fit the benchmark reference system into a geodetic reference system. 
Specifically, the NAD 83-CSRS reference system was used for the À La Raquette River, and UTM 18 N and UTM 19 N projections were 
used for the St. Charles River watersheds. The altimetric reference system CGVD28 was also utilized. In situ positioning was then 
performed using Leica’s Real-Time Kinematic (RTK) method with GNSS-RTK GS08 Plus. Two goodness-of-fit indicators were applied to 
assess the difference between the observed and synthetic rating curves. These indicators were the Root Mean Squared Error (RMSE) 
(Eq. 11a), the Normalized RMSE (Eq. (11b), and the percentage of bias (PBIAS, Eq. 12) introduced by Yapo et al. (1996). The com-
parison was conducted at a river reach near the gauge station to ensure that both curves had the same coordinate system and rep-
resented an equivalent channel morphology. 

RMSE
(
m3/s

)
=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(Q0 − Qs)
2

N

√

(11a)  

NRMSE =
RMSE

Qo
(11b)  

BIAS (%) =

[∑n
i=1(Q0 − Qs) ∗ 100

∑n
i=1Q0

]

(12)  

Where Qo corresponds to the observed discharge, QS is the simulated discharge and Qo is the average of the observed discharges; all 
values in (m3/s). 

2.2.3. Resolution effect 
The term "resolution" encompasses more than just pixel size. Resolution refers to the model’s ability to distinguish objects and is 

linked to the smallest wavelength needed to detect shapes (Polidori and El Hage, 2020). On the other hand, pixel size refers to the size 
of the grid, and some researchers use "pixel" to describe the technology while using "grid" to refer to the model (Hengl, 2006). Previous 
studies have demonstrated that the accuracy of HAND can be improved by using high-resolution gridded data due to the nature of 
resolution. Higher resolution allows HAND to better delineate terrain features, such as channels and floodplains which are critical for 
flood modeling. Therefore, higher resolution directly enhances the performance of HAND in terms of object discrimination. Addi-
tionally, applying this model could stimulate efforts to gather hydrological information in areas with limited data. Furthermore, the 
absence of bathymetric data was assessed considering that LiDAR data was collected during the low-flow season and that the land 
cover of the floodplain was more significant than that of the channel. The DEM serves as the primary data source for the HAND model. 
To examine the impact of resolution on SRC derivation, two approaches were implemented. 

2.2.3.1. Vertical accuracy. The vertical accuracy of DEMs is related to their ability to accurately represent surfaces, specifically how 
realistic their shape appears. DEM errors can arise from various sources, including input data, processing methods, and scale influence 
(Polidori and El Hage, 2020). However, research has shown that DEM errors typically follow a Gaussian function (Heuvelink, 1998). In  
Fig. 4, a bias is depicted between the modelled surface and the ground truth, known as systematic error. This bias can be influenced by 
the production technique and data interpolation methods. On the other hand, random errors are primarily caused by the production 
techniques and depend on factors such as the quality of the raw data, processing parameters, terrain morphology, and vegetation. 
These errors can be assessed by calculating the standard deviation of the elevation difference. Lastly, gross errors are outliers that result 
from errors during the production of the DEM (Polidori and El Hage, 2020). By considering that a normal distribution can represent the 
propagation of errors, the effect of vertical accuracy can be analyzed using the confidence intervals [μ − σ, μ+σ] of the function 
described in Eq. 13. 

f
(
x | μ, σ2) =

1
σ φ(

x − μ
σ ) (13) 

Fig. 4. Behavior of the vertical accuracy of DEMs. 
adapted from (Polidori et al., 2020). 
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Where µ corresponds to the mean and σ is the standard deviation of the data. 
To assess the vertical accuracy of the DEM, a new DEM was generated to incorporate a systematic error. This modified raster was 

used as input for analyzing the impact of normally distributed errors on the SRC, as shown in Fig. 5. Additionally, using Data Analysis 
Tools, a normally distributed random error with a standard deviation of ± 15 cm was introduced into a new DEM. This value, chosen 
based on the LiDAR metadata accuracy, allowed for the assessment of vertical accuracy impacts. 

Furthermore, one of the gauge stations was selected to carry out the HAND-SRC method using the modified DEM. The purpose of 
this analysis was to assess sensitivity of the model to potential errors when utilizing LiDAR data. 

2.2.3.2. Horizontal Resolution. The second approach in assessing DEM errors examined how the accuracy of SRCs could be improved 
by increasing the spatial resolution of the DEM. The DEMs were upscaled to different horizontal resolutions of 5 m, 4 m, 3 m, and 2 m. 
A MATLAB script was developed to generate a series of rating curves for each gauge station at various resolutions. Using high- 
resolution data allowed us to examine the impact of resolution on the results and associated computational costs. The effect of 
changing the grid size on the horizontal resolution was also evaluated, and performance metrics such as RMSE and BIAS were 
employed to measure this impact. 

Uncertainties affect model calibration and validation. Sensitivity analysis quantifies the influence of parameters on model response, 
assisting in uncertainty analysis (Pianosi and Wagener, 2016). In this study, a global sensitivity analysis (GSA) was conducted, 
considering each forcing parameter. 

2.2.4. Classification assessment 
To quantify the error between the flooded area derived from historical discharge and the one obtained through simulated discharge 

and HAND-SRC, a confusion matrix and performance metrics such as precision, overall accuracy, F1 score, recall, and Intersection Over 
Union (IoU) were calculated for each parameter combination. 

The confusion matrix enables the classification of the simulation results in relation to the ground truth image, which represents the 
polygon of regulated risk zones. Therefore, the overall accuracy (OA) Eq. (14) is determined as follows: 

OA =
TP + TN

N
(14)  

Where TP is the total number of correctly classified pixels for the positive samples, TN is the total number of correctly classified pixels 
for the negative samples, and N is the total number of samples. The recall, precision, F1-score, and intersection over union (IoU) Eqs. 
(15–18) are determined as follows: 

Recall =
TP

TP + FN
(15)  

Precision =
TP

TP + FP
(16)  

F1score =
2 ⋅ Precision ⋅ Recall

Precision + Recall
(17)  

IoU =
TP

TP + FN + FP
(18)  

Fig. 5. General workflow for vertical accuracy assessment.  
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Where FP represents the total number of incorrectly classified pixels for the negative samples, FN represents the total number of 
incorrectly classified pixels for the positive samples, and TN represents the total number of correctly classified pixels for the negative 
samples. 

2.3. Global sensitivity analysis 

A sensitivity analysis (SA) provides information on how changes in parameter values can influence modelling results. Sensitivity 
analyses can be divided into two main groups: local (LSA) and global (GSA). Local approaches involve varying the values of input 
parameters within a range of pre-calibrated optimum values. In contrast, GSAs involve varying input parameters across a wide range of 
values to reflect the uncertainty estimation of each factor (Pianosi et al., 2015). In this study, the Variogram Analysis of the Response 
Surfaces (VARS) method (Razavi and Gupta, 2016a) was used to conduct the (GSA) of the HAND-SRC methodology. Specifically, the 
GSA focused on the Manning roughness coefficient and the length of the river reach as the key input parameters. VARS was chosen as 
the preferred approach for this analysis. Finally, the effect of each parameter was quantified by considering their associated errors, thus 
optimizing the calibration process (Savage et al., 2016). 

2.3.1. VARS framework 
The VARS framework is a GSA based on the theory of response variograms. The model is theoretically based on the sensitivity 

definition of directional variograms and co-variograms. The framework offers several advantages, including ease of implementation, 
low computational cost, and the ability to compare sensitivity based on three different indicators: Sobol (Sobol′′′, 2001), Morris 
(Morris, 1991), and IVARS. IVARS, which stands for Integrated Variogram Across a Range of Scales is a perturbation scale in the factor 
space that measures the rate of change in the model response. It provides a series of sensitivity metrics for the VARS model. Compared 
to other approaches, VARS provides statistical robustness, high efficiency, and stability (Razavi and Gupta, 2016a). 

The factor space in the VARS framework is delimited by the upper and lower physical limits of the parameters. The sampling 
strategy in the framework is based on the STAR methodology developed by Razavi and Gupta (2016b). This strategy allows for the 
computation of the full sensitivity range and reduces numerical costs. Once the input file is defined using the factor space, the model 
runs with each new input combination. The framework then provides an output file that is analyzed to calculate the sensitivity metrics. 

2.3.2. Manning roughness coefficients 
Manning roughness coefficients can vary depending on the flow medium (Chow, 1959). In this study, three categories of co-

efficients were used to group similar surface flow media: (i) Channel, (ii) Forest, and (iii) Other. The “Other” category includes terrain 
pixels that were not included in the first two categories. The GSA implementation was based on values reported by Chow (1959) and 
commonly used in distributed hydrological modelling, such as those provided by HYDROTEL (Bouda et al., 2014; Bouda et al., 2012; 
Fortin et al., 2001; Turcotte et al., 2007; Turcotte et al., 2003), for which PHYSITEL was developed. Therefore, a range of variations 
was established to validate the methodology. The minimum and maximum values of the input parameters are presented in Table 3. 

2.3.3. Reach length 
Determining the reach length, a critical parameter in HAND-SRC modelling, is paramount as it can significantly affect the accuracy 

of the results. In this study, the reach length was carefully selected to ensure reliability and consistency with real-world conditions. To 
achieve this, the guidelines provided by the USGS for the installation of gauge stations were used, which recommend fixing the reach 
length (Rantz, 1982). Additionally, to ensure that the reach length corroborated with the river’s natural course and as suggested by 
Richardson et al. (2017), the length was set to be seven times the river width. By adhering to this criterion, the model is expected to 
accurately simulate real-world scenarios. The resulting SRCs can be compared with those obtained from gauge station data, providing a 
reliable and robust measure of representativity. Finally, following the calibration process, a comprehensive comparison was conducted 
to validate the optimal ranges of rating curves for reach lengths ranging from 50 to 300 m. These comparisons aimed to determine the 
general ranges within which the optimal rating curves could be identified and applied effectively. 

2.4. Calibration and river reach selection 

2.4.1. Calibration: Selection of the best rating curves 
The sampling strategy from VARS provided a dataset of 4600 new sets of input parameters. This dataset sorted the parameter 

sensitivities according to the VARS framework. However, this sample data also tracked the values of the input parameters that pro-
duced accurate SRCs. To retain the curves that match the observed rating curve of each gauge station, a filter based on the absolute 
PBIAS of ± 20% was applied. This process resulted in an envelope of “representative curves”. Then, a Hit/Miss score criterion was 

Table 3 
Manning roughness (n) coefficient limits.  

Land cover n Lower limit Upper limit 

Forest (m1/3/s)  0.03  0.3 
Channel (m1/3/s)  0.015  0.15 
Other land cover (m1/3/s)  0.025  0.25  
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tested to extract the curves that fell within a ± 5% range of each point on the observed rating curve. This range is often recognized as 
their general accuracy (Pelletier, 1988). A “hit” score was assigned to a point on the curve if it fell within the mentioned range; 
otherwise, it was assigned a “miss” score. Thus, each point of the SRC was compared to the observed curve. Only curves with a “hit” 
score greater than or equal to 65% were kept. This percentage ensured that a minimum number of curves (at least ten for each station) 
was achieved. 

2.4.2. Topomorphologic criteria of steady uniform flow 
River regimes are typically turbulent, and they can be classified as either subcritical or supercritical, depending on whether 

gravitational or inertial forces prevail. This classification is characterized by the Froude number (see Eq. 19). After the calibration 
process, the required information to calculate the Froude number was extracted from the hydraulic geometry properties, which were 
determined using the gridded elevation data described previously. 

Fr =
v
̅̅̅̅̅̅̅̅
gDh

√ (19)  

Where v is the average velocity in the channel [m/s], g is the acceleration due to gravity [m.s− 2], and Dh is the hydraulic depth [m]; that 
is for the HAND-SRC approach, the ratio of the average cross-sectional area A(y) over the top width of the flow W(y). The latter is 
defined as follows: W(y) = S(y)/L. 

The modelling framework involves using the SRC relationship between hydraulic depth and average velocity of a river reach. 
However, the semi-empirical Chézy Eq. (20) demonstrates that this relationship is not univocal. In other words, there can be two 
matching velocities for a given hydraulic depth, corresponding to the subcritical and supercritical turbulent flow regimes. Therefore, 
Froude numbers were calculated for all river reaches using realistic discharge values (based on the discharge-area relationship). These 
Froude numbers were used as a basis for excluding any river reach where the flow regime changes with discharge. 

v = C
̅̅̅̅̅̅̅
R.J

√
(20)  

Where v is the mean velocity [m/s], C is the Chézy resistance coefficient [m1/2/s], R the hydraulic radius [m], and J the energy gradient 
[m/m]. 

Manning derived an empirical equation for the Chézy coefficient: 

C = 1
/

n R
1
6 (21)  

Where C is the form of the Chézy coefficient according to Manning-Strickler [m1/2/s], n is the Manning roughness coefficient [s/m1/3], 
and R is the hydraulic radius [m]. This is one of the most commonly used forms and is considered a good approximation of real-world 
conditions. Its use implies that the gravitational force in the direction of flow is balanced by the friction force (bed slope, energy grade 
line and water surface are all parallel). This requirement is met under steady uniform turbulent flow and non-steady gradually varied 
turbulent flow conditions, where the hydrostatic pressure and uniform mean velocity assumptions hold. However, for non-steady 
rapidly varied flow, these assumptions do not hold as wave dynamics need to be considered. 

Generally, for bed slopes less than 10◦, the friction slope is considered equal to the bed slope (Chow et al., 1988; Mays, 2005), and 
therefore the Manning equation can be used. To be conservative and consistent with the findings of Godbout et al. (2019) regarding 
extreme slopes, we excluded the application of the HAND-SRC modelling approach for river reach slopes exceeding 10% (a 10% slope 
corresponds to an angle of 5.7◦). 

Based on the Hit/Miss score, we identified the most accurate rating curves and their input parameters. We then applied the 
calibrated parameters to river reaches upstream of each gauge station. The regime unicity was calculated from the minimum and 
maximum discharge values observed at each station. The difference between the minimum and maximum values of discharges was 
divided into 10 intervals. For each interval the height, velocity, and Froude number for each river reach were calculated, and all non- 
compliant reaches were excluded. 

3. Results 

3.1. VARS model 

As mentioned earlier, VARS calculated that 4600 samples would be necessary to assess the sensitivity of the response surface of the 
model. The results showed that a group of SRCs fitting the selection criteria can be obtained at each gauge station. 

IVARS metrics sorted out the parameters in terms of their sensitivity, comparing them to other GSA approaches such as Sobol and 
Morris for each station. Table 4 introduces the results of the GSA. In terms of sensitivity, the reach length ranked first for four out of six 
stations. This result can be explained by the influence of the hydraulic geometric properties used in calculating the discharge. The 
results further emphasized the significance of the Manning coefficient in the channel of the St. Charles and Nelson stations. This finding 
was corroborated by the fieldwork, which revealed that both stations are situated within lengthy and homogeneous sections of the 
river. However, this result also reflects the different model behavior at each station, which motivated an independent calibration 
process. Similarly, the sensitivity analysis validated that the proximity between stations does not guarantee that their performance 
would be similar. 

C.A. Gordon et al.                                                                                                                                                                                                     



Journal of Hydrology: Regional Studies 50 (2023) 101580

11

It is important to note that the results reflect what can be observed in the field. Both the St-Charles and Nelson gauge stations are 
located in river reaches that are much longer than the other stations, indicating their homogeneity. This is evident in the sensitivity 
behavior shown in Table 4 and demonstrates that our results are supported by in-situ observations. 

3.2. Comparison with in-situ rating curves 

SRCs were compared with those built using gauge station data. The first step involved using the default Manning roughness co-
efficients (0.1, 0.015, 0.04) for the different classes: forest, channel, and other, respectively, as taken from Chow (1959). Next, an 
analysis was conducted for the St. Charles River watershed to examine the impact of reach length on the accuracy of the resulting SRCs. 
Three gauge stations in the watershed exhibited differences in terms of river width: St. Charles River station (19.0 m), Nelson station 
(6.1 m), and Des Hurons station (7.2 m). Additionally, these stations had different local environments. Therefore, different combi-
nations of Manning coefficient parameters were evaluated for each station, as well as three different lengths. Considering the similarity 
in terms of width, slope, and channel shape among the three stations in the À La Raquette River watershed, the comparison of reach 
lengths did not reveal significant differences in their behavior. Fig. 6 shows that a reach length of 50 m is not suitable for the St. Charles 
River station. This was expected, given its width of 19.0 m, which should be associated with a minimum reach length of approximately 
140 m (refer to Section 2.3.3). When the reach length is below the theoretical value based on the river’s width, it in inadequately 
represents the channel geometry, resulting in poorer performance. This result is significant as it demonstrates the alignment of our 
methodology’s sensitivity with the guidelines proposed by the USDA. However, this length was appropriate for the remaining two 
stations. These results highlight the importance of the previously mentioned recommendations for installing a gauge station and the 
relationship between river width and the quality of the resulting SRCs. 

The results of the validation exercise are presented in Table 5. The calibrated parameter values achieved the desired PBIAS 
( ± 20%) and had a hit score of at least 65%. In the case of the default values, the reach length corresponded to seven times the river 
width. 

SRCs were normalized using Eq. (22), to identify the statistical trends in the results, considering the upper and lower limits defined 
in the factor space of VARS. 

Normparameter =
Xi − Xmin

Xmax − Xmin
(22) 

The solution space for the St. Charles River and À La Raquette River watersheds is depicted in Fig. 7. In the figure, the extremes of 
the radar plots represent the upper limits of the solution space, while the values closer to the intersection are related to the lower limits. 
This representation enables the identification of statistical trends associated with each station. Thus, it validates the necessity of the 
independent calibration at each station. 

3.3. DEM resolution assessment 

The analysis focused on the effect of systematic errors that arise from production techniques and data interpolation, as they can 
introduce bias. In addition, the use of high-resolution DEMs allowed for the assessment of the impact of horizontal resolution on SRC 
accuracy and computational costs. By varying the grid size, it was also possible to evaluate the effects of horizontal resolution on 
outcomes. Key performance metrics such as, NRMSE and PBIAS, were used to quantify these effects. 

Fig. 8 displays the model performance when a systematic error is included. The “n” value corresponds to the number of rating 
curves used for the analysis. When comparing the results with the rating curve derived from in situ data for flows less than the 
maximum observed discharge, the PBIAS values vary from − 10.75% to − 25.96% and the NRMSE values vary from 0.46 up to 0.92. 
The input parameters for each gauge station were based on the values already calibrated in the previous step. In Fig. 9, we compared 
our approach for different horizontal resolutions. To ensure consistency, we randomly selected five curves within the range of ± 5% of 
PBIAS for all evaluated resolutions. As a result, hydraulic geometry properties improved, leading to a decrease in PBIAS from 11% to 
5%. We conducted the same calibration process for each set of gridded elevation data, considering the desired PBIAS and Hit/Miss 
score. However, as the horizontal resolution increased, the computation times also increased by about 40% due to the building of the 
flow direction and HAND matrices, which required several hours of calculation. Nevertheless, obtaining high-resolution data remains 
challenging in many areas, and satisfactory results can still be achieved using coarser resolutions. 

In addition, Fig. 9 reveals a deviation in the behavior of the Nelson station at 3 m when compared to other DEM resolutions. This 
variation could potentially be attributed to the manipulation of the DEM. The upscaling method has the potential to introduce DEM 

Table 4 
GSA results for St. Charles River and À la Raquette River watersheds. The first position corresponds to the most sensitive parameter according to VARS 
Tool.  

Sensitivity ranking UQAM 1 UQAM 4 UQAM 5 St Charles Nelson Des Hurons  

1 Length Length Length Manning channel Manning channel Length  
2 Manning channel Manning forest Manning channel Length Length Manning channel  
3 Manning forest Manning other Manning other Manning other Manning other Manning other  
4 Manning other Manning channel Manning forest Manning forest Manning forest Manning forest  
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errors that can impact the overall outcomes, thus introducing errors into the analysis. 

3.4. SRC calibration 

After applying the criteria of ± 20% PBIAS, only a few SRCs were left for each station (at least 30 per station). This allowed for the 
analysis of input parameter trends at the watershed scale and the identification of unique parameter sets associated with selected gauge 
stations. An envelope was defined to obtain multiple sets of parameter values, and SRCs within ± 5% of the observed rating curve 
value (based on the hit or miss target) were selected. This methodology allowed for a more comprehensive analysis of parameter values 
and their effects on model performance. 

An iterative estimation was applied to the SRC calibration to validate whether SRC calibration parameters could be used for the 
whole watershed. The results showed that for the À la Raquette River watershed, the selected sets of parameter values (i.e., values of 
the land cover Manning coefficients and reach length) could be applied at all three gauge stations and lead to SRCs falling within the 
range of ± 5% of PBIAS (see Fig. 10). On the other hand, the selected sets of parameter values need to be set independently to provide 
proper calibration. This aligns with what is observed in the field, where the areas around the stations and the average elevations are 
consistent for the À la Raquette River but notably distinct within the St-Charles River watershed. 

The maximum recorded discharge value among the six stations is that of the St. Charles station, which is approximately ~78 m3 /s. 
Based on this, a range of NRMSE values from 0.03 to 0.62 is considered acceptable for the six stations used to calibrate the SRCs. 
Despite the inherent uncertainties associated with the Manning roughness coefficients and a constant reach length, the HAND-SRC 
method shows promising results and certainly has the potential to be applied to small watersheds. Given the sought-after accuracy, 

Fig. 6. Comparison of the river length in the St. Charles River watershed.  

Table 5 
Results of a so-called first approach HAND with default parameters and comparison those of the best rating curve based on % PBIAS.  

Station Number of 
curves 

RMSE (m3/s) PBIAS (%) Length (m) 

Default Calibrated Default Calibrated Default Calibrated 

St. Charles  29  8.62  2.15  -16.36  -2.21  132.65  102.30 
Nelson  23  5.42  0.53  -43.06  1.52  42.56  52.89 
Des Hurons  12  24.36  0.74  -71.92  0.14  50.19  85.28 
UQAM 1  14  22.51  0.98  26.25  -0.32  68.53  42.56 
UQAM4  25  8.58  0.94  20.59  2.48  47.32  48.18 
UQAM 5  30  2.66  0.57  -6.94  3.19  49.56  38.45  
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it is first and foremost preferable to obtain a calibrated SRC for each gauge station rather than transferring a calibrated set of parameter 
values to other gauge stations. 

3.5. River reach selection 

Given the threshold of 10% for the river reach slope, a preliminary analysis was conducted to calculate the slope of each reach. This 
analysis was based on the assumption that a slope within this range ensures the applicability of the Manning equation, which requires 
the bed slope, energy grade line and water surface elevation profile to be parallel. The results of this slope classification for both the À 

Fig. 7. The solution space for the St. Charles River and À La Raquette River watersheds was evaluated by examining the normalized performance of 
each (SRC) after the calibration process at the available gauge stations. The number of curves corresponds to the calibrated rating curves obtained 
using the HAND-SRC method. The normalized values indicate the most sensitive parameters identified through the (GSA) at each station. Darker 
colors indicate more superpositions of the factor space of the different sets of parameters than lighter tones. 
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La Raquette and St. Charles River watersheds are shown in Fig. 11, using a 2 m DEM resolution. In the St. Charles River watershed, 84% 
of the river reaches have slopes between 0% and 5%, while in the À La Raquette River watershed, 95% of the river reaches have slopes 
within this range. 

In Fig. 12(a) and (b), different shades of red and purple indicate the bed slopes where the HAND-SRC results may be less certain and 
should be used with caution. Slopes exceeding 10% were excluded from the HAND-SRC results to ensure uniform flow and uniqueness 
of the flow regime, as shown in Fig. 12 (c) and (d). A region labeled as the “not recommended range” was then delineated based on the 
slope values. While analyzing the slope of each river reach could serve as a criterion for directly applying the HAND-SRC approach, an 
additional validation can be performed using the Froude number (Fr) to assess the hydraulic regime. River reaches that do not meet the 
requirement for flow regime uniqueness for more than 80% of their physically plausible discharges (determined from the maximum 
observed values at gauge stations and the drainage areas of each gauge station) were excluded from the HAND-SRC results. 

This approach covered the range from subcritical to supercritical flows based on observed data. As a result, for the St. Charles River 
watershed, as shown in Fig. 12 (c), the subcritical flow requirement (i.e., frequency of subcritical conditions between 80%− 100%) was 
met by 99.4% of the river reaches. For the À la Raquette River watershed, as shown in Fig. 12 (d), the subcritical flow regime is met by 
100% of the reaches. As expected, the results of the Fr are directly related to the slope of the river reaches. This classification locates the 
reaches where the uncertainty of the HAND-SRC results is deemed acceptable; that is, the height-discharge relationship is theoretically 
unequivocal. 

3.6. Flood event of April 2019 

The study also evaluated the performance of the HAND-SRC model in generating first-instance flood maps using a flood event that 
occurred in April 2019 in southeastern Quebec. This flood was caused by a combination of snow melting and precipitation conditions, 
resulting in the highest recorded runoff volume in 57 years. Over a six-week period, from April 1st to May 15th, the area accumulated a 
total of 423 mm of precipitation, which was 113 mm more than the normal amount from 1981 to 2010 and 11 mm more than in 2017 
(Quebec, 2019). 

3.6.1. Performance metrics 
The model’s performance was evaluated by comparing the regulated risk zones identified by Quebec City, which considered flood 

levels of both 20 and 100 years, with the flood extent obtained by HAND-SRC. These flood-prone areas are the result of the devel-
opment of rating curves in the watershed and have been incorporated into the city’s development plan by the Quebec Water Expertise 
Direction, Direction d′expertise hydrique du Québec (DEH). Therefore, the comparison focused on the polygon corresponding to the 
floodplain zones (0–20 years) based on the available meteorological data to run a hydrological model. 

The simulated discharge of April 27th 2019, was introduced into the SRC generated for each river segment in the St. Charles River 
sub-watershed. The discharge recorded at the gauge station on that day was 92.27 m3/s, while HYDROTEL simulated 92.04 m3/s. The 
drainage area and length of the main water course at this location are 119 km2 and 21.9 km, respectively. 

Fig. 13 depicts the depth and extent of the discharge introduced into each SRC based on the calibration at the gauge station. The 
hatched polygon corresponds to the regulated risk zones after the spring 2019 event. Furthermore, the water level in the simulated 
results is limited to the maximum value of the observed rating curve. Finally, the discontinuity observed in the figure is mainly due to 
the exclusion of river segments where the rating curve did not fit the observed curve (less than 3% of segments were excluded). A total 
of 29 SRCs were obtained at the St. Charles station by selecting those falling within ± 5% of PBIAS compared to the observed rating 
curve. From these, five random combinations of parameters were applied for all the river segments corresponding to the sub- 

Fig. 8. Resulting SRCs using a DEM including a Gaussian error for the Des Hurons station.  
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watershed. 

3.6.2. Binary flood map 
The binary flood map when coupled with metrics such as overall accuracy, recall, F1 score, and the counts of true positives, false 

positives, false negatives, and true negatives, provides a comprehensive evaluation of a flood model’s performance. The simulated 
flood was converted to a binary map to assess the calculation of the confusion matrix. Fig. 14 presents the results of the confusion 
matrix for the study area. 

Table 6. introduces the quantitative performance of each parameter combination. The recall values for all combinations were above 
70%, indicating the model’s sensitivity to accurately detect True Positives. The precision values for all combinations were above 90%, 
indicating the model’s ability to correctly identify positive values as true positives. These findings highlight the potential of integrating 
DEM and stream network data with HAND-SRC, along with the previously described rating curve selection method. This integration 
enables the production of floodplain maps for small watersheds where bathymetric data is unavailable. 

Fig. 9. Assessment of the spatial resolution effect for each gauge stations of the St. Charles River watershed. Four distinct resolutions (5 m, 4 m, 
3 m, and 2 m) were tested based on the available data (DEM). While the 5 m resolution demonstrated satisfactory performance in terms of SRC, this 
analysis was crucial to highlight model’s sensitivity to DEM resolution. The relationship between SRC and the representation of the river channel 
explain this sensitivity. However, it was also demonstrated that improving the resolution resulted in increased computation time. 
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Fig. 10. Rating curves obtained after the Hit/Miss score. In the figure, the height corresponds to the elevation of each station above sea level.  

Fig. 11. Distribution of the river reach slopes for the À La Raquette River and St. Charles River watersheds.  
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4. Discussion 

This study demonstrates the effectiveness of the HAND-SRC method in generating accurate synthetic rating curves (SRCs) and 
floodplain maps in small, ungauged watersheds, despite limitations in bathymetric data. Building on the work of Zheng et al. (2018), 
we refined the reach delineation, Manning coefficient selection, and calibration and validation approach to achieve accurate SRCs. 
Sensitivity analysis guided the calibration process by revealing parameter dynamics. Additionally, we used the Froude number and bed 
slope mapping to identify river reaches where the underlying assumptions could not be met. Simplified models like HAND are popular 
due to their ease of implementation, adaptable algorithms, and availability of gridded data. However, the HAND-SRC method has 
multiple uncertainties that need to be addressed, including key parameters like the Manning roughness coefficient, reach length, DEM 
resolution and uniform flow regimes for the Manning equation. 

Regarding the Manning coefficient (n), Zheng et al. (2018) emphasized the use of land cover for determining “n” values. Although 
the authors did not explore the use of a compound value for n, they considered it a promising direction for enhancing the performance 
of the HAND-SRC method in the future. Furthermore, Scriven et al. (2021) found that combining a minimum and average value with a 
weighted n value improved SRC accuracy, especially in areas with medium to medium-high river gradients or river reaches under 

Fig. 12. Topomorphologic assessment for both watersheds. Classification of each river reach slope for the St. Charles River watershed (a), and À la 
Raquette River watershed (b). Classification of the HAND-SRC river reaches in terms of their frequency of flow reg regime unicity for the St. Charles 
River (c), and À la Raquette River watersheds (d). 
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5 km. Additionally, Diehl et al. (2021) found that uncertainties in n contributed to approximately 20% and 40% of the variability in 
probabilistic HAND-based flood hazard maps. In this study, we employed a compound calculation of the roughness coefficient, based 
on the equation. Moreover, our sensitivity analysis not only revealed that reach length had a strong impact on the model’s response but 
also confirmed the influence of different land cover coefficients, as shown in Fig. 6, aligning with previous research findings. 

We also addressed the impact of vertical accuracy perturbations on SRC performance. Errors in elevation values can arise from 
noise or biases, affecting flow, slope, and connectivity. While higher resolution DEMs can reduce such uncertainties, statistical filtering 
methods are also effective noise removal. Indeed, DEM errors can affect the delineation of floodplain maps (Johnson et al., 2019). The 
decision to incorporate vertical resolution analysis resulted from the characteristics of the relatively narrow and short river reaches, 
which were found to be particularly sensitive to errors originating from the DEM, especially when compared to wider and longer 
reaches. Our analysis demonstrated and quantified the perturbations from Gaussian noise error in the DEM. As shown in Fig. 7, a 
vertical error increased the PBIAS from approximately 5% with the processed DEM to − 25.96% with the perturbed gridded data, 
highlighting the sensitivity of HAND-SRC to input DEM accuracy. 

Furthermore, we assessed the influence of horizontal DEM resolution on the derivation of SRCs. Previous studies by Chaudhuri et al. 
(2021); Garousi-Nejad et al. (2019); Rebolho et al. (2018) have shown that higher DEM resolutions resulted in more accurate and 
detailed inundation maps. However, finer resolutions require more computation time and storage space. The authors of these studies 
suggested that the choice of DEM resolution should consider available data, objectives, and accuracy-cost trade-offs. In our study, we 
compared SRCs at different horizontal resolutions (5 m, 4 m, 3 m, 2 m) obtained by upscaling the original DEM. Our resolution 
approach did not compare the floodplain model; instead, it evaluated the accuracy of the SRCs in relation to the observed rating curves. 
However, once the SRCs were calibrated, we also addressed the comparison of floodplain model (see Section 3.2). Our findings 
presented Fig. 8, corroborated previous research results, confirming that finer resolutions improved SRC performance and reduced 
PBIAS from 11% to 5%. However, computation times increased by 40% for each rating curve calculation. Nevertheless, the HAND-SRC 
method remains competitive with high-resolution gridded data, as it allows for rapid rating curve calculations. 

Comparisons to in-situ data also revealed uncertainties. Factors such as vegetation density and flow regimes introduce natural 
variability that affects stage-discharge relationships and the boundary conditions of hydraulic models (Le Coz et al., 2014; Rampinelli 

Fig. 13. Flood depth and extent of the St. Charles River sub watershed. The reference polygon corresponds to the delimitation provided by Quebec 
City based on the historical flood of spring 2019. 
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et al., 2020; Schmidt, 2004). Since inferring roughness coefficient values (n) from satellite images is challenging, we relied on values 
reported in Chow (1959). However, validating these selected values remains crucial in reducing uncertainty. 

Given the absence of bathymetric data, our study proposed the use of the Froude number as a criterion to characterize potential 
flow regimes and ultimately validate the application of the Manning equation. The Froude number has also been used for developing of 
water depth and velocity maps, which are useful for comparing the performance of flood models developed from LiDAR images (Hauer 
et al. (2021) and identifying risk zones based on flow behavior (van Alphen et al., 2009). Other applications of the Froude number 
include determining the uncertainty associated with the stage-discharge curve (Schmidt, 2004) and comparing the performance be-
tween flood simulation models. 

4.1. Application perspectives 

Since this study does not use a probabilistic approach, applying an indicator based on the Froude number provides a measure of 
physical characteristics. In addition, this study is the first to include flow regime characteristics as a validation criterion for the HAND- 
SRC method. While there are uncertainties in applying the method in small watersheds, including more gauge stations can improve the 
results. This is because all upstream-derived SRCs (i.e., upstream of a gauge station) had a maximum discharge value equivalent to that 
of the nearest downstream gauge station. To compensate for the lack of gauge stations and accurately define each SRC’s lower and 
upper discharge values, further work should explore the use of the drainage area of each river reach. Given the demonstrated impact of 
DEM resolution, we encourage the exploration of various strategies to mitigate this uncertainty, particularly for small river reaches 
that are susceptible to DEM errors. For further applications in Canada, data from the 2022 National Elevation Data Strategy update 
provides high-resolution LiDAR data covering more than 182,000 km2 of the country (NRC, 2022). This dataset, in conjunction with 
hydrological information derived from remote sensing data, can be effectively employed with low-complexity models to support initial 
floodplain maps. This presents an opportunity to create preliminary floodplain maps that can subsequently be refined through more 

Fig. 14. Confusion matrix for the study area using randomly chosen parameters. (a). The result of the binary flood map derived from the model 
output. (b) This figure displays the distribution of the values calculated from the confusion matrix. 

Table 6 
Quantitative performances of different parameter combination after calibration at St. Charles gauge station. (OA) Overall accuracy, F1-score, 
Intersection over Union (IoU), Recall and Precision.  

Combination OA (%) F1-Score (%) IoU (%) Recall (%) Precision (%) 

Comb-1  98.9  81.1  68.2  72.2  92.5 
Comb-2  98.9  82.8  68.4  72.5  92.4 
Comb-3  99.3  87.7  78.1  78.3  99.6 
Comb-4  99.3  88.0  78.6  78.8  99.6 
Comb-5  99.3  88.2  78.9  79.1  99.6  
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complex analyses. 
This study has demonstrated the potential of the HAND-SRC method to develop first-instance flood maps for small watersheds with 

limited hydrological data. The validation work, including the comparison with the 2019 flood in the St. Charles River watershed 
(Section 3.2.2), showed good performance in terms of overall accuracy (OA), precision, recall, F1 score and Intersection over Union 
(IoU). The results showed values of (OA) above 98%, recall values above 72%, F1 score above 88%, precision above 92%, and IoU 
above 68%. It should be noted that although the overall accuracy (OA) was calculated, it was not used to evaluate the model’s per-
formance due to its incorporated bias of this indicator. Indeed, it includes the TN (True Negative), which is in the overwhelming 
majority if the river does not flood substantially. The default parameter values presented in Section (3.1.2) achieved an OA of 97%, a 
recall rate of 47%, an F1 score of 64%, and an IoU of 32%. These results highlight the importance of calibration and its substantial 
impact on enhancing map accuracy. Similar studies have compared the accuracy of HAND for floodplain mapping using classification 
assessment. For instance, Aristizabal et al. (2020) reported recall values ranging between 30% and 85%. Furthermore, Li et al. (2022) 
conducted a similar assessment for two regions with an average size of 100 km 2. They found that, for a 100-year flood event, recall 
values ranged between 73% and 80% and the overall accuracy between 93% and 94%. These results validate the performance 
demonstrated in our research. In terms of computation time, the rating curve calculation remained consistent between default and 
calibrated data. However, subsequent analyses such as GSA, calibration, and Froude number calculations require additional 
computational resources. Nevertheless, in this study, the latter stages of the HAND-SRC method have been automated and optimized to 
ensure efficient calculations. While the flood extent was compared, the sensitivity analysis provided guidance during the calibration 
process. It is important to note that the regulated risk zones and built-up areas for discharges were not evaluated for multiple events, as 
Scriven et al. (2021) did. However, their results also confirmed the potential of the HAND-SRC method for supporting floodplain 
mapping. Additionally, the comparison with the reference polygon can be subjective, as it can be produced differently by regional or 
local governments since flood information data is not centralized in Canada (Henstra et al., 2019). Nonetheless, our findings suggest 
that the HAND-SRC method can be valuable for developing flood maps in ungauged areas. 

5. Conclusion 

This paper introduced a novel methodology for obtaining and validating synthetic rating curves (SRC) in small watersheds, 
addressing a gap in the existing literature. While uncertainties remain regarding gridded data resolution and limited bathymetric data, 
the methodology provides a valuable first approximation for estimating hydraulic geometry and SRCs for small rivers. 

Based on the proposed method, we derived SRCs with NRMSE values (in terms of observed discharges) between 0.03 and 0.62 and 
PBIAS values below ± 20% compared to gauged data across six stations. In addition, a Hit/Miss selection criteria identified at least ten 
calibrated curves per station with a PBIAS range of ± 5%. Meanwhile, global sensitivity analysis and assessing DEM resolution, 
Manning roughness coefficient, and reach length revealed the main sources of uncertainty to guide low-complexity model applications. 
Moreover, applying the Froude number as a validation criterion enabled the identification of applicable reaches, covering 100% and 
99.4% of the À La Raquette River and St. Charles River watersheds, respectively. This supported, a first estimation of flood inundation 
in the studied small watersheds using low-complexity models despite lacking bathymetric data. Finally, the validation of a specific 
flood event in the St. Charles River watershed highlighted the potential of the method in small watersheds. Overall, this study 
demonstrated the potential of the HAND-SRC method for developing useful flood maps in ungauged areas and outlined promising 
research directions to expand applicability. The proposed methodology addresses a gap for small watersheds and provides a framework 
for first-approximation hydraulic geometry and floodplain delineation. 
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