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Abstract 34 

Hydrologic regionalization consists of regrouping stations and catchments in pools based on a 35 

similarity measure. Regionalization is commonly used to extract a robust signal that can be 36 

used to describe the hydrology of the region or extrapolated to a location without measured 37 

information. Obviously, the similarity measure used affects the type of hydrological behavior 38 

one would expect from stations within a region. Most regionalization methods assume a stable 39 

and/or linear relationship between parameters of interests while it is well known that the 40 

physical processes driving the behavior of hydrometeorological variables are inherently non-41 

linear and non-stationary. In this paper, we propose a similarity measure that is based on the 42 

location of changepoints in hydrological time series. The proposed method has the unique 43 

advantage over other hydrological region delineation methods to detect regions where 44 

hydrological member stations are non-linearly correlated, and where the strength of the 45 

relation varies with time. It therefore has the potential to uncover similarities that would not 46 

have been detected by existing regionalization techniques. The proposed method is applied to 47 

the Tensift watershed located in Morocco, North Africa. The coherence of the detected 48 

regions is checked using wavelet coherence.   49 

 50 

Keywords: Hydrologic regionalization; Similarity; Hydrological time series; 51 

Changepoints; Wavelet coherence. 52 

 53 

 54 

1. Introduction 55 

The Tensift Basin (Figure 1), an arid to semi-arid, 20381 km² watershed located in West-56 

Central Morocco. It is limited by the Jbilets desert in the north, the high Atlas Mountains in 57 

the south, the Tassaout watershed in the East, and the Atlantic Ocean in the West. The 58 

climate of the region is classified as arid to semi-arid (Saidi et al., 2010; Mahé et al., 2012). 59 

Precipitation in the watershed is highly variable in space and time. Annual rainfall varies 60 

from 650 mm in Mountain areas, to 100 mm in desert plains (Saidi et al., 2003, 2010, 2012). 61 

Agriculture is the main socio-economic activity in the watershed. Its expansion has created a 62 

pressure on existing water resources, and a depletion of the water table has been observed. 63 

The increasing water scarcity is generating fears of recurrent droughts.  64 

The study area is located in a transition zone between Mediterranean and semi-arid climates, 65 

a region known to be affected by global changes such as the expansion of the Hadley cell 66 

(Peleg et al., 2015). Evidence of the poleward expansion of the Hadley zone has been 67 

documented by several authors in past observations as well as CMIP5 and CMIP6 68 

simulations (Hu et al, 2007; Peleg et al., 2015; Xia et al., 2020). The Hadley cell extension 69 
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will affect the regional climate in the subtropics through the displacement of warm climate 70 

coupled with the disruption of deep-water upwelling (Feng and Fu, 2013; Schmidt and Grise, 71 

2017). The poleward extension of the Hadley cell will make its intensity weaker, and 72 

ultimately lead to the extension of the subtropical dry zone (Lu et al., 2007). According to 73 

the draft IPCC AR6 technical report (Masson-Delmote et al., 2021), there is a high 74 

confidence that the total land area subject to increasing drought frequency and severity will 75 

expand, and that future aridification will far exceed the magnitude of change seen in the last 76 

millennium in several regions of the Mediterranean basin. There is hence a growing interest 77 

in understanding regional precipitation variability as it is of major importance for the 78 

management of water resources. Decision makers in Morocco are very much interested in 79 

understanding whether there is a single or multiple regional climates over the study area in 80 

order to implement the appropriate policies. One way of gaining that understanding is 81 

through hydrologic regionalization. Hydrologic regionalization consists of regrouping 82 

stations and catchments in pools which are expected to have the same hydrological 83 

behaviors. Regionalization has been intensively used for flood frequency analysis 84 

(Farquharson et al., 1992; Rosbjerg and Madsen, 1994; Durrans and Tomic, 1996; Pandey 85 

and Nguyen, 1999; Alila, 1999, 2000; Ouarda et al., 2000; Chokmani and Ouarda, 2004) and 86 

hydrological models parameters estimation (Sefton and Howarth, 1998; Mwakalila, 2003; 87 

Heuvelmans et al., 2006; Seidou et al., 2006; Hundecha et al., 2008). The delineation of 88 

regions is typically based on a similarity measure between watershed physiographic 89 

parameters or time-series statistics at the sites of interests. The similarity measure can be 90 

geographical distance (GREHYS, 1996b), or the proximity of catchment attributes in 91 

projected specific spaces (e.g. Ouarda et al., 1999, 2001; Han et al., 2020). Principal 92 

Components Analysis (PCA) is one of the most popular regionalization methods. PCA 93 

regionalization approach is defined as a multivariate statistical method that aims to analyze 94 

and simplify a data table with M observations and N variables (Basilevsky, 1994). It consists 95 

in transforming correlated variables into orthogonal principal components. The variables are 96 

projected in a new space where along each axis, the variance is maximized. El Alaoui El 97 

Fels et al. (2020) applied PCA to monthly precipitation in the Tensift region to delineate 98 

three homogenous regions. Ahattab et al. (2015) applied PCA to monthly precipitation from 99 

23 stations in the Tensift region and found four homogenous regions. One of the limitations 100 

of PCA is the assumption that the relationships between time series in a region are linear and 101 

constant trough time. At the same time, natural relations tend to be non-linear and non-102 

stationary. Transformations of input time series such as log-transformations allow 103 
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accounting for a limited amount of nonlinearity. Agarwal et al. (2016) used multiscale 104 

wavelet entropy to define the similarity measure between catchments. They studied the 105 

monthly streamflow temporal variability of 530 stations during 52 years over the United 106 

States and determined homogenous groups where each one has a signature by defining 107 

clusters. The idea of using wavelets for regions delineation is interesting as it accounts for 108 

relations that are non-stationary and non-linear. One way to account for nonlinearity and 109 

non-stationarity in the relations between two time-series is to examine the similarities 110 

between the dates of changes in trends in the two time-series. Time series in the same 111 

hydrologic region may not be linearly correlated but will have similar locations for the 112 

changepoints. While any multiple changepoint approaches can be used to detect the positions 113 

of the changepoints, we will be using the multiple changepoint detection procedure 114 

developed by Seidou and Ouarda (2007) because of its flexibility. The method is designed to 115 

detect multiple changepoints in a multiple linear relation between one or many predictors 116 

and a predictand. By changing the predictors, one can detect abrupt shifts, continuous or 117 

non-continuous linear segments in analyzed time series. The method also has the advantage 118 

of providing a probabilistic description of the changepoint locations.  119 

Another alternative for hydrologic region delineation using non-stationary and non-linear 120 

relations, similar to Agarwal et al. (2016), is to define the similarity between two-time series 121 

using wavelet cross-coherence as defined by Torrence and Compo (1998). Cross Wavelet 122 

Transform (XWT) aims to evaluate the covariance and causality between X and Y. 123 

However, there are certain drawbacks associated with its use, because it is not normalized as 124 

reported by Maraun and Kurth (2004).  125 

For this reason, the authors believe that the best method to adopt for the examination of 126 

causality is the wavelet transform coherence (WTC) in so far as two variables can be 127 

dependent without there being a strong link. XWT finds regions in the time-frequency space 128 

where the time-series show high common energy. Wavelet coherence is calculated using the 129 

continuous wavelet transform (CWT) of two time series. CWT is an alternative approach to 130 

the Fourier transform applied in the signal processing.  131 

CWT and XWT has been widely used in many investigational studies (Grinsted et al., 2004; 132 

Özger et al., 2009; Keener et al., 2010; Ouachani et al., 2011; Sang., 2013; Naizghi and 133 

Ouarda (2016); N Thiombiano et al., 2016; Chang et al., 2017; Santos and al. 2018). The 134 

objectives of this paper are to extend the multiple changepoint detection method of Seidou 135 
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and Ouarda (2007) to hydrological region delineation, apply the methodology to the Tensift 136 

watershed and verify the delineated regions using wavelet coherence. 137 

2. Material and methods  138 

2.1. Bayesian multiple changepoint detection approach 139 

The original multiple changepoint detection method proposed by Seidou and Ouarda (2007) is 140 

a generalization of the changepoint procedure of Seidou et al. (2007). It is commonly used in 141 

the field of water resources (see for instance Ehsanzadeh et al., 2011). The procedure is 142 

briefly presented below:  143 

Let 𝐲 = {𝑦1, 𝑦2, … , 𝑦𝑛} a time series of observation of length n, m the number of 144 

changepoints, 𝜏0 = 0, 𝜏1, … , 𝜏𝑛 = 𝑚 the changepoints and 𝐘𝑖:𝑗 the observations from time i to 145 

time j. Let g (.) be probability distribution of the time between changepoints and 𝑔0(. ) is the 146 

probability distribution of the first changepoint. Assuming the observations are independent 147 

conditional on the changepoints and parameters values, Fearnhead (2006) demonstrated that 148 

if,  149 

 150 

{
Pr(𝜏1|𝑌1:𝑛) = 𝑃(1, 𝜏1)𝒬(𝜏1 + 1)𝑔0(𝜏1)/𝒬(1)

      Pr(𝜏𝑗|𝜏𝑗−1, 𝑌1:𝑛) = 𝑃(𝜏𝑗−1 + 1,  𝜏1) 𝒬(𝜏𝑗 + 1)𝑔(𝜏𝑗 − 𝜏𝑗−1)/𝒬(𝜏𝑗−1 + 1)   
                   (1) 151 

          𝑤ℎ𝑒𝑟𝑒  152 

𝑃(𝑡, 𝑠) = Pr(𝑌𝑡:𝑠; 𝑡, 𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑠𝑒𝑔𝑚𝑒𝑛𝑡) = ∫ ∏ ƒ(𝑦𝑖
𝑠
𝑖=𝑡 |𝜱)𝝅(𝜱)𝒅𝜱                            (2) 153 

  and Q(t) is the likelihood of segment 𝐘𝑡:𝑛 given a changepoint at t-1; 𝑄(𝑡), 𝑡 = 1, … , 𝑛 and  154 

𝑃(𝑡, 𝑠), 𝑠 ≥ 𝑡 are linked by these recursive equations: 155 

{  
𝒬(1) =  ∑ 𝑃(1, 𝑠)𝒬(𝑠 + 1)𝑔0(𝑠) + 𝑃(1, 𝑛)(1 − 𝐺0

𝑛−1
𝑠=1 (𝑛 − 1))

𝒬(𝑡) =  ∑ 𝑃(𝑡, 𝑠)𝒬(𝑠 + 1)𝑔0(𝑠 + 1 − 𝑡) + 𝑃(𝑡, 𝑛)(1 − 𝐺(𝑛 − 1)𝑛−1
𝑠=1 ) 

                               (3) 156 

Where 𝐺(𝑡) =  ∑ 𝑔(𝑖)𝑡
𝑖=1   and  𝐺0(𝑡) = ∑ 𝑔0(𝑖)𝑡

𝑖=1 . 157 

Seidou and Ouarda (2007) derived an analytical expression for 𝑃(𝑡, 𝑠) when Y is linked to a 158 

predictor X by a multiple linear regression equation. 159 

*

1

1,...,
d

j k ij i

k

y x i n 


          (4) 160 

or 161 

y = Xθ+ε   (5) 162 
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             𝑦𝑗 =  ∑ 𝜃𝑘𝑥𝑘𝑗

𝑑∗

𝑘=1

+ 𝜀𝑖        = 1, … ,    𝒚 = 𝜲𝞱 + 𝜺                                                         163 

Seidou and Ouarda (2007) used Jeffrey’s non-informative prior: 164 

𝜋1 (𝛷) = 𝜋1 (𝜎) = 𝑝 (𝜎| 𝑎, 𝑐) =
𝜎−𝑎𝑒𝑥𝑝(−

𝑐

2𝜎2)

2
𝑎−2

2 𝑐
𝑎−1

2 𝛤(
𝑎−1

2
)

     𝑎 > 1, 𝑐 > 0                                                                                  (6)

 

 165 

𝜋 (Φ) = 𝜋 (𝜎) = 𝑝 (𝜎| 𝑎, 𝑐) =
𝜎−𝑎𝑒𝑥𝑝 (−

𝑐
2𝜎2)

2
𝑎−3

2 𝑐
−𝑎−1

2 𝛤 (
𝑎 − 1

2 )
     𝑎 > 1,  𝑐 > 0     166 

Where a and c are the parameters of the prior. Using that prior, they demonstrated that: 167 

 
 

 

*

( )

2
:

2
1 1/ 2

2
:

( ) 2
( , ) 2

1
( )

2

t s a
T

d
t s t:s

a
T

t s t:s

t s a
c

P t s
a

c






 





  
   




ε ε

X X

𝑃(𝑡, 𝑠) =  
𝑃1({(1−𝑙1)∶0} ∪{𝑡∶𝑠})

2𝑃1({(1−𝑙1)∶0})
+168 

𝑃1({𝑡∶𝑠}∪{(𝑛+1)∶(𝑛+𝑙2)})

2𝑃1({𝑛+1)∶(𝑛+𝑙2)})
                                                                       (7) 169 

𝑃1({𝑖1,   𝑖2, … , 𝑖𝑛1}) = ∫ ∏ 𝑓(𝑦𝑖|Φ)𝑖∈{𝑖1,𝑖2,….,𝑖𝑛1}Φ
𝜋(Φ)𝑑Φ =170 

(2𝜋)
𝑑∗

2 .  
(𝜋(𝜀{𝑖1,𝑖2,…,𝑖𝑛1}

𝑇 𝜀{𝑖1,𝑖2,…,𝑖𝑛1}+𝑐))
(
𝑛1+𝑎−1

2 )

(𝑐𝜋)−
𝑎−1

2 |𝑋{𝑖1,𝑖2,…,𝑖𝑛1}
𝑇 𝑋{𝑖1,𝑖2,…,𝑖𝑛1}|

1
2⁄

 .  
г(𝑛1+𝑎−𝑑∗)

2

г(
𝑎−1

2
)

                                                                  (8)  171 

Where 𝑑∗ is the number of explanatory variables (including the intercept if any), st:172 

𝜀{𝑖1,𝑖2,…,𝑖𝑛1} is the vector of residuals in the linear relationship between st:X 𝑋{𝑖1,𝑖2,…,𝑖𝑛1} and 173 

st:y 𝑌{𝑖1,𝑖2,…,𝑖𝑛1}.  174 

The inference on the position of the changepoints is made by generating a set 175 

 , 1:kE S k M  of M possible scatter schemes of the changepoints on the segment using 176 

the posterior probability mass of the first changepoint and the conditional probability mass of 177 

subsequent changepoints. 𝐸 = {𝑆𝑘, 𝑘 = 1: 𝑀}. The 
thk  element of E (caller herein 178 

changepoint scatter scheme) is a set of km  changepoints  1 2, ,...,
k

k k k

k mS t t t .  An efficient 179 

simulation algorithm for E  is given by Fearnhead [2006]: 180 

1. For a sample of size M, initiate M samples with a changepoint at t = 0. 181 

2. For 0,..., 2t n  , repeat the following steps: 182 
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a) Compute the number tn of samples for which the last changepoint was at time t; 183 

b) If 0tn  , compute 1 1:Pr( | , )j nt    y ; 184 

c) Sample tn  times from 1 1:Pr( | , )j nt    y  and use the values to update the tn185 

samples of changepoints which have a changepoint at time t; 186 

In a practical problem, it is unlikely to have two changepoints that are very close. Hence, 187 

when sampling from 1 1:Pr( | , )j nt    y , if the next position is within the length of the time 188 

series but is less than a user-defined ( minl ) from the previous changepoint, it is discarded, and 189 

another value is sampled. Inference on the number and positions of the changepoints is readily 190 

carried out using the M samples. For instance, the probability of having i changepoints is 191 

approximated by:  192 

 Pr( ) ( | ( ) ) /km i card k card S i M            (9) 193 

The posterior probability of having the kth changepoint at position t given m changepoints can 194 

be approximated by: 195 

     
 

| ( ) &
Pr( | )

( | ( ) )

k

k i

i

card k card S m t t
t m

card k card S m


 
 


                          (10) 196 

Where  card S  stands for the number of elements of the set S. The estimators of the number 197 

and positions of changepoints are the modes of their posterior distributions, i.e.: 198 

 ˆ { ( | ( ) ) / }k
t

m Max card k card S t M                     (11) 199 

     
  

ˆ| ( ) &

ˆ| ( )

k

k i

i
t

card k card S m t t
Max

card k card S m


   
  

 
 

                  (12) 200 
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2.2. Use of changepoints positions as a measure of similarity 201 

We propose to use the positions of the changepoints as a measure of similarity between two 202 

time-series. This is a fairly original use of the changepoint procedure. Ouarda et al. (2014) 203 

used the same changepoint procedure to identify common dates of change in precipitation 204 

series in a number of meteorological stations in the United Arab Emirates with the objective 205 

of identifying low frequency climate oscillation indices that influence precipitation in various 206 

regions. The procedure is presented below: 207 

Assume an ensemble of n  climatic stations where a time series of a particular parameter (e.g., 208 

annual precipitation) is available. For the sake of simplicity, let’s assume that the time series 209 

are available in the same period from starty  to endy . Let iy  the time series at the ith station 210 



























iYend

iYstart

iYstart

i

PCP

PCP

PCP

,

,1

,

y  211 

Assume that the changepoint method of Seidou and Ouarda (2007) is applied to each station 212 

using the following predictand: 213 

 214 

 215 

 216 

 217 

 218 

The application of the method to station i will result in a set  , , 1:i k iE S k M  of M possible 219 

scatter schemes of the changepoints positions, as illustrated in Figure 2. We define the 220 

similarity between n stations as the number changepoints scatter schemes with at least one 221 

changepoint that are common to 1 2, ,...., nE E E  , divided by the maximum number of scatter 222 

schemes with at least one changepoint in any of 1 2, ,...., nE E E .  The concept of similarity is 223 

illustrated in Figure 3 using M=20 for a set of two and three stations. For the sake of 224 

illustration, the changepoints positions scatter schemes  , , 1:i k iE S k M   are represented as 225 

an array where the columns correspond to the position in the time series, and the rows 226 

represent k. Black cells represent the changepoints. Lines that are common to all stations are 227 

coloured for illustration purposes.  In the two-station example (panel a), the first station 19 228 



























end

start

start

y

y

y

1

1

1

1

X
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rows with at least one changepoint, and the second one has 20. The two stations have four 229 

similar rows. Hence their similarity is 
int 1 2

4( , ) 4 19 0.2105
min(19,20)changepo sSim S S    . In 230 

the second example (panel b), the number of lines with at least one changepoint is 19, 17, and 231 

18 for the first, second and third stations, respectively. Given that they have three lines in 232 

common, 
int 1 2 3

3( , , ) 3 17 0.1765
min(19,17,18)changepo sSim S S S     233 

2.3. Regions delimitation using changepoint-based similarity 234 

The following algorithm is used to delineate regions in a set of n stations using the similarity    235 

measure defined in section 3.1: 236 

1. An initial set of n regions containing each one element is created 237 

2. Repeat until each region contains each station: 238 

a. For each station s 239 

i. For each region r that does not contain s, calculate the similarity Sr of 240 

{region r, station s} 241 

ii. Assign station s to the region with the highest Sr and record Sr as the 242 

entrance score of station s in region r 243 

b. Remove duplicates in regions 244 

3. At the end of the process, we have m revealed regions (k<=n) containing each of them, 245 

includes the n stations in a specific order 246 

4. Iteratively search for the highest threshold t such as if stations with scores higher than t 247 

are removed from each region, the union of the remaining elements in the regions 248 

contains all n stations. 249 

5. Eliminate all stations with scores above t and obtain m regions that cover the n stations 250 

 251 

2.4. Local and regional trend 252 

For each station in the study region, the probability of having one or several changepoints, as 253 

well as the most likely position of these changes, can be obtained using equations 9-11. Once 254 

the number and positions of the changepoints are determined, a local linear trend can be 255 

estimated between the detected changepoints. The modeler can decide whether the trend is 256 

continuous or discontinuous at the changepoints. The decision must be guided by the 257 

understanding of the physical process under consideration. For instance, hydroclimatic time 258 

series tend to vary smoothly because of climate change or climatic oscillations. 259 

Discontinuities generally occur only when there is a brutal change in the watershed, such as a 260 
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forest fire or the construction of a hydraulic infrastructure. Unless the modeler has knowledge 261 

of such of a sudden change on the watershed, it is safer to assume continuity at the 262 

changepoints. In this paper, the trend is assumed to be continuous as we are dealing with 263 

precipitation time series and see no reason for an abrupt change. Once a region is delineated, 264 

the same method can be used to have a regional probability of having a changepoint, the 265 

position of the changepoints, and a regional trend. The only difference is that the union of the 266 

changepoints scatter schemes of all stations in the region is used in equations 9-11. The 267 

difference between the regional and local changepoints and trends can be a hint that a local 268 

perturbation has occurred, and can be used for hydrologic data homogenization. A number of 269 

other elements need to be integrated in the analysis. Future efforts will attempt to add more 270 

covariates (physiographic, climatic, land cover, etc.) in the model. This will also explaining a 271 

larger portion of the variance and developing a more detailed and complete model, which 272 

should translate into improved estimation results. In addition, the spatial and temporal 273 

variability, including potential change points, have to be combined and work in parallel in the 274 

same modeling logic to cover all aspects. The geomorphological aspect and the study of the 275 

prevailing climate remain insufficient in regards to the definition of the homogeneous regions. 276 

2.5. Continuous wavelet transform and wavelet coherence 277 

Wavelet coherence is a mean of evaluating the covariance and causality between X and Y. 278 

First, the continuous wavelet transform of X and Y,  𝑊𝑛
𝑋(. ) and Wn

Y(. ), are calculated. The 279 

cross-wavelet transform of X and Y (Wn
XY(s)) is then calculated to explore high common 280 

power in both time-frequency domains between the two time series. Finally, their wavelet 281 

coherence 𝑅𝑛
² (. ) is calculated using their Wavelet and cross-wavelet transforms. The 282 

mathematical expressions of  𝑊𝑛
𝑋(. ), Wn

Y(. ), and  𝑅𝑛
² (. ) Are presented in the next sections: 283 

2.5.1. Continuous Wavelet Transform 284 

The continuous wavelet transform for a discrete time series (xn, n = 1, …, N) is defined by the 285 

convolution of xn with a scaled and translated wavelet, ψ0(η): 286 

   Wn
X(s) = ( 

δt

s
 )1/2 ∑ xn′

N−1
n′ ψ∗[(n − n′)δt/s]                                                                                                                 (13) 287 

Where N indicates the length of the time series and the asterisk* is relative to the complex 288 

conjugate. The wavelet in its width is ordered by the scale parameter. Whereas, wavelet 289 

power spectrum (WPS) is a powerful tool univariate analysis that makes clear the evolution of 290 

the variance throughout the time dimension at each frequency as previously reported by 291 

Torrence and Compo. (1998). Mathematically, WPS can be described by:   292 
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 |𝑊𝑛
𝑋(𝑠)|2 = 𝑊𝑛

𝑋(𝑠)𝑊𝑛
𝑋∗(𝑠)                                                                                                                                                                    (14)  293 

Then, the WPS is normalized by the global wavelet spectrum (GWS) which is more suitable 294 

measure to describe the variability of the time series in a non-stationary case, by targeting the 295 

scale parameter. Hence, interpretation of results becomes easy. It is expressed as: 296 

  𝑊̅̅ ̅̅
𝑛
2(𝑠) =  ∑ | 𝑊𝑛(𝑠)

𝑁

𝑛=1

|2                                                                                                                                                        (15) 297 

While different types of wavelets can be used. The most commonly type of wavelet For a 298 

given time series 𝑥1, 𝑥2 , 𝑥3, … , 𝑥𝑛of size N, spaced with regular time interval 𝛿𝑡, the Morlet 299 

wavelet 𝜓0(𝜂) is a specific wavelet function (with ω0 = 6), having zero mean and localized 300 

simultaneously in time and frequency domain, modulated by a Gaussian envelope. Its choice 301 

is crucial, because it is compatible with the criteria required by the CWT, based on 302 

maintaining a balance between both dimensions of time and frequency (Torrence and Compo, 303 

1998). It can be expressed as: 304 

   ψ
0

(η) =  π−1/4expiω0ηexp−η²/2                                                                                                                                  (16) 305 

Where 𝜂 and 𝜔0 are dimensionless time and the wavenumber respectively. 306 

2.5.2 Cross wavelet transform 307 

In order to explore high common power in both time-frequency domains between two time 308 

series X and Y, defined by their corresponding CWTs, Wn
X(s) and Wn

Y(s), Wn
XY(s) is obtained 309 

by the convolution between CWTs written as: 310 

            Wn
XY(s) =   Wn

X(s)Wn
Y∗(s)                                                                                                           (17) 311 

However, there are certain drawbacks associated with its use, because it is not normalized as 312 

reported by Maraun and Kurth. (2004). For this reason, it was decided that the best method to 313 

adopt for the examination of causality is the wavelet transform coherence (WTC) in so far as 314 

two variables can be dependent without there being a strong link.  315 

2.5.3 Wavelet transform coherence 316 

According to Torrence and Compo (1998), the magnitude of the covariance between two 317 

time-series is given as follows: 318 

           𝑅𝑛,𝑋,𝑌
² (𝑠) =319 

|𝑆(𝑠−1  Wn
XY(s))|

𝑆(𝑠−1  Wn
X(s)) .  𝑆(𝑠−1  Wn

Y(s))
                                                                                                                          (18)       320 
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Assuming that the time series has a mean power spectrum, Torrence and Compo (1998) 321 

proposed to calculate the statistical significance level 𝑆𝐿𝑛 (𝑠) of the wavelet coherence as well 322 

as its 95% confidence level 𝐶𝐿𝑛,𝑋,𝑌
95 (𝑠)  is estimated using Monte Carlo methods.  323 

 324 

2.5.4 Time series similarity based on wavelet coherence 325 

The wavelet coherence provided in the previous section is a two-dimensional surface with 326 

high and low values that is hard to interpret. We define the similarity between two time series 327 

X and Y as ,

,1
9

,

²

,

5

1
)

(

)
(

(

)

n X Y

n X

N
XY

wave

n Y

letSim s
N s

R s

CL

   328 

The above definition is a curve of similarity as function of S and is easier to interpret than a 329 

wavelet coherence graph (Figure 4). It can easily be extended to n time series by taking the 330 

minimum similarity between each pair for each frequency s. In the case of three time series, 331 

the formula would be: 332 

 333 

5

² ²

, , , , , ,

9 95 95

, , , , , ,

²

1 1 1

1 1 1
( ) min , ,

( ) (

)

) (

( ) ( ( )

)

n X Y n X Z n Y Z

n X Y n X Z n Y

N N N
XYZ

wavelet

n n Zn

Sim s
N s N s N

sR R s R s

CL CL CL s  

 
   

 
                (19) 334 

2.6. Case study 335 

The developed hydrological region delineation method will be applied to the Tensift basin. 336 

Unfortunately, the network of climatic and hydrologic stations is usually of low density, so 337 

direct information about hydro-climatic conditions at a particular point are usually missing. 338 

Daily rainfall time series spanning between 31 and 48 years from 11 hydro-meteorological 339 

stations were obtained from the Tensift River Basin Agency (Figure 1). The majority of 340 

stations are concentrated in the South-East close to the Atlas Mountains, while vast areas in 341 

the North and South-West are not gauged. The statistical characteristics of rainfall time series 342 

used in this paper are summarized in Table 1. The highest average total annual rainfall is 343 

observed, within the available stations, in Aghbalou in the Atlas Mountains (534.4 mm), 344 

while the lowest one is observed in the desert at Abadela (172.2 mm) in the way to the outlet 345 

of the basin.  346 

3. Results and discussion 347 

The methodology was applied to the 11 time-series of annual precipitation, using M=1000, 348 

and a minimum segment length min 10l  given that the length of the time series varies from 349 

station to station, the data of the common period (1986-2017). The multiple changepoint 350 

detection is also applied. 351 
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3.1. Delineated regions 352 

A total of 4 regions were detected, containing 3, 6, 1 and 1 stations (Table 2). The local and 353 

regional trends are presented in Figure 5. The regional and local probabilities of changes are 354 

shown in Figure 6, along with the conditional probability of the position of the first 355 

changepoint. It is interesting to note that no regional changepoint was detected in regions 1 356 

and 2, and that a single regional changepoint is detected in regions 3 and 4. No local 357 

changepoint was detected at any station in regions 1 and 2, and only one changepoint was 358 

detected at each station in region 3 and 4. The position of the local and regional changepoints 359 

are very close in region 3 and 4, as the most probable date of change is 1998 for Nkouris and 360 

1996 for Taferiat. For these particular regions, the local and regional trends are the same for 361 

all stations, suggesting that the regions are homogeneous. It is however, worth mentioning 362 

that the directions of the regional trends are not the same for the two stations in regions 3 and 363 

4 (the two segments of the local and regional trend at Taferiat are all decreasing, while 364 

Nkouris has a decreasing trend followed by an increasing trend). Another interesting fact is 365 

that two regions were delineated despite both having zero changepoint. Seidou and Ouarda. 366 

(2007) assume there is a changepoint only when the probability of not having a changepoint is 367 

below 0.5 (or the probability of having one or more changepoints is above 0.5). Regions 1 and 368 

2 have probabilities of having zero changepoint of 0.9145 and 0.8294. However, the regional 369 

conditional probability of the position of the changepoints varies between the regions (Figure 370 

6). Figure 7 shows the homogenous groups of regions based on the probabilities of changes 371 

and on the conditional probability of the locations of the change. Table 3 presents regions 372 

based on the conditional probabilities of the positions of the changepoints. As can be seen, 373 

even though stations belong to the same region, there is a conditional probability difference at 374 

the date of change between stations. It should be noted that only 3 stations in region 1 show a 375 

negative difference between the local and regional conditional probability. These differences 376 

led to the delineation of four different regions (Fig. 7) even though no changepoints are 377 

expected. It is also worth noticing that while regional and local probabilities of changes and 378 

conditional probabilities of changepoint locations are different at each station, the difference 379 

between the local and regional conditional probability of the positions of the changepoints is 380 

very small, once again suggesting that the delineated regions are homogeneous. As Fig. 8 381 

depicts, a large difference between the local and regional trend at a particular station may be a 382 

signal of an inhomogeneity at that station, which means that the absence of abrupt changes in 383 

local trend does not imply the verification of this conclusion in a regional one. Consequently, 384 
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the regional trend could possibly present not only jumps in the average but also in the trend 385 

orientation. 386 

3.2. Validation of the delineated regions 387 

Globally, the findings of this study mirror those of Ahattab et al. (2015) and Salama. (2010) 388 

who detected 4 regions in the Tensift watershed by applying PCA to monthly precipitation 389 

records. The regions detected by each study are presented in Table 4. All methods place the 390 

station of Nkouris apart from the others in group 3; 66% (2 out of 3) of the stations in group 1 391 

are the same in the two papers. The merger of groups 2 and 4 contains 7 stations according to 392 

each study, and 6 out of the 7 are similar. The main difference is in this study Marrakech was 393 

found to be in group 2 and Aghbalou in group 1; Ahattab et al., 2015 classified Aghbalou in 394 

group 2 and Marrakech in group 1.  395 

The similarity measure based on wavelet coherence (equation 18) is used to show that the 396 

inclusion of any station outside a particular region would significantly reduce the similarity 397 

within the region. The similarity (called here intra-region coherence) of each of the 4 398 

delineated regions is shown in Fig. 9. We found that the intra-region coherence is maximal for 399 

the 8-10 periods, consistent with the minimum data segment of 10 years used in the Bayesian 400 

model. For each of the region, the intra-region coherence is recalculated after the addition of 401 

an external station. For instance, the first panel of Figure 10 shows how the intra-region 402 

coherence decreases when Marrakech, which belongs to region 2, is added to region 1. The 403 

second (resp. third, fourth) shows the decrease of intra-region coherence when Chichaoua 404 

(resp. Aghbalou, Abadela) are added to region 2 (resp. region 3, region 4). In all cases, it can 405 

be seen that the intra-region coherence drops when an outside station is added to the region, 406 

and that the magnitude of the changes varies with the frequency and the region. In this 407 

particular example, the decrease in coherence is the most severe in region 3, and the least 408 

severe in region 2.  The loss of coherence of all regions due to the inclusion of all possible 409 

out-of-region stations is presented in Fig. 11. Once again, the loss of coherence is 410 

systematically more severe in region 3 and less severe in region 2. This result suggests that 411 

region 3 is very different from the rest of stations in the study area, while region 2 has a lot of 412 

similarity (at least for this particular measure) with the rest of the study area. The findings 413 

from this study make several contributions to the literature.  414 

4. Conclusions and further research 415 

The main goal of the current study was to extend the multiple changepoint detection 416 

procedure Seidou and Ouarda (2007) to delineate homogenous hydrological regions. A 417 
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similarity measure based on the positions of the changepoints and an algorithm for the 418 

delineation of homogeneous region were proposed. The method was applied to the Tensift 419 

watershed in Morocco, and it was shown that the results are like those of previous studies of 420 

the same watershed. Wavelet coherence was used to further confirm the homogeneity of the 421 

detected regions. The method presented in this paper relaxes the assumption of a stable and 422 

linear relationship between time series at stations within a region and therefore is more 423 

general than PCA. These two assumptions are convenient from a mathematical point of view 424 

but have no physical basis. The climate system is highly complex and non-linear, and 425 

relationships between variables are nonlinear and nonstationary by default. The application of 426 

the new method should lead to larger homogeneous regions and uncover hidden relationships 427 

between stations. While the method application is limited to one watershed in a semiarid 428 

context, there is no limitation to its application to other hydroclimatic regions. The only 429 

requirement is the existence of annual time series of the variables of interest. Despite the fact 430 

that the method presented in this paper does not provide estimates of hydrological variables, it 431 

can improve water management by improving homogeneous regions delineation. A better 432 

delineation of homogeneous regions is likely to improve estimation results as the quality of 433 

the regional estimation of hydrological variables (e.g., flood quantiles) is directly linked to the 434 

homogeneity of the regions. 435 

In this paper, the similarity measure only considers the positions of changepoints and 436 

acknowledges the similarity only when the changepoints at the two stations occur at the same 437 

date. Possible improvements include a) consider the direction of the trend between 438 

changepoints in the similarity measure, b) find a way to account for changepoints which are 439 

close but on different dates, and c) combine this similarity measure with a number of other 440 

physiographic and climatic similarity measures that are for the instance based on river 441 

network configuration. 442 

For further research, it is recommended to apply these approaches to watersheds elsewhere in 443 

Morocco and in the world to assess their effectiveness for ensuring sustainable territorial 444 

management. Future research can also focus on the use of the identified regions to transfer 445 

information within regions and to build a full regional frequency analysis procedure that can 446 

be used for quantile estimation at ungauged locations. This can be achieved by combining the 447 

regional delineation procedure proposed in the present work with a regional estimation 448 

approach. Future research can also look into the potential advantages of using time series of 449 

variable lengths in the similarity measure. . The extension of the approach to the multivariate 450 

case can also be considered.  451 
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Table 1. Summary of rainfall stations and basic statistics of total annual rainfall time series. Minimum, maximum, mean, standard deviation 

(SD), coefficient of variation (CV), coefficient of skewness (CS) and coefficient of kurtosis (CK). 

 

Stations 

 

Latitude 

(N) 

 

Longitude 

(W) 

 

Height 

(m) 

 

Period record 

 

Years 

 

Min  

  (mm) 

 

Max 

(mm) 

 

Mean  

(mm) 

 

SD    

(mm) 

 

 

CV 

 

CS 

 

 CK 

 

Sidi Rhal 

 

31°37 

 

07°27 

 

690 

 

1970 - 2017 

 

48 

 

176.7 

 

648.2 

 

345.4 

 

107.0 

 

0.3 

 

0.6 

 

0.3 

 

Taferiat 31°32 07°35 760 1987 - 2017 31 185.5 913.4 347.8 24.4 0.1 2.4 9.3 

 

Tahnaout 31°16 07°57 925 1971 - 2017 47 192.2 647.9 372.9 103.3 0.3 0.8 0.3 

 

Aghbalou 31°18 07°45 1070 1970 - 2017 48 276.9 1053.5 534.4 163.8 0.3 0.4 1.2 

 

Nkouris 31°30 08°70 1100 1974 - 2017 44 46.1 443.5 229.3 101.0 0.4 0.7 -0.2 

 

Imin El Hammam 31°13 08°06 770 1970 - 2017 48 161.6 694 380.1 116.4 0.3 0.4 0.2 

 

 

Chichaoua 31°33 08°45 340 1971 - 2017 47 56.8 298.7 181.9 67.6 0.4 0.1 -1.0 

 

Abadela 31°42 08°33 250 1970 - 2017 48 60.0 329.6 172.2 66.9 0.4 0.4 -0.5 

 

Adamna 31°32 09°40 158 1977 - 2017 41 115.4 757.6 328.3 154.2 0.5 1.1 0.8 

 

Marrakech 31°61 08°01 460 1973 - 2017 45 78.7 351.9 215.6 76.7 0.4 0.1 -1.0 

 

Talmest 31°51 09°16 53 1985 - 2017 33 101.4 604.7 272.0 128.7 0.5 0.8 -0.2 
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Table 2. Stations by region with the number of change and the corresponding posterior 

probability of change 

 

Variable 

 

Regions 

 

Stations 

 

 

Number of 

detected 

change 

 

Posterior 

probability of 

change 

 

 

 

 

 

 

 

 

 

Total rainfall 

 

 

Region 1 

 

 

Aghbalou 

  

Abadela 0 0.9145 

Chichaoua   

     

 

 

 

Region 2 

Imin El Hammam   

Sidi Rhal   

Tahnaout 0 0.8294 

Marrakech   

Adamna   

Talmest   

     

Region 3 Nkouris 1 0.6456 

     

Region 4 Taferiat 1 0.9245 
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Table 3. Regions based on conditional probability of the locations of the changepoints  

 

Conditional probability of the positions of the changepoints 

Regions Stations Local Regional 

 

Difference 

 

1 

Aghbalou 0.0106 0.0225 -0.0119 

Abadela 0.0322 0.0225  0.0097 

Chichaoua 0.0240 0.0225  0.0015 

     

2 

 

Imin El Hammam 

 

0.0276 

 

0.0609 

 

-0.0333 

Sidi Rhal 0.0626 0.0609  0.0017 

Tahnaout 0.0408 0.0609 -0.0201 

Marrakech 0.0860 0.0609  0.0251 

Adamna 0.0720 0.0609  0.0111 

Talmest 0.0852 0.0609  0.0243 

     

 

3 

 

Nkouris 

 

0.3808 

 

 0.3803 

 

 

 0.0005 

 

     4 

 

Taferiat 

 

0.4332 

 

 0.4206 

 

 0.0126 

 
 

 

 

Table 4. Comparison of the regions detected in this paper, in Ahattab et al. (2015) and in 

Salama (2010) 

 This paper Ahattab et al. (2015)   Salama (2010) 

Group 1 Aghbalou, Abadela and 

Chichaoua 

Abadela, Chichaoua and 

Marrakech 

Abadela, Chichaoua, 

Marrakech and Sidi 

Rhal 

Group 2 Imin El Hammam, Sidi Rhal, 

Tahnaout, Marrakech, 

Adamna and Talmest 

Sidi Rhal, Taferiat, 

Aghbalou, Tahnaout, and 

Imin El Hammam  

Talmest and Adamna 

Group 3 Nkouris Nkouris Nkouris 

Group 4 Taferiat Talmest and Adamna  Taferiat, Aghbalou, 

Tahnaout and Imin El 

Hammam 
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Figure 4. 
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Figure 7. 
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Figure 9. 
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Figure 10. 
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Figure 11. 


