
Surface-subsurface flow modeling with path-based runoff routing,

boundary condition-based coupling, and assimilation

of multisource observation data

M. Camporese,1 C. Paniconi,2 M. Putti,3 and S. Orlandini4

Received 21 October 2008; revised 2 September 2009; accepted 16 September 2009; published 13 February 2010.

[1] A distributed physically based model incorporating novel approaches for the
representation of surface-subsurface processes and interactions is presented. A path-based
description of surface flow across the drainage basin is used, with several options for
identifying flow directions, for separating channel cells from hillslope cells, and for
representing stream channel hydraulic geometry. Lakes and other topographic depressions
are identified and specially treated as part of the preprocessing procedures applied to the
digital elevation data for the catchment. Threshold-based boundary condition switching is
used to partition potential (atmospheric) fluxes into actual fluxes across the land surface and
changes in surface storage, thus resolving the exchange fluxes, or coupling, between the
surface and subsurface modules. Nested time stepping allows smaller steps to be taken for
typically faster and explicitly solved surface runoff routing, while a mesh coarsening option
allows larger grid elements to be used for typically slower and more compute-intensive
subsurface flow. Sequential data assimilation schemes allow the model predictions to be
updated with spatiotemporal observation data of surface and subsurface variables. These
approaches are discussed in detail, and the physical and numerical behavior of the model is
illustrated over catchment scales ranging from 0.0027 to 356 km2, addressing different
hydrological processes and highlighting the importance of describing coupled surface-
subsurface flow.
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1. Introduction

[2] Water-driven interactions between the atmosphere, the
land surface (including water bodies), and the subsurface are
increasingly relevant in water management, ecology, and
climate studies [e.g., Winter et al., 1998; Woessner, 2000;
Sankarasubramanian et al., 2001]. Surface-subsurface inter-
actions have been investigated over a range of scales, from
hillslope and streambed [e.g., Harvey and Bencala, 1993;
Fan and Bras, 1998; Storey et al., 2003] to river and
watershed [e.g., Nikolaidis et al., 1993; Michaud and
Sorooshian, 1994; Blasch et al., 2006]. Nevertheless, there
are important unresolved issues in hydrology concerning the
differences in response between hillslopes, catchments, and
river networks. These issues touch on, for instance, the
relative dominance or contributions of overland, channel,
and subsurface flow, the relationships between nonlinearity,

variability, and scale, and the existence or not of thresholds
that mark the transition from hillslope to channel-type
response [e.g., Rinaldo et al., 1991; Robinson et al., 1995;
Seyfried and Wilcox, 1995; Giannoni et al., 2005]. Several
studies using restrictive assumptions (e.g., linearized and
steady state models, homogeneous parameters and inputs,
simplified treatment of boundary conditions) have been
conducted to investigate these questions, but studies with
more realistic, fully coupled models are also needed. This
need is also reflected in the consideration being given
recently to groundwater storage and fluxes in both large-
scale land surface and climate models and smaller-scale
infiltration and drainage models [e.g., Yeh and Eltahir,
2005; Koussis et al., 1998; Levine and Salvucci, 1999;Milly
and Wetherald, 2002; Nachabe, 2002; Fan et al., 2007].
[3] Quite different modeling approaches are typically used

at small (hillslope to catchment) and large (river basin to
continental) scales. Our focus here is on the finer scale, where
detailed process-based distributed-parameter numerical
models, which are computationally demanding and data
intensive, are a viable and common approach [Kampf and
Burges, 2007; Furman, 2008]. These models numerically
resolve the nonlinear partial differential equations for con-
servation of mass and momentum over the flow region of
interest. At larger scales, conceptual models that rely on
simplifying the governing equations, parameter distributions,
and boundary conditions are more often used. It should be
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noted however that the distinctions between ‘‘process-
based’’ and ‘‘conceptual’’ models, in terms of both mathe-
matical formulation and scale of application, are becoming
blurrier, as evidenced from recent models that employ
elements of both approaches [e.g., Reggiani et al., 1999;
Ivanov et al., 2004; Rigon et al., 2006; Qu and Duffy, 2007]
and from recent studies such as the distributed model
intercomparison project [Smith et al., 2004].
[4] Several process-based numerical models for the simu-

lation of coupled surface and subsurface flow have emerged
in recent years. Examples include Pohll et al. [1996], who
loosely coupled a 2-D (radial plus vertical) subsurface model
to a kinematic runoff routing scheme in a study of seepage
beneath a nuclear subsidence crater in Nevada; Singh and
Bhallamudi [1998], who coupled a 2-D Richards equation
and a 1-D de Saint-Venant equation in a study of overland
flow triggering and dynamics on sloping aquifers; Graham
and Butts [2005], whose physically based model integrates
the de Saint-Venant surface equation to a vertical 1-D
Richards equation for unsaturated flow and a 3-D finite
element solver for saturated flow; Gunduz and Aral [2005],
who focused on the interactions between rivers and aquifers;
VanderKwaak and Loague [2001], Morita and Yen [2002],
Panday andHuyakorn [2004], and Jones et al. [2008], whose
coupling of Richards equation and various approximations of
the de Saint-Venant equation relies on the hypothesis of first-
order diffusive exchange of water between surface and
subsurface and a finite thickness interface layer; Ababou
and Trégarot [2002] and Weill et al. [2009], who developed
models based on generalizations of the Darcy-Richards
equation that allow implicit coupling between surface and
subsurface; Downer and Ogden [2003], who coupled a 2-D
Hortonian model with a vertical 1-D Richards equation
solver; Anderson [2005], who proposed a Dupuit model of
groundwater–surface water interactions; and Kollet and
Maxwell [2006], whose coupling approach is based on
continuity of pressure head and fluxes at the ground surface.
[5] Standard features of detailed process-based hydrolog-

ical models include: finite element, finite difference, or finite
volume spatial discretizations, often starting from a cell-
based representation of the surface topography (e.g., a digital
terrain map); sophisticated numerical algorithms for linear-
izing and solving large systems of equations; handling of
nonuniform and heterogeneous parameters and input, when
the data for doing so are available; and accommodation of
general domain boundaries, with a variety of boundary
conditions over this domain. These characteristics will not
be described in any detail here; this paper will focus instead
on some novel features, summarized below, of a coupled
surface-subsurface flow model.
[6] The surface module of the proposed coupled model

includes a detailed digital elevation model (DEM) analysis
for identification of the drainage network, as well as a
procedure for incorporation of retardation and storage effects
due to lakes and other topographic depressions. Cell drainage
directions can be identified by the simple D8 scheme or by
more recent nondispersive and dispersive methods. The
diffusion wave equation is used to describe both hillslope
(rivulet) flow and stream channel flow, with a different
parameterization for these two elements of surface runoff.
The distinction between grid cells belonging to the hillslope
and stream network systems can be made according to three

different threshold-based options, using upstream drainage
area, drainage area plus local terrain slope, or gradient
divergence normalized by mean gradient criteria.
[7] Coupling between the surface and subsurface flow

modules is based on an extension of a boundary condition
switching procedure used in some subsurface models for the
handling of atmospheric inputs on the surface boundary of
the catchment. The coupled model extension incorporates
ponding heads at the surface into this procedure, so that
potential (atmospheric) fluxes get partitioned into actual
fluxes across the land surface and changes in surface storage.
[8] Sequential assimilation of multisource observation

data is incorporated via two different schemes: Newtonian
nudging and ensemble Kalman filtering, the former simple
but somewhat empirical, the latter theoretically rigorous but
computationally intensive. Other features of the model
exploit the different dynamics of surface and subsurface
flow, with an option for generating a coarsened grid for the
subsurface domain and the utilization of nested time step-
ping for the surface module. The model also includes a
formulation of the subsurface storage coefficient with mois-
ture-dependent porosity, in order to account for swelling and
shrinking soils.
[9] The model’s behavior is demonstrated through six

applications highlighting different aspects of surface-subsur-
face interactions. The first two applications deal with a simple
synthetic catchment containing a lake and with three hill-
slopes of different geometry. The other applications concern
real catchments of size 4.64, 111, and 356 km2 that are
characterized by complex morphology, extensive natural
surface depressions, and regional heterogeneity, respectively.
The last application features a 3.4 ha headwater of the Vauz
River basin located in the eastern Italian Alps, for which
extensive data of streamflow, water table, and soil moisture
are available.

2. Model Description

[10] The Catchment Hydrology (CATHY)model couples a
finite element solver for the Richards equation describing
flow in variably saturated porous media [Paniconi andWood,
1993; Paniconi and Putti, 1994] and a finite difference solver
for the diffusion wave equation describing surface flow
propagation throughout a hillslope and stream channel net-
work identified using terrain topography and the hydraulic
geometry concept [Orlandini and Rosso, 1996, 1998]. The
mathematical model is described by a system of two partial
differential equations:

SwSs
@y
@t
þ f

@Sw
@t
¼ r � KsKr ryþ hzð Þ½ � þ qss ð1aÞ

@Q

@t
þ ck

@Q

@s
¼ Dh

@2Q

@s2
þ ckqs; ð1bÞ

where in the subsurface flow equation (1a) Sw = q/qs is water
saturation, q is the volumetric moisture content (dimension-
less], qs is the saturated moisture content (generally equal to
the porosity f), Ss is the aquifer specific storage coefficient
[L�1], y is pressure head [L], t is time [T], r is the gradient
operator [L�1], Ks is the saturated hydraulic conductivity
tensor [L/T], Kr(y) is the relative hydraulic conductivity
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function [dimensionless], hz = (0, 0, 1)0, z is the vertical
coordinate directed upward [L], and qss represents distributed
source (positive) or sink (negative) terms [L3/L3T]. In the
surface flow equation (1b) a 1-D coordinate system s [L] is
used to describe each element of the channel network. In this
equation, Q is the discharge along the rivulet/stream channel
[L3/T], ck is the kinematic celerity [L/T], Dh is the hydraulic
diffusivity [L2/T], and qs is the inflow (positive) or outflow
(negative) rate from the subsurface to the surface [L3/LT].
[11] The 3-D Richards equation is solved numerically by

Galerkin finite elements in space using tetrahedral elements
and linear basis functions, and by a weighted finite difference
scheme for integration in time. The nonlinear characteristic
relationships Kr(y) and Sw(y) are specified using either van
Genuchten and Nielsen [1985], Brooks and Corey [1964], or
Huyakorn et al. [1984] expressions. Linearization via New-
ton or Picard iteration is used in the solution procedure. More
details on the numerical aspects and other features of the
subsurface solver can be found in the work by Paniconi and
Putti [1994, and references therein].

2.1. Path-Based Surface Runoff Routing

[12] Surface hydrologic response in CATHY is determined
by the two processes of hillslope and channel flow, operating
across all the hillslopes and stream channels forming a
drainage basin, and includes storage and retardation effects
in streams, pools, and lakes and infiltration/exfiltration
effects from subsurface soils.
[13] The surface runoff model aims to reproduce the

phenomenology described by Raudkivi [1979, pp. 170 and
171]. According also to Emmett [1978] and Li et al. [1980],
surface runoff over hillslope or agricultural watersheds
occurs as sheet flow especially at the beginning of rainfall
events, prior to concentrating into a series of small channels
formed due to topographic irregularities or differences in soil
erodibility. It is therefore assumed that the essential features
of hillslope flow can be described by considering an accurate
representation of surface flow paths extracted from DEM
data and the variations of flow characteristics along these
paths that conform with the concept of hydraulic geometry
introduced by Leopold andMaddock [1953]. The assumption
of rill flow fits well with DEM-based network analysis,
allowing at the same time lumping of the rill formations into
a single conceptual channel at the DEM elemental scale. One-
dimensional rivulet flow routing along a network of surface
flow paths is preferred over 2-D sheet flow routing since the
former ensures a better control of planar dispersion of flow
and thus a higher level of consistency with the concept of
drainage area [Moretti and Orlandini, 2008; Orlandini and
Moretti, 2009a].
[14] The drainage system topography and composition are

described by automatically extracting a conceptual drainage
network from the catchment DEM. Flow directions are
assigned using either the classical D8 scheme [O’Callaghan
and Mark, 1984; Marks et al., 1984], the multiple-direction
D1 method [Tarboton, 1997], or the more recent nondis-
persive D8-LTD scheme [Orlandini et al., 2003; Orlandini
and Moretti, 2009a, 2009b]. The algorithm that incorporates
these drainage direction methods requires three preliminary
operations, in which (1) the DEM cells of the catchment are
sorted into descending elevation order, (2) a recursive pro-
cedure is used to raise the elevations of the cells located in flat

or depressed areas so as to ensure a drainage direction with a
small positive slope (downward) for all the cells of the
catchment, and (3) DEM cells are sorted again into descend-
ing elevation order. The D8, D8-LTD, or D1 method can
then be applied to form the drainage network and to calculate
the drainage areas. DEM cells are processed in the order of
descending elevation. Upstream drainage areas are summed
up over all the drained cells.
[15] The distinction between hillslope and channel flow

can be based on three criteria, by posing a threshold on (1) the
upstream drainage area A [e.g., Montgomery and Foufoula-
Georgiou, 1993], (2) the function A Sk, S being the local
terrain slope and k an exponent [Montgomery and Dietrich,
1988, 1989], or (3) the gradient divergence normalized by
mean gradient (land surface curvature divided by the mean
terrain slope) [Howard, 1994]. Using for instance the crite-
rion (1), rill flow is assumed to occur for all those cells for
which the upstream drainage area A [L2] does not exceed the
threshold value At [L

2], while channel flow is assumed to
occur for all those cells for which A equals or exceeds At. The
option to explicitly define channel head locations is also
included in the model.
[16] The dynamic scaling of channel geometry on this

quasi-two-dimensional network extracted from grid-based
data allows a physically realistic description of surface flow
phenomena. Each elemental hillslope rill and network chan-
nel is assumed to have bed slope and length that depend on
location within the extracted transport network, and a cross
section whose resistance/conductance coefficient and water-
surface width varies dynamically with discharge according to
the scaling properties of stream geometry as described by the
‘‘at-a-station’’ and ‘‘downstream’’ relationships first intro-
duced by Leopold and Maddock [1953]. Variable hillslope
flow conditions are therefore described through the proposed
surface runoff model, ranging from a network of tiny rivulets
to a system of wide rivulets forming essentially a sheet flow.
It is acknowledged here that the determination of threshold
conditions for channel initiation and the hydraulic character-
ization of surface flow paths are subject to resolution effects
that need to be comprehensively investigated in future
studies.
[17] A routing scheme developed on the basis of the

Muskingum-Cunge method with variable parameters is used
to describe both hillslope rill and channel network flows, with
different distributions of hydraulic geometry parameters to
take into account the different characteristics of the two
hydrologic processes [Orlandini and Rosso, 1998;Orlandini,
2002]. The model routes surface runoff downstream from
the uppermost DEM cell in the basin to the outlet, following
the previously determined drainage network. A given grid
cell will receive water from its upslope neighbors and
discharge water to one (in the case of the D8 and D8-LTD
single-direction algorithms) or two (in the case of the D1
multiple-direction algorithm) downslope neighbors, and it
will also receive or release water internally, i.e., from the
subsurface. The subsurface contribution is given by the term
qs in equation (1b), and it represents the total flux of water
per unit length of channel link (i.e., dimensions [L3/LT]) that
cannot infiltrate to or that actually exfiltrates from the
subsurface and that needs to be routed by the surface
module. This contribution is determined by the boundary
condition switching procedure described in section 2.3.
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[18] Incoming discharges and internal (subsurface-
derived) flows are routed into each individual channel via
the advection-diffusion flow equation (1b), solved numeri-
cally by the Muskingum-Cunge method to yield

Qkþ1
iþ1 ¼ C1 Q

kþ1
i þ C2 Q

k
i þ C3 Q

k
iþ1 þ C4 q

k
siþ1
; ð2Þ

where Qi+1
k+1 is discharge [L3 T�1] at network point (i + 1)Ds

and time (k + 1)Dt, qsi+1
k is the subsurface contribution at the

(i + 1)th space interval and time kDt, and the routing
coefficientsC1,C2,C3 [dimensionless], andC4 [L] depend on
ck, on the temporal intervalDt, on the cell channel lengthDs,
and on X, a weighting factor first introduced by Cunge
[1969] for discretizing the kinematic flow equation, i.e.,
equation (1b) without the diffusive term [Ponce, 1986;
Orlandini and Rosso, 1998]. In the current implementation
X is used to match the numerical diffusion coefficient of the
scheme to the hydraulic diffusivity Dh determined by
Hayami [1951]. For this reason the Muskingum-Cunge
method may also be referred to as a matched artificial
dispersivity (MAD) scheme [Syriopoulou andKoussis, 1991;
Bajracharya and Barry, 1997]. According to this formulation
the kinematic celerity and hydraulic diffusivity are expressed
as

ck ¼
5

3G
kS A; 1ð Þ3=5 W A; 1ð Þ�2=5 S3=100 Q1�3G=5 ð3Þ

and

Dh ¼
Q1�b0 cosb

2GW A; 1ð Þ S0
; ð4Þ

respectively, where G = 1 � y0 + 2/3 b0, y0 and b0

[dimensionless] being at-a-station hydraulic geometry
exponents for the Gauckler-Strickler (GS) conductance
coefficient and water-surface width, respectively.
[19] kS(A, 1) [L1/3�3 y0 T y0�1] and W(A, 1) [L1�3 b0 Tb

0
]

are variable scaling coefficients for the GS coefficient and
water-surface width depending on location in the river
network, S0 = sinb is the channel bed slope, and b is the
channel bed inclination angle [Orlandini and Rosso, 1998;
Orlandini, 2002]. They denote the GS coefficient and the
water-surface width at a site draining area A for a flow
discharge equal to unity, and are given by

kS A; 1ð Þ ¼ kS As;Qf

� �
Qf Asð Þ�y

0
A=Asð Þw y00�y0ð Þ ð5Þ

and

W A; 1ð Þ ¼ W As;Qf

� �
Qf Asð Þ�b

0
A=Asð Þw b00�b0ð Þ; ð6Þ

where kS(As, Qf) [L
1/3 T�1] and W(As, Qf) [L] are the GS

coefficient and the water surface width, respectively, at a
selected site (s) with upstream drainage area As [L

2] and for a
flow discharge Qf [L

3/T] with selected frequency (f), and w
[dimensionless] is the exponent of the fluvial relationship
between discharges Qf of selected frequency and drainage
area A [Leopold et al., 1964, p. 251]. The exponents y0, y00,
b0, b00, and w are characteristics of the rill/stream channel
network as a whole, and characterize the ‘‘at-a-station’’ and

‘‘downstream’’ relationships of [Leopold and Maddock,
1953] (see Appendix A). When field measurements are not
available to characterize rill flow dynamics, geometry and
roughness parameters can be empirically evaluated from
literature studies [e.g., Parsons et al., 1994; Abrahams et al.,
1996].
[20] When the runoff routing equation has been solved, the

updated incoming and outgoing discharges at each cell are
known, and from this information the cell water depth, or
ponding head h, can be determined from simple mass balance
considerations. These heads represent positive pressure
heads y at the surface and form part of the surface boundary
condition for the next call to the subsurface solver.

2.2. Lake Handling

[21] Isolated topographic depressions (‘‘pits’’) in the
catchment DEM can be attributed to the presence of pools
or lakes, or can be interpreted as erroneous or missing data.
Depressions cannot be handled by automatic drainage net-
work extraction procedures, and depitting techniques are
generally used to modify the elevation values and to regu-
larize the DEM. These depitting schemes correct DEM errors
and can also be used in steep basins, where the flow is mainly
driven by slope and where slight artificial modifications of
topography will not significantly change surface flow pat-
terns. However, when depressions play an important role in
the formation of surface and subsurface fluxes these proce-
dures introduce inconsistent flow directions and do not
correctly reproduce the storage and retardation effects of
pools and lakes on the catchment response. This typically
happens in relatively flat areas where flow patterns are
strongly influenced by small slope changes.
[22] In this work the location of the topographic depres-

sions is identified from the DEM and from prior field
information. A ‘‘lake boundary-following’’ procedure
[Mackay and Band, 1998] is employed to isolate and correct
for potential breakdown in the subsequent drainage network
extraction process. In this procedure, each cell along the
boundary of the pit (also called ‘‘buffer cells’’) acts as a
depression point for all the catchment cells draining into the
pit. To ensure correct flow paths in the area, the drainage
direction in all the buffer cells is forced to form a circulation
path that drains into a single cell (the lake outlet or
‘‘reservoir’’ cell). A flow path algorithm, in combination
with a ‘‘slope tolerance’’ based correction procedure to
account for the remaining erroneous depressions, is then
applied to the modified DEM that excludes the central cells
of the depression. The storage and retardation effects of the
pit are accounted for by transferring with infinite celerity all
the water drained by the buffer cells to the lake outlet cell,
which is now treated as a reservoir. All the geometrical and
physical characteristics of the depression are thus attributed
to this cell. Outflow from this cell is calculated by solving,
by a level pool routing procedure, the continuity equation
for the reservoir:

dV

dt
¼ I tð Þ � O h*ð Þ; ð7Þ

where V is the storage volume of the reservoir and I and O
are the incoming and outgoing discharges, functions of time
and of water elevation h* (above a reference level) in the
reservoir, respectively. The reservoir water elevation thus
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determined is then assigned to all the lake cells and used in
the subsurface solver as ponding head, while the discharge
from the reservoir is the outgoing flux at the cell to be used in
the surface routing.

2.3. Boundary Condition-Based Coupling

[23] The source/sink terms qss and qs in equations (1a) and
(1b), respectively, represent the exchange of water between
the surface and subsurface flow regimes. The surface-to-
subsurface contribution, qss, or its equivalent in ponding head
h, is determined after solving the surface routing
equation (1b) for subsequent input to the subsurface flow
equation (1a), while the subsurface-to-surface contribution,
qs, is determined after solving the subsurface equation for
subsequent input to the surface equation. The noniterative
sequential procedure for the solution of the coupled equations
is described in section 2.5. Conversions between total or
volumetric flux ([L3/T]), specific flux ([L/T]), and ponding
head ([L]) are readily performed by invoking time step size
and surface area attributions for cells and nodes (cell/node
correspondences are described in section 2.6). For instance,
as described in section 2.1, after solving the surface routing
equation, ponding heads are obtained from a simple mass
balance calculation. Invoking step size and nodal areas
converts these to volumetric fluxes, and volume integration
in the Galerkin finite element procedure produces the
required dimension of [L3/L3T] for qss. At the end of
the subsurface time step, volumetric fluxes to be passed to
the surface module are produced at each node based on the
boundary condition switching procedure described below.
Dividing by nodal areas and multiplying by cell areas
converts these to volumetric fluxes at each cell, and invok-
ing the channel element length for each cell produces the
required dimension of [L3/LT] for qs.
[24] Notwithstanding the role of the surface module in

resolving the surface-subsurface exchanges, it is the subsur-
face module that exercises more control over the coupling
process. This is because atmospheric forcing, a key term in
surface-subsurface partitioning, is handled, as a special-case
boundary condition, by the subsurface equation. This han-
dling is an extension of the way atmospheric inputs are
commonly treated in variably saturated subsurface flow
models [e.g., Freeze, 1971; Huyakorn et al., 1986; Paniconi
and Wood, 1993]. It is a special-case treatment because the
boundary condition for any given surface node can switch
between a Dirichlet condition and a Neumann condition,
depending on the saturation (or pressure) state of that node. A
Neumann (or specified flux) boundary condition corresponds
to atmosphere-controlled infiltration or exfiltration, with the
flux equal to the rainfall or potential evaporation rate given by
the atmospheric input data. When, during prolonged or
intense periods of rainfall or evaporation the surface node
reaches a threshold level of saturation or moisture deficit, the
boundary condition is switched to a Dirichlet (specified head)
condition, and the infiltration or exfiltration process becomes
soil limited.
[25] In the coupled model extension of this switching

algorithm [Bixio et al., 2000], ponding status is incorporated
into the procedure. Thus the algorithm flags each surface
node according to whether it is currently ponded, saturated,
below saturation, or air-dry. The distinction between a
surface node or cell being saturated or ponded is made by
introducing an input parameter that represents the threshold

pressure head (or ponding) value a surface node must attain
before water can be routed by the surface flow module. This
parameter can account, for example, for the amount of water
that remains trapped in microtopographic features of the
surface.
[26] In the case of rainfall, unsaturated surface nodes that

have become saturated or ponded are assigned a fixed head
(Dirichlet) boundary condition, and in the subsequent itera-
tion or time step of the subsurface flow module the soil-
limited infiltration or return flow rate is calculated by the
code after obtaining the pressure head solution. In the case of
evaporation, an unsaturated surface node that has become
saturated or ponded is assumed to represent subsurface return
flow and is switched to soil-limited (Dirichlet) mode for
subsequent surface flow routing.
[27] In the case of rainfall, a saturated or ponded Dirichlet

surface node is switched to Neumann mode whenever the
model-computed flux exceeds the input potential rate, a
signal for example that the rainfall rate has fallen below the
infiltration capacity of the soil. Note that there is thus no
switching in the case of return flow (negative flux). The case
of evaporation again presents a situation where subsurface
return flow is possible, and a saturated or ponded Dirichlet
surface node is switched to an atmospheric flux condition
only if the model-computed flux is positive (infiltration) or, if
it is negative, its absolute value, including the ponding head
contribution, is smaller than the absolute value of the poten-
tial evaporation rate. No switching is done if the model-
computed flux is negative and its absolute value, including
the ponding head contribution, is larger than the potential
rate, since in this situation there is return flow in excess of
atmospheric demand that will contribute to ponding.
[28] The case of evaporation is considered to be analogous

to the threshold behavior that occurs during rainfall when the
surface becomes saturated or ponded. When the surface soil
reaches a moisture deficit threshold, parameterized by its
corresponding pressure head level (ymin), the boundary
condition switches from Neumann to Dirichlet, and the
evaporation (exfiltration) process becomes soil limited.
ymin can be interpreted as the ‘‘air-dry’’ value for that soil
[e.g., Hollinger and Isard, 1994], and the switching point
represents the advent of stage two evaporation [Salvucci,
1997]. An air-dry Dirichlet node switches back to a Neuman
condition when it begins to rain, or, under evaporation
conditions, when the absolute value of the model-computed
flux becomes larger than the absolute value of the input
potential rate.
[29] Having determined the updated saturation or pressure

state of each surface node, and knowing for each of these
nodes whether the potential atmospheric forcing is positive
(rainfall) or negative (evaporation) and, in the case of a
Dirichlet boundary condition, whether the actual, model-
computed flux represents infiltration or exfiltration and also
its absolute value relative to the potential flux, the inflow
terms qs to be passed to the surface flow routing module for
the next time step are established. The boundary condition
switching procedure thus partitions potential (atmospheric)
fluxes into actual fluxes across the land surface (infiltration,
exfiltration as evaporation, and exfiltration as return flow)
and changes in surface storage (ponding heads).
[30] The exchange of flux and ponding head information

performed via the switching algorithm in the subsurface
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module and the simple mass balance calculation in the
surface module resolves the coupling in the CATHY model,
and does so without the need to introduce new parameters
representing an exchange process or an interface property.
This procedure is quite different, therefore, from the
approach used in other coupled models [e.g., VanderKwaak
and Loague, 2001; Morita and Yen, 2002; Panday and
Huyakorn, 2004], but still guarantees the necessary continu-
ity of flux and pressure head at the ground surface [Kollet and
Maxwell, 2006].
[31] Note that in case of simultaneous precipitation and

evaporation, we impose at the surface the net flux, i.e.,
precipitation minus evaporation. Moreover, during most
rainfall events, the evaporation rate is typically one or more
orders of magnitude smaller than the precipitation rate.

2.4. Assimilation of Multisource Observation Data

[32] Data assimilation (DA) allows model simulations to
be updated with observation data. More advanced DA
methods also provide a framework for incorporating model
and data errors and for quantifying prediction uncertainties.
The data assimilation schemes implemented in the coupled
model are dynamical relaxation (also known as Newtonian
nudging) and the ensemble Kalman filter (EnKF). The use of
EnKF is becoming common in land surface hydrological
modeling for very large scale applications [e.g., Margulis
et al., 2002; Crow and Wood, 2003] and for conceptual
rainfall-runoff modeling [e.g., Clark et al., 2008], but is
largely unexplored in process-based numerical modeling at
catchment and smaller scales. Nudging, which is a simple
special case of a Kalman filter, was implemented as a first DA
scheme in a 3-D numerical Richards equation-based model
[Paniconi et al., 2003b]. Subsequent to this work, the
ensemble Kalman filter was added to the model [Camporese
et al., 2009a], including in this implementation also the
possibility to assimilate observations from different sources,
both surface and subsurface.
[33] In nudging, state variables are driven toward obser-

vations by adding a forcing term to the model equation. In our
implementation Richards’ equation is extended to

SwSs
@y
@t
þ f

@Sw
@t
¼ r � KsKr ryþ hzð Þ½ � þ qss

þ G

PNT

k¼1
PNX

i¼1 W
2
ki x; tð Þ�i zoki � z i tð Þ

� �
PNT

k¼1
PNX

i¼1 Wki x; tð Þ
;

ð8Þ

where x = (x, y, z)T is the Cartesian spatial coordinate vector,
NT is the number of observation times, NX is the number of
observation points, zo and z i are the observed and computed
values, respectively, of the state variable being assimilated, G
determines the relative strength of the nudging term with
respect to the physical forcing term,Wki(x, t) are weights to be
specified as functions of space and time, and �i� 1 is a factor
that reflects the accuracy of the observation (equal to 1 for
perfect measurements). In this general formulation, the state
variable beingmeasured and assimilated, z, can represent soil
moisture q, pressure head y, or any other variable. The
dimensions of G need to be adjusted according to the state
variable under consideration, for instance [T�1] when
assimilating soil moisture and [L�1T�1] when assimilating
pressure head. Note that the forcing term is proportional to

the difference between the actual solution and the observation
to be assimilated, and that the weighting functions can
incorporate prior knowledge about the spatial and temporal
variability and characteristic scales of the state variable being
assimilated.
[34] The basic formulation of EnKF is represented by three

vector-valued discrete-time equations:

y tð Þ ¼ A y tð Þ;a; u tð Þ; t; t½ �; t > t � 0; y0 t0ð Þ ¼ y0 að Þ ð9aÞ

zi ¼ M y;wi; ti½ �; ð9bÞ

y j tiþ1jZiþ1ð Þ ¼ y j tiþ1jZið Þ þ Kiþ1 ziþ1 þ w j
iþ1 �M y j tiþ1jZið Þ

� �� �
;

ð9cÞ

i.e., the model equation, the measurement equation, and the
update equation, respectively. The model equation is a state-
space representation of the discretized forms of equations (1a)
and (1b). The vector y(t), superscript j indicating one
realization of the ensemble, contains the uncertain hydrologic
states, that in our implementation are pressure head at each
node of the subsurface grid and incoming and outgoing
discharge at each cell of the surface discretization. The vector
a represents the time-invariant set of soil parameters
(saturated hydraulic conductivity, specific storage, porosity,
retention curve parameters, etc.), while the vector u(t)
represents the time-dependent atmospheric forcing variables
(precipitation or evaporation). The initial condition at time t =
t0 is given by y0(a) and the nonlinear operator A describes
how the state at a previous time t is related to the state at time
t. The operatorM represents the transfer model that describes
how the observations are related to the system states, the
vector zi contains pressure head and/or soil moisture and/or
streamflow data measured at time ti, and wi is a random noise
term that accounts for measurement errors. Finally, the
Kalman gain Ki+1 measures the level of confidence of the
model with respect to the measurements. The Kalman gain
depends on the system state covariance matrix and the
measurement error covariance matrix, both computed by
sampling the ensemble statistics.
[35] The inclusion of observation data from various

sources in our implementation of EnKF is an important
feature since, for small-scale catchment applications, good
coverage from point measurements of different state varia-
bles is more feasible than in large-scale applications, where
remote sensing is the main source of measurements (gridded
observations). Thus, for example, a hillslope or catchment
may be instrumented such that soil moisture profiles and
groundwater levels are measured regularly at a handful of
locations, together with outlet streamflow. With EnKF the
coupled model needs to be solved for each realization in the
ensemble, so its computational costs can be quite higher than
for the nudging scheme, although this will also depend on the
density of measurement points, which can adversely affect
the performance of the nudging method. This and other
tradeoffs between the simpler nudging method and the more
advanced EnKF are explored by Camporese et al. [2009b].
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2.5. Nested Time Stepping

[36] As reported by Cunge [1969], the Muskingum-Cunge
orMAD scheme used by the surface solver is unconditionally
stable since the numerical dispersion of the scheme is
matched to the hydraulic diffusivity, which is always a
positive quantity. Nevertheless, it requires grid and time step
constraints to be respected in order to provide accurate
results. Specifically, positive coefficients C1, C2, and C3

(C4 is always positive) in equation (2) are found to ensure
accurate and physically meaningful results. Ponce [1986]
noted that the condition C1 > 0 is especially important.
Accuracy criteria can be expressed in terms of Peclet (Pe)
and Courant (Cu) numbers as shown by Syriopoulou and
Koussis [1991]. In the present implementation of the surface
solver, accurate results are however ensured by simply
approximating the condition Cu = 1 through an appropriate
selection of the time step sizes. Less restrictive accuracy
conditions will be sought in order to allow flexible choices of
structural parameters (i.e., grid and step sizes) while con-
serving accurate representations of hillslope and channel
flow processes.
[37] The subsurface solver is implicit in time and is limited

by less restrictive accuracy constraints. It is the subsurface
solver that controls the time evolution of the simulation using
adaptation and ‘‘back stepping’’. The time step size estab-
lished by this strategy, Dtss, is in general larger than that
required by the accuracy criterion in the surface routing
module, Dts. Thus for each subsurface (or ‘‘outer’’) time
level, indexed by k, ns = int(Dtss/Dts) surface (or ‘‘inner’’)
time steps are executed, where ns is recomputed for each new
outer time level (since the Courant number is also affected by
the qs fluxes determined from the subsurface solver and by
the surface dynamics). It should be noted that the value of ns
for the current outer time level is based on surface flow
discharges from the previous time level, and thus cannot be
guaranteed to precisely satisfy the theoretical accuracy crite-
rion. In practice, however, sinceCu values slightly larger than
1 are also acceptable, this procedure has been found to be
satisfactory [Orlandini and Rosso, 1996].
[38] The explicit in time nature of the Muskingum-Cunge

discretization scheme allows the construction of the follow-
ing noniterative sequential algorithm, proceeding from time
tk = 0 to Tmax, for the solution of equations (1a) and (1b): (1)
determine ns from Dtss and Dts and solve equation (1b) ns
times using qs

k as input to the surface routing module,
obtaining Qk+1 and from this the distribution of ponding
heads hk+1 (equivalently, qss

k+1); (2) use hk+1 and atmospheric
inputs at time tk+1 to set up boundary conditions for the
subsurface solver, and solve equation (1a) for yk+1; (3)
calculate (again with the subsurface solver) the inflow term
or overland flux qs

k+1 using yk+1 and the balance between
atmospheric inputs and actual fluxes as per the boundary
condition switching procedure. Note that in step (1) bothDtss
andDts are variable, i.e., they are recomputed for each outer
time level, via convergence-based time step adaptation for
Dtss [D’Haese et al., 2007] and by applying accuracy
constraints as previously described for Dts. This strategy
automatically adapts to the different timescales of the surface
routing and subsurface flow processes, but introduces a
constraint on Dtss, that needs to be controlled to avoid a
too large number of surface times steps per subsurface step.
While the experience acquired so far suggests more than 30–

50 surface time steps may lead to poor mass balances, the
theoretical aspects of this constraint need to be further
investigated.
[39] The above algorithm needs to be initialized, and this is

done by setting an initial condition in terms of flow dis-
charges for equation (1b). If this condition, as often happens,
is not known a priori, it can be established from an initial run
of the subsurface solver, which will provide a first guess for
the overland flow based on the actual atmospheric input. In
this case, an initial distribution ofy needs to be specified. For
subsurface solvers, initial pressure heads are commonly set to
be uniformly distributed or in vertical hydrostatic equilibrium
combined with prior knowledge of the water table position,
or they can be generated from a steady state water balance
simulation.

2.6. Mesh Coarsening and Other Grid Issues

[40] Due to the 1-D nature of the surface flow module
versus the 3-D nature of the subsurface module, and the cell-
based spatial discretization of the former with respect to the
node-based discretization of the latter, some issues arise
when exchanging information between the two modules.
Moreover, due to the particular algorithm used for handling
lakes and depressions, surface routing neglects the cells
corresponding to pits, whereas the subsurface solver cannot
exclude these zones. For these reasons, appropriate algo-
rithms have been developed for a correct exchange of
information between the two modules.
[41] The cell discretization produces two different num-

berings: a complete one for the subsurface grid, including pit
cells, and a partial one for surface discretization, without pit
cells. Each cell of the complete surface grid is subdivided into
two triangles, which are in turn projected along the vertical to
create the 3-D tetrahedral finite element mesh. It is also
possible to define a coarsened subsurface grid, i.e., surface
cells can be grouped in order to generate two triangles for
every 4 (22) cells, or two triangles for every 9 (32) cells, and
so forth (Figure 1). In this way the grid resolution for the
surface module is maintainedwhile reducing significantly the
computational effort for the subsurface solver.
[42] The exchange of information between cells and nodes

occurs as follows: ponding heads computed by surface
routing on the cells are transferred to the nodes by means
of linear interpolation; likewise node-based local contribu-
tions to overland flow calculated by the subsurface solver are
linearly interpolated and passed to the surface cells. These
interpolations are necessary because the nodes of the subsur-
face grid are positioned at the corners of the cells. Note that
for the definition of the boundary conditions to be passed to
the subsurface module, an average water depth on the cell is
computed by dividing the water volume by the cell area,
instead of using the ‘‘real’’ water depth of the 1-D channel
inside the cell, which is accurately computed due to the
dynamic scaling of the stream network sections. This proce-
dure is necessary in order to correctly transfer the water
depths to the surface nodes of the subsurface grid, indepen-
dently of the channel position inside the cell.

2.7. Other Model Features

[43] The coupled model includes a number of other fea-
tures. Both Dirichlet and Neumann nonatmospheric bound-
ary conditions can be imposed, and these can vary in both
time and space. Seepage face boundary conditions, with an
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algorithm that searches for the exit point at each time step, are
also handled. Once discretized, the model can theoretically
accept parameter values and boundary conditions measured
at each node or element of the mesh boundary and interior.
Even though such detailed observation data is rarely avail-
able, the coupled model is capable of taking into account any
sort of heterogeneity.
[44] A constitutive relationship that accounts for un-

saturated soil swelling and shrinking is also implemented
[Camporese et al., 2006a]. This relationship describes the
variation of porosity with moisture content and entails a
significant modification of the Richards equation storage
term (left member of equation (1a)). The variation in the
unsaturated zone is added to the contribution of primary
consolidation in the saturated zone and used to calculate soil
surface elevation change [Camporese et al., 2006b].

3. Model Applications

[45] Six applications covering a range of scales from
0.0027 to 356 km2 are presented to illustrate the capability
of themodel to reproduce a variety of hydrological processes.
Each application focuses on a specific physical process and
shows how the proposed model can deal with the relevant
numerical challenges. The first application is intended to
simulate the effects of lake attenuation on watershed stream-
flow and shows the functioning of the lake handling proce-
dure; the second application deals with hillslope recharge and
drainage processes for different shapes, slopes, and boundary
conditions; the third application highlights surface-subsurface
interactions, and numerical aspects of these interactions, for a
real catchment subject to a sharp change from heavy rainfall
to evaporation, and it compares the nudging and EnKF data
assimilation schemes for a test case with biased atmospheric
boundary conditions; the fourth application examines the
hydrological response of an arid watershed in Eastern Africa,
in particular with respect to the issue of soil-controlled
evaporation; the fifth application concerns a large contami-
nated basin where small surface depressions distributed over
the entire region act as preferential infiltration paths; finally,
an application to a small headwater located in the eastern
Italian Alps provides an evaluation of the model performance
comparing real observations with simulated data. It should
be stressed that the objective here is not to provide a mere
validation of the model, but to give practical examples of the
processes and topics examined in section 2 of the paper.

[46] Table 1 summarizes the model discretization, param-
eter values, and numerical performance for the six applica-
tions. With reference to equations (5) and (6), note that for all
applications the reference upstream drainage area As has been
set equal to the total catchment area,w has been set to 1, and y0

and y00 have been set to 0. This implies that the GS coefficient
kS is constant in space and time. TheD8-LTD optionwas used
for the drainage network extraction in all cases.

3.1. Small Catchment With Lake

[47] The domain is represented by the small hypothetical
catchment shown in Figure 2, characterized by a depression
in its central part with a minimum elevation of 11 m above
the reference plane. Application of the Muskingum-Cunge
method to solve the surface routing equation in the depressed
cells requires preprocessing with the lake handling algorithm
described in section 2.2. The 9 central cells shown in dark
grey in Figure 2 are first eliminated from the surface DEM
during the drainage network extraction process. In the
surrounding ‘‘buffer’’ cells (light grey in Figure 2) the flow
direction is imposed so that the water is drained toward the
‘‘reservoir’’ cell (‘‘R’’ in Figure 2), in which the geometrical
characteristics of the whole depression are concentrated.
Water is allowed to flow out from the reservoir when the
level rises above 14 m, which is the real elevation of the
lowest cell surrounding the depression. A constant value of
10 m1/3 s�1 is assigned to the Gauckler-Strickler conduc-
tance coefficient, while the value of ponding head threshold
is set to 0.0001 m. The underlying aquifer is assumed to have
homogeneous and isotropic hydraulic properties, as reported
in Table 1. No-flow conditions are imposed along the vertical
boundaries of the 3-D domain, as well as for the bottom layer.
Initial conditions were generated by running a steady state
simulation with no atmospheric forcing and zero flow
boundary conditions along all the other boundaries except
for the vertical face containing the outlet cell, for which a
hydrostatic pressure head profile corresponding to a water
table set at 0.1 m under the soil surface was imposed. The
initial water level in the lake was set to 13.5 m.
[48] The catchment is subject to constant precipitation of

intensity 1.0� 10�5 m/s (36 mm/h) from t = 0 until t = 19 h.
From t = 19 h the precipitation rate decreases linearly to zero
at t = 20 h. At this time evaporation begins with linearly
increasing intensity up to �1 � 10�6 m/s (86.4 mm/d) at t =
21 h. From t = 21 h evaporation continues at constant rate
until the end of the simulation at t = 30 h.
[49] The results of the simulation in terms of streamflow at

the outlet of the catchment are reported in Figure 3, together
with the comparison between the potential atmospheric
forcing and the actual soil fluxes integrated by the model
over the catchment surface. The catchment surface becomes
saturated from the very beginning of the simulation due to
infiltration excess (Hortonian runoff), and the streamflow
nearly reaches a steady state, before peaking again after the
central depression has filled up (from about 16 h) and begins
contributing to overland flow generation. Note that at the
beginning of the simulation as well as during the evaporation
phase the actual soil fluxes computed by the model are larger
than the potential atmospheric forcing. This is again an effect
of the central depression, fromwhich water infiltrates into the
soil from the beginning of the rainfall event and even as
evaporation occurs.

Figure 1. Surface and subsurface gridding: (left) in the
default discretization each DEM cell of the surface mesh
is divided into two triangles for subsurface discretization;
(middle) mesh coarsening options include a 4-to-2 mapping
where 4DEMcells become 2 triangles, (right) a 9-to-2mapping
where 9 cells become 2 triangles, and so on.
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[50] The simulation results are also represented in Figure 4,
in terms of ponding heads along a transect of nodes passing
through the depression. Ponding occurs in the depression
almost from the beginning of the simulation, and reaches
a maximum value of about h = 2.35 m in the lowest node of
the lake by the end of the precipitation period, to decrease to
h = 2.25 m by the end of the simulation. The maximum
ponding head of about 2.35 m is consistent with the prede-
fined maximum reservoir water level of 14 m: with the
elevation of the lowest node in the depression at 11.67 m,
at these values of ponding head, water from the lake spills
onto nonlake cells.
[51] By the end of the simulation, exfiltration (the actual

flux shown in Figure 3) is still only 18% of the potential
atmospheric evaporation rate. This is again due to the large
amount of water that remains in the depression, which
continues to contribute to infiltration even as most nonlake
surface nodes are no longer saturated and are providing water
from the soil to satisfy the atmospheric demand. The atmo-
spheric demand from lake nodes, on the other hand, is
satisfied directly by ponded water. This water thus contrib-
utes simultaneously to both evaporative demand and to
infiltration, and the ‘‘accounting’’ performed by the boundary
condition switching algorithm correctly resolves these con-
tributions. This test case was set up as a somewhat extreme
example so as to illustrate some of these points, with
precipitation intensity 10 times greater than evaporation, thus
allowing the reservoir to quickly fill and slowly empty, and
with a low saturated hydraulic conductivity value (relative to
the precipitation rate) that limits infiltration during the
rainfall period, thus favoring ponding.

3.2. Convergent, Uniform, and Divergent Hillslopes

[52] The coupled model was applied to a set of three sandy
loam hillslopes, of convergent, uniform, and divergent plan
shape (Figure 5). For each hillslope, two slope values were
considered, namely 5% and 30%, as well as two configu-
rations of the boundary conditions. The soil depth of the
hillslopes is constant, so that the slope value is the same for
both the bedrock layer and the surface. For all runs verti-
cally hydrostatic initial conditions are used, with the water
table (y = 0 m) positioned at 0.4 m above the bedrock, giving
a pressure head of �1.6 m at the surface and 0.4 m for the
nodes along the base of the hillslope. The atmospheric
forcing consists of a constant rainfall rate of 10 mm/d
(4.167 � 10�1 mm/h). The hillslope divide at the slope crest
is always treated as a no-flow boundary and the lateral

Figure 4. Ponding heads along transect AB (see Figure 2)
at t = 5, 10, 17, and 30 h for the small catchment with lake
application.

Figure 2. (left) DEM for the small catchment with lake
(elevations are in m asl) and (right) the surface cell flow
paths. The interior area of the depression is shown in dark
grey and the buffer cells with forced flow directions are
shown in light grey. The reservoir cell is identified by ‘‘R’’
and the outlet cell by ‘‘O.’’ ‘‘A’’ and ‘‘B’’ are the endpoint
nodes of the transect examined in Figure 4.

Figure 3. (top) Potential (atmospheric) and actual (model-
computed) land surface fluxes and (bottom) simulated
streamflow at the catchment outlet for the small catchment
with lake application. Positive values of land surface flux
represent potential precipitation and actual infiltration, while
negative values represent potential evaporation and actual
exfiltration.
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divides and the bottom layer are also assigned a no-flow
condition. In the first configuration of boundary conditions
(‘‘Dirichlet runs’’), the outlet nodes at the bottom layer form a
constant head boundary of zero pressure head and the nodes
above along the outlet face have a no-flow condition
imposed. In the second configuration (‘‘return flow runs’’),
the entire outlet face is a no-flow boundary and water is
allowed to leave the system only by exfiltration (return flow)
through the surface.
[53] The outflow rates, water table profiles, and ponding

head distributions for the set of 12 runs are presented in

Figures 6 (for the Dirichlet configuration) and 7 (for the
return flow case). For the Dirichlet runs, the results are
comparable to those from a previous subsurface flow study
[Paniconi et al., 2003a], with minor differences arising from
the different grids used, and with the addition of surface
runoff generation and overland flow routing in the current
study. In Figure 6 it is observed that overland flow occurs for
both the 5% and 30% convergent hillslopes, due to return
flow generated once the water table reaches the soil surface
(with a very high soil conductivity relative to rainfall rate, any
surface saturation occurrence in these hillslope applications

Figure 6. Convergent (black), uniform (red), and divergent (green) hillslope simulation results for the
‘‘Dirichlet runs’’ with (left) 5% and (right) 30% slopes: (top) total outflow rates at the outlet, (middle) water
table levels above the bedrock along a central transect, and (bottom) ponding heads along a central transect.
In Figure 6 (top) the onset and duration of overland flow contributions to outflow for the convergent slope
are traced by the dotted grey lines; the volume of this overland contribution is gleaned from the difference
between the black and dotted grey lines. A narrower range is used for the ponding head graphs in order
to zoom in on where ponding occurs (at the downslope end of the hillslopes). In Figure 6 (middle) and
6 (bottom) the different curves correspond to the output times shown in the Figure 6 (bottom) legends.

Figure 5. Illustration of the surface and plan shape ((left) convergent, (middle) uniform, and (right)
divergent) of the three hillslopes. Figure 5 refers to the 30% slope case.
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is Dunnian, in contrast to the Hortonian mechanism that was
dominant in the previous application). Overland flow occurs
early on for the 30% slope angle, and lasts for about 4 days,
whereas for the 5% case overland flow sets in much later, as
expected. Ponding, on the other hand, occurs only for the
30% convergent case, for which the surface runoff contribu-
tion is more significant. For the other two hillslopes, no
surface runoff is observed at either slope angle. The outgoing
fluxes are extremely high very early in these simulations, due
to the discontinuity between the initial and boundary con-
ditions, which causes the water table at the outlet to drop
suddenly to zero from an initial positive height.
[54] A change in boundary conditions to the return flow

configuration causes dramatic changes in early time and near-
outlet hillslope response (Figure 7) compared to the Dirichlet
case. Overland flow is now generated for all hillslopes and
slope angles, as water is forced to exfiltrate because of the no-
flow boundary condition at the outlet face. As a result,
significant ponding also occurs at the surface nodes close
to the outlet for all 6 runs shown in Figure 7. The ponding
heads attained are highest for the convergent slopes and
lowest for the divergent ones, as expected. Unlike the
Dirichlet configuration, the solution adapts more gradually
from initial conditions to the imposed boundary conditions,
and the resulting discharge fluxes at the outlet are smoother at
early time.
[55] In general, for both configurations of boundary condi-

tions, the divergent hillslope reaches steady state first,

followed by the uniform hillslope and, last, the convergent
hillslope. Steady state is reached by about 20 days for
all 30% slope angles and by about 40 days for the 5% slope
angles except the convergent ones, which by the end of the
simulations (50 days) for both Dirichlet and return flow cases
have not yet reached steady state. In analogy to the similar-
ities in late-time outflow response between the Dirichlet and
return flow configurations, the water table response farther
upslope, away from the outlet and near the crest, is very
similar for all plan shapes and slope angles in the two
boundary condition cases. The kinks in the water table
profiles at a distance of about 55 m are due to the disconti-
nuity in the Brooks-Corey retention curve slopes.

3.3. Brisy Catchment

[56] The Brisy river in Belgium is a southward flowing
tributary of the Ourthe river, which in turn drains into the
Meuse River. Its catchment (Figure 8) encompasses an area
of 4.64 km2 and is characterized by a complex morphology,
with gentle slopes in the north and steeper slopes in the south,
toward the outlet. The soil is 3 m thick and has been
discretized as reported in Table 1. Zero flow was imposed
on all the lateral boundaries as well as on the bottom layer of
the watershed. The model was initialized by running a 10 day
drainage and evaporation simulation starting from fully
saturated hydrostatic conditions in the soil and with a con-
stant evaporation rate of 0.00025 m/h (6 mm/d). Because of

Figure 7. Convergent (black), uniform (red), and divergent (green) hillslope simulation results for the
‘‘return flow runs’’ with (left) 5% and (right) 30% slopes: (top) outflow rates at the outlet, (middle) water
table levels above the bedrock along a central transect, (bottom) and ponding heads along a central transect.
A narrower range is used for the ponding head graphs in order to zoom in on where ponding occurs (at the
downslope end of the hillslopes). In these runs all the outflow is generated as overland (return) flow. In
Figure 7 (middle) and 7 (bottom) panels the different curves correspond to the output times shown in the
Figure 7 (bottom) legends.
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the relatively low conductivity of the Brisy soils the catch-
ment was still quite wet at the end of this initialization.
[57] A 30 day simulation was run, with atmospheric forc-

ing specified as a step function rainfall input of 30 mm/h for
120 h followed by a 12 h period during which the rainfall rate
fell linearly to zero, another 12 h period of zero rainfall, a
216 h period during which the evaporation rate increased
linearly to 0.16 mm/h (3.84 mm/d), and finally a 360 h period
with a constant evaporation rate of 0.16 mm/h. This simu-

lation with an exceedingly high rainfall rate is intended to
highlight the interactions between surface and subsurface
flow when the catchment surface becomes very saturated or
ponded, and some of the numerical manifestations of these
interactions.
[58] Figure 9 presents the results of the simulation. The

catchment saturates very quickly as a result of the applied
rainfall and wet antecedent conditions. The actual infiltration
rate consequently drops quickly to zero (Figure 9a) and the
surface is completely saturated after a few hours, with actual
ponding (i.e., greater than the ponding head threshold, set at
1 cm) occurring over 80%–100% of the surface as the rainfall
event progresses (Figure 9c). The rainfall rate exceeds the
saturated conductivity of the topmost soil layers for the first
5 days of the simulation, so that after a very brief period
needed to saturate the surface layer, infiltration excess
(Horton) runoff occurs over part of the catchment. The
ponding process is however dominated by saturation excess
(Dunne) runoff due to the wet antecedent conditions
(Figure 9c). At its peak Hortonian runoff accounts for just
under 10% of the saturated area of the catchment, and its
signal is lost by the second hour as the entire soil profile
becomes saturated (Figure 9d). This behavior is similar
to results obtained in hillslope simulations by Smith and
Hebbert [1983]. Following the intense rainfall period, the
atmospheric flux drops linearly to zero for 12 h and remains
zero for another 12 h, so that from 120 h the degree of
ponding and saturation starts to decrease (Figure 9c), and as a
consequence there is an increase in return flow exfiltration,
shown as negative land surface fluxes in Figure 9b. As
evaporation sets in from day 6, this component of exfiltration
gradually dominates over the return flow component, so that
the exfiltration flux decreases (in absolute value) to the poten-
tial evaporation rate (Figure 9b). The saturated and ponded

Figure 9. (a and b) Potential (atmospheric) and actual (model-computed) land surface fluxes, (c and
d) surface saturation and ponding fractions, and (e and f) numerical behavior of the surface and subsurface
modules for the 30 day Brisy simulation. Figures 9b and 9d provide zooms of Figures 9a and 9c,
respectively.

Figure 8. Shaded DEM (30 � 30 m2) of the Brisy
catchment, Belgium, along with the six observation points
of pressure head (cross marks) for the data assimilation
experiments.
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fractions of the catchment surface continue to decrease as
evaporation proceeds, but remain nonzero through the entire
simulation, as seen in Figure 9c, due to the catchment’s low-
conductivity soils and topography-driven redistribution of
water (surface routing and subsurface return flow). This
persistence accounts for a surface-subsurface interaction
similar to what was observed for the small catchment with
lake application. In Figure 9b it is observed that during the
evaporation period the actual flux across the land surface is
slightly smaller (in absolute terms) than the potential flux.
Given the wet conditions of the catchment after the rainfall
event and its poorly drained soils, the atmospheric demand
for water is satisfied during the entire evaporation period.
What accounts for the actual land surface flux being smaller
(in absolute value) than the potential evaporative flux is that
there are surface cells that are still infiltrating even as
evaporation proceeds. For these cells the evaporative demand
is satisfied by the water ponded on the surface rather than by
subsurface water, and the ponded water gets partitioned
between evaporation and infiltration. Some aspects of the
numerical behavior of the coupled model are shown in the
bottom row graphs of Figure 9. During peak saturation and
ponding it is observed (Figure 9e) that the surface routing
module, which is explicit and 1-D, requires as much CPU as
the nonlinear 3-D subsurface solver (see also Table 1). The
reason for this is apparent in Figure 9f, where it is seen that at
peak saturation the surface solver executes more than 30 time
steps for each subsurface time step, which is the experimental
upper limit to obtain acceptable mass balances.
[59] Using the same parameterization as for the 30 day

simulation, a retrieval experiment was carried out to compare
the performance of the nudging and ensemble Kalman filter
data assimilation methods. The base run consists of a 240 day
simulation using the time series of measured atmospheric
fluxes reported byHurkmans et al. [2006]. From the base run,
‘‘measurements’’ of surface pressure head were extracted
every 12 days at the 6 observation points shown in Figure 8.
The atmospheric boundary conditions were then biased by
halving rainfall and increasing evaporation by 50% with
respect to the base run data. These drier boundary conditions
were then used to drive two simulations, with nudging and

EnKF, that made use of the ‘‘measured’’ pressure head data,
and one simulation without data assimilation. The pressure
head observations were assumed error-free for the two
assimilation runs. Figure 10 shows the time evolution of
surface soil moisture as computed at one of the observation
points for the base run and the three runs with biased
atmospheric boundary conditions. As expected, without data
assimilation the simulation produces much drier results
compared to the base run. For the data assimilation runs, on
the other hand, the tendency to drying gets corrected by the
12 day observation data, with the result that these runs deviate
much less from the base case solution. Newtonian nudging is
able to track the base run a bit more closely than EnKF at the
observation point because its time weighting function (an
exponential relationship was used for this run) projects the
update forward in time more directly. In terms of overall
performance, however (i.e., for the entire system state), it is
observed in Figure 11 that EnKF produces results far superior
to nudging. This graph shows the time evolution of the
pressure head root mean square error, relative to the base
run and computed over all nodes of the 3-D subsurface grid,
for the three runs with biased atmospheric boundary con-
ditions. The ensemble Kalman filter is able to update nodes
that are far away from the observation points if, based on the
automatically computed covariance matrix, the dynamics of
the state variable at these nodes is sufficiently highly corre-
lated with the measurements. Nudging, on the other hand,
relies on the characteristics of the weighting functions to
propagate the measurements in space (and time), so any
correlation structure needs to be explicitly built into these
functions. For this run the influence range of the space
weighting functions (Gaussian correlation relationships with
a radius of influence of 500 m horizontally and 0.5 m
vertically) was insufficient to cover the entire catchment
based on only 6 observation points.

3.4. Ged Deeble-Kalqoray Catchment

[60] The Ged Deeble-Kalqoray catchment is located in
northern Somalia, near the border with Ethiopia. In order to
improve drinking water supply and distribution systems for
the nearby city of Hargeisa, a hydrogeological characteriza-
tion of the catchment was conducted in 2005. The catchment
encompasses an area of 356 km2 and features steeper slopes

Figure 10. Time evolution of surface soil moisture as com-
puted at one of the observation points for the base run, the
nudging and EnKF assimilation runs, and the run without
data assimilation for the 240 day Brisy simulation.

Figure 11. Time evolution of the root mean square error
(RMSE) computed on the pressure heads over the entire 3-D
subsurface grid for the 240 day Brisy simulation.
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in the south and shallow slopes in the north, toward the outlet
(Figure 12). The catchment was subdivided into three zones
representing the main geological units (Figure 12): alluvial
sandy deposits corresponding to the main aquifer (zone 1); a
sandstone formation (zone 2); and fractured metamorphic
rock outcrops (zone 3). The main aquifer reaches a thickness
of about 200 m while the sandstone and rock units are
progressively thinner; the discretized thickness was thus
made variable, from 199 m in the north to 30 m in the south.
To account for the decreasing fracturing of the metamorphic
rock formation with depth, the first 10 layers of zone 3 were
assigned a saturated hydraulic conductivity of 10�6m/s while
the bottom 10 layers have a Ks of 10

�7 m/s. These and other
parameters in the discretization of the Ged Deeble-Kalqoray
catchment are summarized in Table 1.
[61] The aquifer system of the Ged Deeble-Kalqoray basin

is recharged by infrequent rainfall events. During intense
storms the lower permeability and steeper topography in the
southern part of the catchment give rise to significant Horton
runoff that feeds ephemeral channels or ‘‘wadi’’. Interstorm
evaporative demand is very high in this arid region. During
prolonged dry periods the soil will limit atmospheric water
loss so that actual evaporation will be much less than the poten-
tial rate. These different features of the hydrologic response of
the Ged Deeble-Kalqoray catchment were examined in a
6month simulation based on precipitation data from a pluvio-
meter in the southern portion of the catchment and potential
evaporation estimates for the city of Hargeisa [Oduori et al.,
2007]. In the absence of any data on the moisture deficit limits
for the Ged Deeble-Kalqoray soils, an air-dry pressure head
value (ymin) of�10 m was used in this exploratory simulation
to demarcate the switch from stage-one (atmosphere-
controlled) to stage-two (soil-limited) evaporation.

[62] Figure 13 shows the atmospheric forcing and resulting
outlet hydrograph for the 6 month simulation. The intense
storm around day 20 generates a flash flood with peak outlet
discharge of around 250 m3/d. Two or three other rain events
during the simulation period produce very minor overland
and streamflow, while for the rest of the simulation, which
includes some precipitation but mostly evaporation, the
stream channels remain dry. The inset graph in Figure 13
shows that overland flow during the intense event, originat-
ing in the southern reaches of the basin, is dissipated in about
5 days as it reaches the outlet. The thicker and more
permeable alluvial deposits in the northern part of the
catchment around the outlet enable some of this water to

Figure 12. (left) Shaded DEM (91.74 � 91.74 m2) of the Ged Deeble-Kalqoray catchment, Somalia.
(right) Main geological units of the catchment, represented as zones 1 (alluvial sandy deposits), 2
(sandstone formation), and 3 (fractured metamorphic rock formation) in the model.

Figure 13. Atmospheric forcing and flow discharge at the
catchment outlet for the Ged Deeble-Kalqoray simulation.
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reinfiltrate, recharging the sandy aquifer. Figure 14 focuses
on a 35 day period during the simulation and shows how,
when the surface becomes too dry (y < ymin), boundary
condition switching results in a decreasing rate of actual
evaporation even as the potential rate remains high.When the
potential rate decreases sufficiently, or when there is a rainfall
event, the boundary condition can switch back to a Neumann
type, as occurs around day 155 of the simulation.

3.5. Chernobyl Exclusion Zone

[63] The catchment for this application is located within
the Chernobyl Exclusion Zone (CEZ), Ukraine, where inter-
actions between surface and subsurface water played a
paramount role in radionuclide contamination dynamics
subsequent to the nuclear reactor accident that occurred on
26 April 1986 at the Chernobyl Nuclear Power Plant. The
CEZ is characterized by a dense network of small topo-
graphic depressions that act as zones of surface flow conver-
gence and fast vertical migration, and could therefore abet the
percolation of radionuclides such as 137Cs and 90Sr into
groundwater [Bixio et al., 2002]. These depressions are of
round or elongated shape (‘‘dishes’’ and ‘‘combs’’, respec-
tively), range in size between 50 and 150 m in diameter and
0.5 and 2 m in depth, and have been estimated to capture
more than 60% of total surface runoff. The catchment area
delineated within the CEZ is shown in Figure 15, together
with the 583 dishes and combs identified within this basin
from satellite imagery [Bixio et al., 2002].
[64] The catchment has a surface area of 111.5 km2 and an

elevation range of 98 to 152 m asl. The thickness of the soil
and Quaternary aquifer domain considered in the simulation
is 27 m. The lateral boundaries of the catchment and the base
of the aquifer were considered impermeable (the Quaternary
aquifer is underlain by a low-permeability Kiev marl forma-
tion). Geological cores were used to assign saturated hydrau-
lic conductivity values to the 8 layers in the vertical
discretization. These and other parameter values are summa-
rized in Table 1. In addition to vertical heterogeneity, a higher
Ks value, 4� 10�5 m/s, was assigned to the topmost 3 layers
(3.24 m total) of the dishes and combs, compared to 4 �
10�6 m/s for the surrounding soil. Precipitation was derived

from observed rain data for the year 1997, while average
daily potential evaporation rates were calculated by the
Thornthwaite formula [Chow, 1964] using observed temper-
ature data. A 4month base simulation (CEZ1) for the period 1
May to 28 August 1997 was performed, using as initial
conditions the pressure head distribution at 1 May 1997 from
the simulation reported by Bixio et al. [2002]. To better
highlight the effect of the depressions as paths of preferential
infiltration, two additional simulations were performed: in
the first (CEZ2) dishes and combs have the same Ks value as
the surrounding soil, while in the second (CEZ3) the depres-
sions are neglected, i.e., a depitting procedure is applied to
the basin before running the simulation.
[65] Figure 16 compares the cumulative volumes of

net infiltration and overland flow for the three scenarios.

Figure 15. Shaded DEM (50 � 50 m2) of the catchment
area within the Chernobyl Exclusion Zone (CEZ), along with
583 topographic depressions (dishes and combs) shown as
white marks.

Figure 16. Comparison of cumulative volumes of infiltra-
tion and overland runoff for the three CEZ runs (CEZ1,
higher Ks for the dishes and combs; CEZ2, dishes and combs
with same Ks as the surrounding soil; CEZ3, topographic
depressions depitted). Also shown is the cumulative volume
of rainfall for the 4 month simulation.

Figure 14. Comparison of potential (atmospheric) and
actual (model-computed) land surface fluxes for the period
from day 145 to day 179 of the Ged Deeble-Kalqoray
simulation.
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Infiltration is significant in all cases, accounting for 74%–
80% of the total rainfall by the end of the simulation, with
CEZ1 and CEZ2 at the high end of this range. Conversely,
CEZ3 produces the highest volume of overland runoff, due to
the absence of depression storage capacity. The similarity in
response between runs CEZ1 and CEZ2 suggests that the
presence and morphology of the depressions has a bigger
impact on hydrological response than the hydraulic conduc-
tivity of the soils in these pits, at least for the range of Ks

values investigated here. Note that for all cases the sum of
infiltration and runoff is larger than the total rainfall volume,
illustrating the importance of return flow even for this
comparatively flat study area. Indeed return flow accounts
for almost 70% of overland flow for scenario CEZ1 andmore
than 60% for scenario CEZ3. Figure 17 shows the difference
in computed recharge, i.e., the flux of water across the water
table, between scenarios CEZ1 and CEZ3 at time 46 d. The
pattern of preferential infiltration represented by the dishes
and combs is well delineated by the higher recharge produced
by CEZ1. Scenario CEZ3 has higher recharge only at very
few points located within the river network, and this is
consistent with the higher overland runoff for this run, which
gets routed along the channels.

3.6. Larch Creek Catchment

[66] The Larch Creek Catchment (LCC) is a small (3.4 ha)
headwater of the Vauz River basin (1.9 km2) located in the
eastern Italian Alps, more specifically in the Veneto region,
between the provinces of Belluno, Trento and Bolzano.
Elevations in the Vauz River basin range from 1835 to
3152 m above sea level (asl). The area has a typical alpine
climate with a mean annual precipitation of about 1220 mm,
49% of which falls as snow. The average monthly tempera-
ture varies from �5.7�C in January to 14.1�C in July. In the
lower parts of the basin the snow cover period typically lasts
from November to April. Runoff is usually dominated by
snowmelt in May and June but summer and early autumn
floods represent an important contribution to the flow regime
[Penna et al., 2009].
[67] The LCC is located in the southwestern part of the

Vauz River basin and contributes to the right-bank side of the

Vauz River basin main stem. Elevations in the LCC range
from 1970 to 2120 m asl. Soils can be classified as Cambisol
[Food and Agriculture Organization of the United Nations,
1992], characterized by clay or silty-clay loam layers under-
lying a deep organic matter portion. The catchment is almost
unaffected by human activity (neither roads nor inhabited
areas are present) and it is densely vegetated by alpine
grassland, scattered shrubs and conifers. The upper part of
the catchment presents the highest inclination angles (up to
48�) while the central part is characterized by gentle slopes
which tend to decrease to an almost flat area, closed to the
stream.
[68] The soils in the lower part of the Vauz River basin are

relatively homogeneous and thus we did not consider any
heterogeneity in the domain. The parameters were assigned
on the basis of the characterization reported by Penna et al.
[2009] and are shown in Table 1. The relatively high saturated
conductivity value may reflect rapid pipe flow trough pref-
erential paths. Rainfall and stream water level are measured
by a tipping bucket rain gage and a pressure transmitter
installed by a V notch sharp-crested weir, respectively, at
5 min temporal resolution. Volumetric soil moisture at 0–
30 cm depth is sampled automatically at 1 h time step by
means of a water content reflectometer, equipped with 4
probes placed in different locations on the hillslope. Water
table levels within the catchment are recorded every 5 min by
a net of 12 capacitance rods inserted in PVC piezometric
wells (Figure 18).
[69] To test the capabilities of the CATHY model to

reproduce the catchment dynamics as observed in the field,
we simulated a 20 day period between 17 August 2007 and
5 September 2007, including a relatively intense rainfall
event followed by evaporation and minor rainfall events.
The atmospheric boundary conditions consisted of rainfall
as measured by the rain gage and evaporation estimated by
means of the Hargreaves-Samani formula [Hargreaves and
Samani, 1982] on the basis of temperature data provided by
ARPAV (Environmental Protection Agency of the Veneto
Region). No-flow conditions were assigned to the base of the
soil domain as well as to all the lateral boundaries. The ini-
tial conditions were generated running a spin-up period of
60 days prior to the simulation, using measured rainfall rates
and estimated evaporation fluxes. Our numerical experi-
ments showed that, owing to the LCC topography and soil
properties, spin-up periods of such a duration are sufficient to
obtain a state that is physically consistent and essentially
unaffected by the conditions assigned at the beginning of the
spin-up. The pressure head and surface discharge distribu-
tions at the end of the spin-up are then used as the initial
conditions for the considered simulation.
[70] The results of the simulation are shown in Figure 19,

which reports the comparison between simulated and mea-
sured streamflow at the outlet, average soil moisture at the
four water content probes installed and at the corresponding
four nodes of the grid, and water table at the piezometer
located in the riparian zone (L3 in Figure 18), together with
the measured atmospheric forcing imposed at the land
surface. The streamflow at the outlet simulated by the model
agrees well with the measurements as regards the peak timing
and base flow, but exhibits a faster than observed recession
and a slight underestimation of the first two discharge peaks.
As regards the match with the soil moisture, the dynamics is

Figure 17. Difference in recharge, in m3/d, at time 46 days
between scenarios CEZ1 and CEZ3.
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fairly well captured by the model, even though the computed
water content values are slightly overestimated and the peaks
are a little late compared to the observations. The dynamics of
the catchment response is well reproduced also for the water
table, even though the model prediction exhibits greater
fluctuations with respect to data. Note that the sharp peaks
of the simulated water table shown in Figure 13 are due to
the low time-resolution of the curve (one output point every
6 days). Also, due to the DEM-constrained grid, there are no
nodes of the mesh corresponding to the L3 piezometer, thus
we chose to display the average of the water table computed
at the four nodes closest to the instrument location. In
general, the response of the catchment, as simulated by the
model with the set of parameters given by field observations
and literature, tends to be sharper than observed as regards
both streamflow and subsurface state.
[71] Figure 20 shows the pattern of surface saturation at

two different times of the simulation: at t = 114 h, right after
the main rainfall event, and at t = 426 h, after a few days of
evaporation. The only surface runoff generation mechanism
is saturation from below (Dunne) with the saturated contrib-
uting area extending beyond the usual limit of the creek,
which corresponds to the extension shown in Figure 20b.
[72] Overall, considering that no calibration procedure has

been applied in order to fit observed data, the simulation
results obtained for the LCC are satisfactory since they prove
the model’s ability to capture the dynamic interaction
between relevant processes occurring at the catchment scale.

3.7. Computational Effort

[73] The CPU times required per simulation for the six
applications just described range from about 40 h for the CEZ
catchment, 32 h for Ged Deeble-Kalqoray, 1.5 h for the LCC,
no more than an hour for the Brisy and hillslope cases, and a
few seconds for the small catchment with lake. All runs were

Figure 19. Larch Creek Catchment simulation: (a) land
surface fluxes and (b) comparison between measured (black
lines) and simulated (gray lines) streamflow at the outlet,
(c) soil moisture at 0–30 cm depth, and (d) water table in the
riparian zone.

Figure 18. Map of the Larch Creek Catchment and its location within the Vauz River basin. The installed
instrumentation is also shown.
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performed on single-processor high-end workstations and
PCs. As seen from Table 1, the CEZ catchment is 30% the
size of the Ged Deeble-Kalqoray catchment and it was
discretized into 8 layers compared to 20 for Ged Deeble-
Kalqoray. The simulation period for CEZ was also shorter
(4 months compared to 6). The higher CPU for the CEZ
application is mainly attributable to the finer DEM used to
represent the surface topography (50 m � 50 m for CEZ
compared to 91.74 m � 91.74 m for Ged Deeble-Kalqoray).
Based on these DEMs and the respective vertical discretiza-
tions for the CEZ and Ged Deeble-Kalqoray catchments, the
resulting 3-D grids contained 406,944 nodes for the former
and 229,278 for the latter. As a final remark, Table 1 also
reports the percentage of total CPU required for the surface
and subsurface modules for each of the six applications. The
most significant contribution of the surface module to the
total CPU time occurs for the LCC simulation, for which
the number of surface time steps ranges from a minimum of
6 to a maximum of 30 per each subsurface time step.

4. Conclusions

[74] A process-based coupled hydrological model of 3-D
saturated/unsaturated subsurface flow and 1-D overland/
channel surface flow has been presented. Surface routing
uses a path-based (rivulet flow) representation derived from
topographic analysis of gridded digital elevation data, and
different options are included for determining flow directions
and for distinguishing between the hillslope and channel
components of the surface flow domain. A threshold-based
boundary condition switching procedure is used to resolve
the interactions between the surface and subsurface regimes.
This procedure balances potential (atmospheric) and actual
(model-computed) fluxes across the land surface with
changes in surface storage, determining in this way the
partitioning of rainfall into infiltration and runoff, the gener-
ation of surface saturation, ponding, overland flow, and
seepage, and the transition from stage-one (atmosphere-
controlled) to stage-two (soil-limited) evaporation. This
coupling approach allows the surface and subsurface mod-
ules to be solved sequentially, keeping computational over-
head to a minimum and making possible the use of nested
time stepping to account for the different dynamics and

numerics between surface and subsurface flow. Additional
features of the model include data assimilation schemes for
updating model simulations based on spatiotemporal obser-
vation data, a simple mesh coarsening option for the subsur-
face grid with respect to the surface DEM, and treatment of
lakes and other natural topographic depressions.
[75] Six applications over a range of scales were presented

to illustrate a variety of interactions between surface and
subsurface water, including Horton and Dunne runoff gen-
eration, return flow and reinfiltration processes, ponding and
water table dynamics, and transitions during storm-interstorm
sequences, and to examine the effects on these interactions of
factors such as terrain slope and geometry, hydraulic con-
ductivity, antecedent soil moisture conditions, and climate
inputs. Challenging aspects in the simulation of surface-
subsurface interactions, alluded to in the model development
and application examples include: handling the different
characteristic timescales of overland, channel, soil zone,
and deep groundwater flow; adequately resolving the strong
nonlinearities, threshold behavior, and other complexities in
hydrologic response at the land surface interface; and the
need for better parameterization and direct observation of
surface and subsurface parameters and state variables in a
distributed manner. Each of these aspects, as well as many
other issues in groundwater–surface water modeling, war-
rants research beyond what has been presented here. Con-
tinual advances in remote sensing, in situ measurements,
numerical algorithms, and interdisciplinary research in hydrol-
ogy will help meet some of these challenges.
[76] Numerous specific improvements and extensions are

possible for the model described in this work. These include
efficiency and accuracy measures for both the surface and
subsurface modules, such as avoiding routing computations
for those cells that are not ponded or are not conduits for
overland flow and implementing higher order Darcy flux
estimators, especially across the land surface. Different time
stepping regimes could be considered for rainfall and evap-
oration episodes, consistent with the higher resolution often
available in rainfall observations, and indeed needed in order
to capture the advent of infiltration excess runoff and other
processes. Local refinement of the DEM-generated surface
grid would allow better representation of steep topography,

Figure 20. Larch Creek Catchment simulation: (a) pattern of surface saturation at a time of significant
surface runoff generation (t = 114 h) and (b) at a time of the recession phase (t = 426 h).
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narrow streams, and other geomorphological features without
sacrificing computational efficiency; and such a mesh can be
easily interfaced with the subsurface module, which in stand-
alone mode already accepts nonuniform grids.

Appendix A: Incorporation of the Hydraulic
Geometry Concept Into a Diffusion Wave Model

[77] The variation of the Gauckler-Strickler (GS) conduc-
tance coefficient kS at a site with upstream drainage area A
and flow discharge of different frequenciesQ can be expressed
in the simple power function form

kS A;Qð Þ ¼ r0 Qy0 ; ðA1Þ

where r0 is a scaling coefficient and y0 is an exponent. The
variation of kS between sites of upstream drainage areas A
with flow dischargeQf of given frequency f can be expressed
in the simple power function form

kS A;Qf

� �
¼ r00 Qy00

f ; ðA2Þ

where r00 is a scaling coefficient and y00 is an exponent. From
(A1) one can obtain that

kS A;Qð Þ
kS A;Qf

� � ¼ Q

Qf Að Þ

� 	y0

ðA3Þ

and from (A2) one can obtain that

kS A;Qf

� �
kS As;Qf

� � ¼ Qf Að Þ
Qf Asð Þ

� 	y00

; ðA4Þ

where kS(As, Qf) denotes the value of kS at a site of fixed
upstream drainage areaAs and for a flow dischargeQf of fixed
frequency f. Combining (A3) and (A4) yields

kS A;Qð Þ ¼ kS As;Qf

� � Qf Að Þ
Qf Asð Þ

� 	y00
Q

Qf Að Þ

� 	y0

: ðA5Þ

Using the relationshipQf = u Aw to express the variation ofQf

across a channel network with upstream drainage area A, one
can obtain

Qf Að Þ
Qf Asð Þ

¼ A

As

� 	w

: ðA6Þ

The at-a-station relationship kS(A, Q) = kS(A, 1) Qy0 with
kS(A, 1) given by (5) can be obtained combining
equations (A5) and (A6) so as to eliminate Qf(A). A similar
formulation allows one to derive the at-a-station relationship
W(A, Q) = W(A, 1) Qy0 with W(A, 1) given by (6) for water-
surface width.
[78] Equation (3) is obtained on the basis of the definition

of celerity, ck = dQ/dW =�(@Sf/@W)/(@Sf /@Q) [Orlandini and
Rosso, 1998], and the Gauckler-Manning-Strickler expres-

sion, Q = kS W
�2/3 W5/3 Sf

1/2 [Hager, 2000], where Sf is the
friction slope and W is the cross-sectional flow area. If kS and
W are allowed to vary with Q, one can obtain that

� @Sf =@W
@Sf =@Q

¼ 5

3

Q

W



1� Q

kS

dkS

dQ
þ 2Q

3W

dW

dQ

� 	
: ðA7Þ

Using the relationships kS(A, Q) = kS(A, 1) Q
y0, with kS(A, 1)

given by (5), and W(A, Q) = W(A, 1) Qy0, with W(A, 1) given
by (6), to express the variations of kS and W with Q,
respectively, yields equation (3). Equation (4) is obtained on
the basis of equationsDh = cos b/(W @Sf /@Q) [Hayami, 1951;

Orlandini and Rosso, 1998] and Q = kS W
�2/3 W5/3 Sf

1/2. If kS
and W are allowed to vary with Q, one can obtain that

W

cosb
@Sf
@Q

� 	�1
¼ Q cosb

2W Sf



1� Q

kS

dkS

dQ
þ 2Q

3W

dW

dQ

� 	
: ðA8Þ

Using the relationships kS(A, Q) = kS(A, 1) Q
y0, with kS (A, 1)

given by (5), and W(A, Q) = W(A, 1) Qy0, with W(A, 1) given
by (6), to express the variations of kS and W with Q, respec-
tively, yields equation (4).
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Padova, Italy. (camporese@idra.unipd.it)

C. Paniconi, Centre Eau, Terre et Environnement, Institut National de la
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Applicate, Università degli Studi di Padova, I-35131 Padova, Italy.
(putti@dmsa.unipd.it)

22 of 22

W02512 CAMPORESE ET AL.: SURFACE-SUBSURFACE FLOW MODELING W02512



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


