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Abstract

Generalized Additive Models (GAMs) are introduced in this study for the regional estimation of low-flow characteristics at ungauged basins and compared to other approaches commonly used for this purpose. GAMs provide more flexibility in the shape of the relationships between the response and explanatory variables in comparison to classical models such as multiple linear regression (MLR). Homogeneous regions are defined here using the methods of hierarchical cluster analysis, canonical correlation analysis and region of influence. GAMs and MLR are then used within the delineated regions and also for the whole study area. In addition, a spatial interpolation method is also tested. The different models are applied for the regional estimation of summer and winter low-flow quantiles at stations in Quebec, Canada. Results show that for a given regional delineation method, GAMs provide improved performances compared to MLR.
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1. Introduction

Assessment of low-flow characteristics is traditionally performed using different approaches including flow duration curves, frequency analysis of extreme low-flow events and continuous low-flow intervals, baseflow separation and characterization of streamflow recessions (Smakhtin, 2001). Knowledge of the magnitude and frequency of low flows for streams is important for water-supply planning and design, waste-load allocation, reservoir storage design, and maintenance of quantity and quality of water for irrigation, recreation, and wildlife conservation (Smakhtin, 2001). The frequency analysis of extreme low flows consists in fitting appropriate probability distributions to the annual minimum flow (Lawal and Watt, 1996; Nathan and McMahon, 1990; Ouarda et al., 2008b; Russell, 1992) defined as the annual minimum of daily or monthly discharges or averages of consecutive flows over a certain number of days (Zalants, 1991). The most used low-flow statistics in hydrology are the quantiles $Q_{d,T}$ of the minimum mean discharge over $d$ days corresponding to a return period of $T$ years. These low-flow quantiles are operationally related to the concept of environmental flows, which are flow regimes designed to maintain a river in some agreed ecological condition (Acreman, 2005; Smakhtin and Eriyagama, 2008).

The reliability of the estimates of the desired low-flow characteristics, however, depends on the amount of available streamflow data from which the at-site estimates are obtained. In practice, it is often the case that many streams are poorly monitored, do not have enough record to enable estimation of the required low flows, or are simply ungauged. To circumvent this problem, various approaches have been attempted, which enable estimation of low-flow characteristics at ungauged basins. A comprehensive review of methods of low-flow estimation at ungauged sites has been presented by Smakhtin (2001). Statistical regionalization methods
have been among the most widely used schemes over the last decades to estimate low-flow characteristics at ungauged or poorly gauged locations using data from gauged sites (Charron and Ouarda, 2015; Durrans and Tomic, 1996; Gustard et al., 1997; Holmes et al., 2005; Laaha and Blöschl, 2006; Rees et al., 2006; Requena et al., 2018; Tsakiris et al., 2011).

In practice, regionalization of low-flow characteristics is generally carried out with one of two commonly used approaches. The first approach consists of estimating low-flow characteristics from a set of explanatory variables using a regression model calibrated with at-site estimates of low-flow characteristics at gauged stations (Fennessey and Vogel, 1990; Vogel and Kroll, 1990). The second approach is based on the assumption that the low-flow distribution functions at all sites within a region considered to be homogeneous are the same when standardized by a site specific index flow (Dalrymple, 1960). The parameters of the regional low-flow distribution function are generally estimated from the corresponding parameters of the local low-flow distribution functions obtained at each gauged site within the region. Regional estimation of the required low-flow quantile is then performed by rescaling the quantile value estimated from the regional distribution by the index flow.

In both regionalization approaches, the identification of sites that constitute a homogeneous region is usually carried out. Different approaches can be implemented to achieve this. It would be logical to group sites based on similarity of certain statistical properties of their flow records. This, however, would only be possible if all the sites were properly gauged. In order to allow estimation at ungauged sites, therefore, other methods that do not require analysis of flow records are used. In the absence of detailed information on catchment characteristics, sites may be grouped based on their geographic proximity (Smakhtin, 2001). However, geographic proximity does not guarantee the similarity of catchments and this does not necessarily lead to the grouping of hydrologically similar sites. Indeed, the
hydrological response of a catchment is a function of a set of physiographic and meteorological attributes of the catchment which are often not continuous in space. Alternatively, such attributes can be employed as surrogates of the hydrological behaviour to define homogeneous regions.

Several methodologies for grouping sites into homogeneous regions were developed in the past for the regionalization of flood flows (Acreman and Sinclair, 1986; Burn, 1990; Hosking and Wallis, 1993; Ouarda, 2016). Homogeneous regions have been defined as geographically contiguous regions, geographically non-contiguous regions, or as hydrological neighbourhoods. For the delineation of geographically non-contiguous regions, clustering methods such as hierarchical cluster analysis (HCA) are often used. HCA identifies sites that are identical with one another based on the distance between sites within the physiographic-meteorological space. The HCA method groups sites into fixed regions, which are exclusive of one another. On the other hand, neighbourhood approaches identify hydrologically similar sites for each target site separately. That means, every site can have a unique set of stations within its neighbourhood. Obviously, this does not necessarily lead to homogeneous regions that are exclusive of one another as in the case of HCA. This, consequently, might lead to having a large number of stations in the neighbourhood of each target site depending on the criteria employed for region delineation. The neighbourhood approach can be based on the region of influence (ROI) principle (Burn, 1990) or on the use of canonical correlation analysis (CCA) (Ouarda et al., 2001). In a comparison study dealing with regional flood frequency analysis approaches, Ouarda et al. (2008a) indicated that the neighbourhood approach for the delineation of groups of hydrologically homogeneous basins is superior to the fixed set of regions approaches. This kind of comparison, although well established for floods, has not been carried out for regional low-flow frequency analysis methods.
The spatial interpolation (SI) approach is based on the assumption that there is a continuous and gradual spatial variation of flow characteristics. Based on this assumption, an areal mapping of the flow characteristics is produced by interpolating the values at gauged sites to estimate the values at unsampled locations. Interpolation techniques, such as regression or kriging, were used for flow regionalization by a number of authors (Daviau et al., 2000; Eaton et al., 2002; Huang and Yang, 1998). In order to avoid the scaling effect due to the differences in the sizes of the contributing drainage areas at the observation sites, the map is produced using specific flows (flows standardized by the size of the contributing area). Since flow characteristics estimated at any gauged location in a region are assumed to be representative of the whole catchment upstream of the gauge, the calculated flow values are usually assigned to the centroids of gauged catchments (Smakhtin, 2001). The SI method does not take any of the physiographic and meteorological attributes of a catchment into consideration and the information for the regional estimation of the flow characteristics is acquired based only on geographic proximity. This proximity, however, does not always guarantee similarity in the hydrological response of catchments (Ouarda et al., 2001). Nevertheless, the approach can be useful in the absence of detailed catchment physiographic and meteorological information.

Multiple linear regression (MLR), generally used in the regionalization of hydrological extreme variables, assumes a linear relation between the response variable and the explanatory variables. However, this assumption is not always met. To account for the presence of potential non-linearities, alternative methods such as artificial neural networks (ANNs) or Generalized Additive Models (GAMs) have been proposed. The use of ANNs for prediction and forecasting in the fields of environmental and water resources modelling has become increasingly popular since the early 1990s (Maier et al., 2010; Wu et al., 2014). ANNs were applied for the regionalization of flood flows in Shu and Ouarda (2007), and low flows in Ouarda and Shu
The use of GAMs has been gaining rapid popularity in a number of fields such as public health (Bayentin et al., 2010; Leitte et al., 2009; Vieira et al., 2009), renewable energy (Ouarda et al., 2016), environmental studies (Wen et al., 2011; Wood and Augustin, 2002) and hydrology (Rahman et al., 2018). Chebana et al. (2014) introduced GAMs for the regionalization of flood flows. Nonlinear models were proven in a number of studies to be superior to the traditional regression linear model for the estimation of hydrological extreme variables (Durocher et al., 2015, 2016a, 2016b; Ouali et al., 2016a, 2016b, 2017; Wazneh et al., 2013, 2016).

The aim of the present work is to extend the application of the most recent methods used in regional flood frequency analysis to the analysis of low-flow characteristics and compare their performances in terms of reproducing at-site estimates. It is proposed here to introduce GAMs to the regional estimation of low-flow characteristics and compare their performances with the MLR approach frequently used in regionalization studies. The method of index flow is not considered here based on the fact that it obtained equivalent performances to MLR in previous studies (Ouarda et al., 2001). GAMs and MLR are used in conjunction with the methods HCA, ROI and CCA for the delineation of homogeneous regions. GAMs and MLR are also applied on the whole study area without the delineation of homogeneous regions. This is justified by the fact that in Chebana et al. (2014), GAMs, in conjunction with the neighbourhood approach, did not provide a significant gain in performance compared to the linear approach. A SI method using splines is also applied in the present study. The regional models are applied to a group of catchments in the province of Quebec (Canada) and performances are compared.
The paper is organized as follows: A brief theoretical overview of the regionalization approaches that are considered in this research is presented in the next section. The case study is presented in Section 3. The methodology is presented in Section 4 and the results of the intercomparison are illustrated in Section 5. Finally, the conclusions are presented in Section 6.

2. Theoretical background

2.1. Delineation of homogeneous regions

2.1.1. Hierarchical cluster analysis (HCA)

HCA is a collection of statistical methods which identify groups of samples that behave similarly or show similar characteristics. The first step in HCA is the establishment of the similarity between each pair of stations in the dataset. This is done by computing the distance between stations in the space defined by a group of selected physiographic-meteorological variables using a distance function. The selected catchment attributes are chosen from those that exhibit a relationship with the flow characteristics and for which the values are available for all sites in the network (Burn, 1989). Then, stations are grouped into a binary hierarchical cluster tree. In HCA, each station is initially assigned to its own singleton cluster by using a linkage function which is based on the distance information generated in the first step. The analysis then proceeds iteratively, at each stage joining the two most similar clusters into a new one, until there is only one overall cluster. To represent the results of a cluster analysis, a dendrogram (tree diagram) is used. Cluster formation is followed by a procedure for determining groupings of clusters to create hydrologically homogeneous regions. This step can
be carried out either by detecting natural groupings in the hierarchical tree or simply by cutting
off the tree at a point which may be determined by the targeted number of clusters.

The application of HCA to the delineation of homogeneous regions is hence not
automatic, as the user must intervene at each step to select among a number of choices. In the
first step, the user must select the most relevant physiographic and/or meteorological variables
that will be used in the computation of the distances between stations. A variety of distances,
such as the Euclidean distance, Mahalanobis distance or City-block distance may be employed
at this stage. The choice of the linkage function (nearest neighbour, furthest neighbour, Ward’s
method, etc.) also has a significant impact on how the clusters are formed. Finally, the choice of
the cut-off distance on the hierarchical tree must reflect the objective pursued by the user, e.g.
finding the optimal number of clusters. For a more thorough description of the various aspects
of the HCA technique, the reader is referred to textbooks such as Rencher and Christensen
(2012).

2.1.2. Canonical correlation analysis (CCA)

Canonical correlation analysis (CCA) consists in reducing two groups of variables into
pairs of canonical variables, which are linear combinations of the variables in each group and
are established in such a way that the correlations between the pairs are maximized. There are,
in general, as many canonical pairs ($p$) as the minimum number of variables in either of the two
groups. The analysis is usually performed on the standardized data and the canonical variables
are also standardized such that they have a unit variance. In the context of identifying the
hydrological neighbourhood corresponding to a given basin for the regionalization of low
flows, the variables constituting the first group are defined as a set of low-flow characteristics,
which are generally established as low flows associated with different occurrence probabilities.

Those constituting the second group can be defined based on a set of physiographic and/or meteorological characteristics of the drainage basins.

The identification of the hydrological neighbourhood of a basin using CCA is performed based on the sampling theory of the canonical variables and the corresponding canonical correlations. Let \( W \) and \( V \) be \( p \)-dimensional vectors of the canonical variables corresponding to the hydrological and the physiographic-meteorological variables respectively, \((\lambda_1, \ldots, \lambda_p)\) a sequence of the corresponding canonical correlation coefficients, and \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_p) \). If \( W \) and \( V \) are jointly \( p \)-normally distributed, the conditional distribution of \( W \) given \( V \) is approximately \( p \)-normal:

\[
(W|V = v_0) \approx N_p(\Lambda v_0, I_p - \Lambda^2),
\]

where \( I_p \) is a \( p \times p \) identity matrix, and \( v_0 \) denotes the corresponding values of the canonical physiographic variables for the target basin. Eq. (1) implies that \( W \) would be scattered around a mean position \( \Lambda v_0 \) with a conditional probability density function given by:

\[
f(W|V = v_0) = (2\pi)^{-p/2} |I_p - \Lambda^2|^{-1/2} \exp\left[-\frac{1}{2}(W - \Lambda v_0)'(I_p - \Lambda^2)^{-1}(W - \Lambda v_0)\right],
\]

where \( (W - \Lambda v_0)' \) denotes the transpose of the matrix \( (W - \Lambda v_0) \). The Mahalanobis distance given by the quadratic form of the conditional distribution,

\[
D^2 = (W - \Lambda v_0)'(I_p - \Lambda^2)^{-1}(W - \Lambda v_0),
\]

can be used to define a homogeneous neighbourhood for the target basin as the region in the canonical space \( W \) where the realizations \( w \) of \( W \) for which \( V = v_0 \) would be found.
The 100(1−\(\alpha\))% confidence level neighbourhood is therefore defined as the set of basins having location vectors \(W\) in the hydrological canonical space such that:

\[
(W - \Lambda v_0) \Gamma (I_p - \Lambda^2)^{-1} (W - \Lambda v_0) \leq \chi^2_{a,p},
\]

where \(\chi^2_{a,p}\) is such that, for an observed Mahalanobis distance \(\chi^2\), \(P(\chi^2 \leq \chi^2_{a,p}) = 1 - \alpha\). Eq. (3) describes the interior of an ellipsoidal region in the canonical space \(W\). Detailed description of the theoretical background as well as application of the CCA methodology for the identification of hydrological neighbourhoods is presented in Ouarda et al. (2000).

### 2.1.3. Region of influence (ROI)

Similar to the CCA approach, the ROI method is also based on the identification of homogeneous neighbourhoods for each target site and was first proposed by Acreman (1987). Later, Burn (1990) adopted it for the regionalization of flood flows and named it the “region of influence” method. ROI was used for the estimation of low-flow statistics in Holmes et al. (2002, 2005). In this method, each station is considered the centre of its own region formed by stations with similar flow characteristics. The identification of a ROI for a given station is based on a Euclidean distance in a multidimensional space defined by a set of statistical measures of the hydrological attributes of a site as well as the physiographic and meteorological attributes of the contributing basin. For ungauged sites, only physiographic and meteorological catchment attributes are used to define the space. The ROI for a station constitutes all stations within a certain critical distance from the target site. A similar concept is implemented in this work for the regionalization of low-flow characteristics.
To avoid the possible bias that might result due to the inconsistency of the scales of the different attributes, the Euclidean distance $D_{ij}$ between stations $i$ and $j$ is computed using the standardized values of the hydrological and physiographic-meteorological attributes as:

$$D_{ij} = \left( \sum_{k=1}^{K} (C_k^i - C_k^j)^2 \right)^{\frac{1}{2}},$$

(4)

where $C_k^i$ and $C_k^j$ are the standardized values of attribute $k$ for stations $i$ and $j$ respectively, and $K$ is the number of attributes used to define the Euclidean space. The attributes used to define the space are selected based on the knowledge of their relevance to low-flow characteristics of the contributing basin. Once they are selected, the stations to be included into the ROI for a given target station are selected as those within a certain threshold distance $\delta_i$:

$$\text{ROI}_i = \{ k : D_{ik} \leq \delta_i \}.$$  

(5)

The value of $\delta_i$ is fixed in such a way that there is a good compromise between the number of stations in the neighbourhood and the hydrological homogeneity of the selected stations. $\delta_i$ has a specific value for a given site and is a function of a set of physical conditions pertaining to the site. More details concerning the method and the definition of the thresholds are given in Ouarda (2016).

### 2.2. Regional estimation methods

#### 2.2.1. Multiple linear regression (MLR)

The method of MLR allows to obtain a regional estimate of the low flow by establishing a direct relationship between the hydrological variables (low-flow quantiles) and the
physiographic-meteorological explanatory variables. Topographic parameters such as relief of the catchment (Vogel and Kroll, 1990, 1992), which is defined as the difference between the elevations of the summit of the catchment and that of the gauging station, are among the physiographic variables widely used for the estimation of low-flow quantiles. Additionally, geological parameters such as the proportions of gravel and silt also have a significant influence on low flows (Dingman and Lawlor, 1995). Among the meteorological variables, mean annual precipitation is the most widely used variable (Chang and Boyer, 1977). Other parameters, such as the 10-year return period value of the maximum temperature over seven consecutive days, have also been implemented (Chang and Boyer, 1977).

The MLR method is applied on a group of catchments which are similar in terms of the statistical properties of their hydrological responses (Hosking and Wallis, 1993). It is often assumed that the relationship between the explanatory variables and the T-year return period d-day minimum flow has the following form:

\[ Q_{d,T} = \theta_0 \exp(\epsilon) \prod_{i=1}^{p} X_i^{\theta_i}, \]  

(6)

where \( \theta_i \) is a model coefficient associated with the explanatory variable \( X_i \) (\( \theta_0 \) is the ordinate at the origin), \( p \) is the number of explanatory variables used in the model and \( \epsilon \) is the multiplicative error of the model. This error can also be additive and in that case, the relationship becomes:

\[ Q_{d,T} = \theta_0 \prod_{i=1}^{p} X_i^{\theta_i} + \epsilon. \]  

(7)

A logarithmic transformation is generally applied to linearize the relation in Eq. (6):
\[ \log Q_{d,T} = \log \theta_0 + \sum_{i=1}^{n} \theta_i \log X_i + \varepsilon. \]  

The coefficients \( \theta_i \) of the model are generally estimated using the ordinary least squares approach (Thomas and Benson, 1970), the weighted least squares method (Tasker, 1980) or the generalized least squares method (Kroll and Stedinger, 1998; Stedinger and Tasker, 1985).

### 2.2.2. Spatial interpolation (SI)

Interpolation of low flows is generally performed at grids (regular or irregular) across the study region using techniques such as 1) linear interpolation, where low flows are assumed to vary linearly between adjacent observations, and 2) averaging technique, where the mean of low flows of all stations contained within the grid cell is used as estimator, either as a simple average or area-weighted average (Arnell, 1995). An interpolation method widely used in earth sciences is the minimum curvature method (Smith and Wessel, 1990). This method consists in fitting a twice differentiable surface through the observations. Physically, it can be interpreted as stretching and deforming an elastic plate so that it fits all the observations. This might, however, result in large oscillations and unrealistic inflection points in the fitted surface. To avoid this, Smith and Wessel (1990) introduced a tension term in the flexibility equation that leads to minimization of the oscillations and the inflection points. Formally, the fitted surface is the solution of Eq. (9):

\[ (1-\rho)\nabla^4 H + \rho\nabla^2 H = 0, \]  

where \( H \) is the low flow standardized by the drainage area, \( \nabla^4 \) and \( \nabla^2 \) are the biharmonic and Laplace operators respectively, and \( \rho \in [0,1] \) is the tension term. Eq. (9) is solved under the
constraint that the observed values are honoured at the observation locations. $\rho = 0$ leads to undesirable oscillations of the surface and $\rho = 1$ yields a harmonic surface. Johnston and Merrifield (2000) suggested a value of $\rho = 0.25$ for the interpolation at regular grids of geographic coordinates from irregularly spaced stations.

2.2.3. Generalized additive models (GAMs)

GAMs, introduced by Hastie and Tibshirani (1986), extend the generalized linear models (GLMs) by replacing the linear predictor by a set of smooth functions of the explanatory variables. GLMs are themselves a generalization of MLR in which the response variable $Y$ can follow any distribution of the exponential family and the link function $g$ transforms $Y$ to a scale where the model is linear. For a response variable $Y$, GAMs can be expressed by:

$$g(E(Y | X)) = \alpha + \sum_{j=1}^{p} f_j(X_j),$$

(10)

where $f_j$ is the smooth function of the $j$-th explanatory variable $X_j$. $X$ is a matrix whose columns correspond to a set of $p$ explanatory variables, $\alpha$ is an intercept and $g(.)$ is a monotonic link function. With the smooth functions, GAMs are more flexible than GLMs by allowing a non-linear relation between the response variable and each of the explanatory variables.

The smooth function $f_j$ can be defined by a linear combination of $q$ basis functions $b_{ji}(x)$:

$$f_j(x) = \sum_{i=1}^{q} \beta_{ji} b_{ji}(x),$$

(11)
where $\beta_j$ are smoothing coefficients. The smooth function in GAMs is often estimated by a spline defined by a curve composed of piecewise polynomial functions, joined together at points called knots. A number of spline types have been proposed in the literature: cubic splines, P-splines, B-splines, etc. In a regression spline, the number of knots is considerably reduced. For such spline, the position of the knots needs then to be chosen. However, with penalized splines, the exact location and the number of the knots are not as important as the smoothing parameters which control the smoothness of the spline.

The natural cubic spline interpolates each data value. To avoid the problem of overfitting, GAMs are usually optimized by maximizing the penalized log-likelihood:

$$l_p(\beta) = l(\beta) - \frac{1}{2} \sum_{j=1}^{p} \lambda_j \beta' S_j \beta,$$

where $\beta$ is a matrix of smoothing coefficients, $\beta'$ is the transpose of $\beta$, $l(\beta)$ is the log-likelihood function, $\lambda_j$ is the smoothing parameter of the $j$-th smooth function $f_j$, and $S_j$ is a matrix of known coefficients (Wood, 2008). The parameter $\lambda_j$ controls the degree of smoothness of the smooth function. With values ranging from 0 to 1, 0 corresponds to the unpenalized case and 1 to the completely smoothed case. The optimum value of $\lambda_j$ is a right balance between the fitting objective and smoothness. The function $l_p(.)$ is maximized for $\lambda_j$, a given vector of smoothing parameters, by the penalized iteratively reweighted least squares method (P-IRLS; Wood, 2004). $\lambda_j$ is found iteratively according to a criterion such as the generalized cross validation (GCV; Wahba, 1985), unbiased risk estimator (UBRE; Craven and Wahba, 1978) or maximum likelihood (ML).
The proposed approaches are applied to the hydrometric station network of southern Quebec (Canada). The hydrological and physiographic-meteorological variables used in the present study come from a low-flow frequency analysis study by Charron and Ouarda (2015). In the present study, we analyse separately the summer and winter low-flow quantiles $Q_{d,T}$ corresponding to return periods of $T = 2$ and 10 years for a duration of $d = 7$ days, and to a return period of $T = 5$ years for a duration of $d = 30$ days. These indices are the most widely used in Canada for the analysis of water supply systems during droughts and for the study of the waste assimilative capacity of streams (Ouarda et al., 2008b). Data from 190 hydrometric stations managed by the Ministry of Environment of Quebec (MENV) were used (Data are available at https://www.cehq.gouv.qc.ca/hydrometrie/historique_donnees/default.asp). The database does not include any nested catchments. Only stations that meet the following three criteria were retained: First, the gauged river should have a flow regime that is natural. Secondly, the station should have a historical record period of at least 10 years. Finally, the historical data at the station should meet the basic assumptions of independence and stationarity. The non-parametric test of Wald and Wolfowitz (1943) was used to test the independence of the $d$-day low-flow series, and the non-parametric Kendall test (Kendall, 1975) was used to test the stationarity of the $d$-day low-flow series.

Finally, 134 and 135 stations were retained for the analysis of $Q_{30,T}$ for the summer and winter seasons, respectively. Similarly, 129 and 133 stations were retained for the analysis of $Q_{7,T}$ for the summer and winter seasons, respectively. Fig. 1 shows the location of the gauging stations that were retained for any dry season and any low-flow duration. The diameters of the
circles are proportional to the basin areas which vary between 0.69 and 96,600 km$^2$ with a median value of 1548 km$^2$. The stations cover a large area in the southern half of the province of Quebec. The largest catchments are located towards the northern part of the study area. The average flow record size is 32 years of data. Winter mean temperatures for the study area vary between -10 °C in the south and -21 °C in the north. Summer mean temperatures vary between 20 °C in the south and 12 °C in the north. The typical annual hydrograph in the area is characterized by an important spring flood caused by snow melt, followed by a summer dry season. Important rainstorms usually cause another flood season in the fall, followed by a winter dry season caused by the lack of liquid precipitation and during which the soil is often frozen. Note that low-flow data at a number of these stations were analysed in several previous studies for the detection of non-stationarities and for the multivariate characterization of low-flow descriptors (Ehsanzadeh et al., 2011; Khaliq et al., 2008; Lee et al., 2013, 2017).

A local low-flow frequency analysis was carried out at each station of the database in order to estimate at-site low-flow quantiles $Q_{d,T}$ corresponding to the various return periods $T$ and durations $d$. Low-flow $d$-day series were fitted with the following statistical distributions (Rao and Hamed, 2000): the Generalized Extreme Value distribution (GEV), Gumbel (EV1), Weibull (W2), two- and three-parameter Lognormal (LN2 and LN3 respectively), Gamma (G), Person type III (P3), Log-Pearson type III (LP3) and Generalized Pareto (GP) distributions. The distribution that best fits the data at each station is then selected based on the Bayesian information criterion (BIC; Schwarz, 1978) to allow for appropriate local estimation of low-flow quantiles. Fig. 2 illustrates the frequency with which the various distributions were selected for the winter and summer 7-day low flows. Descriptive characteristics of the obtained quantiles are summarized in Table 1.
A set of physiographic and meteorological variables for each catchment of the study area are available and come from Charron and Ouarda (2015). The characteristics of the selected stations are provided in the supplementary Table S1. Table 1 lists all the variables as well as their descriptive statistics. Catchment delineation for the hydrometric stations of this study was performed in the ESRI ArcGIS environment using the ESRI Arc Hydro Tools available at resources.arcgis.com/en/communities/hydro. Arc Hydro Tools include functionalities for catchment delineation from Digital Elevation Models (DEM). The DEM used in this study is Canada 3D available from Natural Resources Canada at http://ftp.geogratis.gc.ca/pub/nrcan_rncan/elevation/canada3d/. Catchment rasters obtained were after converted to polygon features which were used to compute the spatial averages of the physiographic and meteorological variables in this study.

The catchment area (AREA), the latitude (LAT) and longitude (LONG) of the catchment centroid were computed directly from the catchment polygon. The average slope of the catchment (MSLP) was computed from the DEM. The variables related to the land coverage, mean curve number (MCN), percentage of forest cover (PFOR) and percentage of lakes (PLAKE), were computed from digital maps of Quebec (Maps are available from Natural Resources Canada at http://open.canada.ca/en/open-maps). MCN consists of an area-weighted average of the curve number (CN) values in the catchment. The major factors that determine CN are the hydrological soil group, cover type, treatment, hydrological condition, and antecedent runoff condition (USDA, 1986). Its values range from 0 to 100 with a lower value representing the most pervious soil and a higher value representing the most impervious soil. Fig. 3 shows the distribution of the values of CN within the study area.
The five meteorological variables, mean total annual precipitation (PTMA), average summer/fall liquid precipitation (PLMS), average degree-days below 0 °C (DDBZ), average degree-days above 13 °C (DDH13) and average number of days where mean temperature exceeds 27 °C (NDH27), were computed through a spatial interpolation of the meteorological data of the MENV. Universal kriging (Isaaks and Srivastava, 1989) was implemented for the spatial interpolation. Using the geographic location of every meteorological station, an interpolation of meteorological contour lines was performed for the whole province. The meteorological stations which were selected had at least 15 years of data and the earliest starting year is 1940.

4. Methodology

4.1. Regional models

The methods presented in Section 2 for the delineation of homogeneous regions are used in conjunction with the methods MLR and GAMs for the transfer of hydrological information. These regional models are denoted by HCA+MLR, ROI+MLR, CCA+MLR, HCA+GAM, ROI+GAM and CCA+GAM. As indicated in Section 1, other tested models are obtained by applying MLR and GAMs to the whole dataset without delineation of homogeneous regions. These models are denoted respectively by ALL+MLR and ALL+GAM. In this study, the R package mgcv (Wood, 2006) is used to estimate the GAMs parameters. Cubic regression splines are considered as smooth functions and the GCV score is used to optimize $\lambda$. The knots in smooth functions are placed at a number of quantiles of the distribution of the unique values $x$ of a given explanatory variable.
For each regional model, different physiographic-meteorological attributes are used for the summer and winter seasons. A backward stepwise regression method, applied to all stations, is used to select the optimal explanatory variables to be used with the methods MLR and GAMs. This stepwise method is presented in the next section. To apply the delineation methods, variables considered to be the most relevant in terms of explaining the low-flow processes need to be selected. In this study, the variables selected for MLR with the stepwise regression method constitute the physiographic-meteorological variables used in each of the delineation methods. The same homogeneous regions obtained for a given delineation method are used in conjunction with either MLR or GAMs (i.e. the same regions are used for HCA+MLR and HCA+GAM, for ROI+MLR and ROI+GAM, and for CCA+MLR and CCA+GAM).

The SI method is also applied to the study area using the minimum curvature method presented in Section 2.2.2. In that case, only variables LAT and LONG are used for interpolation of specific quantiles and thus no selection of variables is required. The spatial interpolation performed in this study was carried out with the Generic Mapping Tools (Wessel et al., 2013). Once the map is produced, the low flow at an ungauged basin is estimated by multiplying the contour value corresponding to the location of its centroid by its drainage area. The contour value corresponding to the basin centroid is computed using the nearest neighbour approach from the grid values.

With the standard methods used to define the threshold in ROI and CCA, the size of homogeneous regions can vary considerably from one region to another. For instance, for a given fixed threshold, stations located on the edge of the cloud of points defined by the canonical space for CCA or the Euclidian space for ROI will have fewer stations within their
neighbourhood, while stations located near the center of the cloud of points will have more
stations within their neighbourhoods (Leclerc and Ouarda, 2007). Given that the sample size is
essential for the reliability of the estimates obtained by MLR and GAMs, it was decided that for
each target station, the size of the region is increased until a selected optimal size is reached. It
was decided to fix the size of each region to three times the number of parameters to estimate in
GAMs, which has more parameters to estimate than the MLR model. The number of
parameters to estimate in GAMs depends on the number of predictors in the model and the
number of knots in the smooth functions.

4.2. Stepwise regression

To select the optimal explanatory variables, the backward stepwise method is used
(Marra and Wood, 2011). In this approach, the regression method (MLR or GAMs) is initially
applied with a model including all the explanatory variables. At each step, the variable with the
highest $p$-value, for the null hypothesis that the parameter (for MLR) or the smooth term (for
GAMs) is zero, is removed. The procedure ends when the $p$-values of all the remaining
variables are below a given threshold (5%). For the aim of simplicity, the explanatory variables
obtained with the stepwise regression procedure applied to $Q_{7.2}$ are used as the explanatory
variables to estimate the other quantiles. Quantile $Q_{7.2}$ is used as the quantile of reference
because, having the smallest return period, it can be considered the most reliable quantile.

4.3. Validation

A leave-one-out cross-validation technique (Jackknife method) was employed to
evaluate the performance of the regional estimates of the low-flow quantiles. The at-site
estimate of the quantile value of interest at a given station is temporarily removed from the
sample and a new value is estimated from the regression relationship established using data from the remaining stations within the homogeneous region. This process is repeated for the entire set of gauged sites. The estimated quantiles are then compared with the at-site quantile estimates computed from the observed values. The following five indices are used to evaluate the performances: the Nash criterion (NASH), the root mean squared error (RMSE), the relative root mean squared error (rRMSE), the mean bias (BIAS), and the relative mean bias (rBIAS). These performance indices are frequently used for the assessment of low flows (see Ouarda and Shu, 2009).

5. Results

In this section, results of the selection of the physiographic and meteorological variables included in the MLR and GAMs are first presented. Then, results related to the delineation methods and the SI method are discussed. Finally, a comparison of the different regionalization models is presented.

5.1. Selection of the physiographic and meteorological variables for MLR

Pearson correlation coefficients between the various explanatory variables and low-flow quantiles are presented in Table 2. These results suggest that the catchment area (AREA) is a particularly important variable and explains most of the variance of low-flow quantiles. Other important variables are PLAKE, mean annual total and liquid precipitation (PTMA and PLMS), number of days where the temperature is higher than 27 °C (NDH27), degree-days below 0 °C and higher than 13 °C (DDBZ and DDH13), and latitude (LAT). The log-linear regression model in Eq. (8) is considered for the estimation of the low-flow quantiles. Following the
application of the backward stepwise procedure with MLR, the models for the summer season are defined by:

\[ \log(\tilde{Q}_{30.5}) = -31.69 + 1.07 \log(\text{AREA}) + 1.94 \log(\text{DDBZ}) - 0.62 \log(\text{MCN}) + 2.07 \log(\text{PTMA}) - 0.17 \log(\text{NDH27}) + 0.05 \log(\text{PLAKE}) \], \hspace{1cm} (13)

\[ \log(\tilde{Q}_{7.2}) = -25.93 + 1.05 \log(\text{AREA}) + 1.78 \log(\text{DDBZ}) - 0.76 \log(\text{MCN}) + 1.50 \log(\text{PTMA}) - 0.15 \log(\text{NDH27}) + 0.08 \log(\text{PLAKE}) \], \hspace{1cm} (14)

\[ \log(\tilde{Q}_{7.10}) = -32.26 + 1.09 \log(\text{AREA}) + 2.13 \log(\text{DDBZ}) - 0.80 \log(\text{MCN}) + 1.97 \log(\text{PTMA}) - 0.19 \log(\text{NDH27}) + 0.04 \log(\text{PLAKE}) \], \hspace{1cm} (15)

and the models for the winter season are defined by:

\[ \log(\tilde{Q}_{30.5}) = -9.40 + 0.98 \log(\text{AREA}) + 0.14 \log(\text{PLAKE}) + 0.79 \log(\text{PLMS}) - 0.28 \log(\text{MCN}) \], \hspace{1cm} (16)

\[ \log(\tilde{Q}_{7.2}) = -9.02 + 0.97 \log(\text{AREA}) + 0.15 \log(\text{PLAKE}) + 0.81 \log(\text{PLMS}) - 0.36 \log(\text{MCN}) \], \hspace{1cm} (17)

\[ \log(\tilde{Q}_{7.10}) = -9.63 + 1.00 \log(\text{AREA}) + 0.17 \log(\text{PLAKE}) + 0.92 \log(\text{PLMS}) - 0.54 \log(\text{MCN}) \], \hspace{1cm} (18)

where the predictors in Eqs. (13)-(18) are ordered from the most to the least significant. The stepwise procedure allows a selection of variables that minimizes the correlations between the explanatory variables. The AREA is the most important variable and variables AREA, MCN and PLAKE are important for both seasons. Mean annual total precipitation PTMA and mean annual liquid precipitation PLMS are selected for the summer and winter season respectively. Two temperature-related variables are selected for summer low flows (degree-days below 0 °C DDBZ and number of days higher than 27 °C NDH27) while no temperature variables are selected for winter low flows.
5.2. Selection of the physiographic and meteorological variables for GAMs

A different selection of variables is expected with GAMs because predictors presenting
a non-linear relationship with the explained variable were disadvantaged with MLR over those
presenting a linear relationship. The logarithmic transformation of the response variables was
necessary in order to meet the assumption of constant variance of the residuals. It was also
found that applying the logarithmic transformation to the variable AREA improves
considerably the performances. Following the application of the backward stepwise procedure
with GAMs, and given that a large number of variables would also require a large number of
stations in the neighbourhoods, the optimal number of variables during summer was identified
to be 6. The model used for the summer season within the models HCA+GAM, ROI+GAM and
CCA+GAM is then defined by:

\[
\log(Q_{d,T}) = \alpha + f_1(\log\text{AREA}) + f_2(\text{DDH13}) + f_3(\text{MCN}) + f_4(\text{PLMS}) + f_5(\text{PLAKE}) + f_6(\text{DDBZ}) + \varepsilon.
\]  

(19)

Following the application of the backward stepwise procedure with GAMs, the model for the
winter season is defined by:

\[
\log(Q_{d,T}) = \alpha + f_1(\log\text{AREA}) + f_2(\text{PLAKE}) + f_3(\text{PLMS}) + f_4(\text{MCN}) + f_5(\text{DDBZ}) + \varepsilon.
\]  

(20)

Variables AREA, PLAKE, MCN, mean annual liquid precipitation PLMS and degree-days
below 0 °C DDBZ are important for both seasons. In addition, with GAMs, degree-days higher
than 13 °C DDH13 is included for summer low flows.

The smooth functions obtained for \(\log(Q_{7,10})\) for the summer and winter seasons are
presented in Figs. 4 and 5 respectively. Smooth functions allow interpreting the influence of
each variable without the effect of the others. It can be observed that \(\log(\text{AREA})\) is perfectly
Some variables present important non-linear behaviours (e.g. MCN for both seasons, degree-days below 0 °C DDBZ for summer, and mean annual liquid precipitation PLMS and PLAKE for winter) while others are linear (e.g. degree-days higher than 13 °C DDH13 and PLAKE for summer, and degree-days below 0 °C DDBZ for winter). The slopes of the smooth functions of PLAKE are positive. This is explained by the fact that lakes sustain the streamflow during dry periods. The slopes of the smoothing functions of MCN are negative, reflecting the fact that more impervious (pervious) soil retains (releases) more water during dry seasons. The smooth functions of mean annual liquid precipitation PLMS for both seasons are increasing because precipitation recharges groundwater. The negative slope and the positive slope of the smoothing functions of degree-days higher that 13 °C DDH13 and degree-days below 0 °C DDBZ, respectively, for summer low flows indicate that the colder the region is, the higher the low flow will be during summer. A possible explanation is that temperature influences snow melt during spring and for colder regions, the release of water from snow melt is delayed, resulting then in higher low flows during the summer season. In the case of winter low flows, the slope of the smooth function of degree-days below 0 °C DDBZ is negative because colder temperatures increase the length of the dry season leading to a decrease in low flows. Note that these previous conclusions cannot be made only on the basis of the correlation coefficients in Table 2. For instance, the positive coefficient of correlation for PLAKE is in agreement with the positive slope of the smooth function of PLAKE. However, in the case of the precipitation-related variables, correlations are negative while the slopes of the smooth functions are positive, and in the case of degree-days below 0 °C DDBZ for winter, correlations are positive while the slope of the smooth functions are negative. Thus, conclusions drawn from Pearson’s
correlations differ from those obtained from GAMs. Because of their additive nature, GAMs allow to interpret the impact of a given explanatory variable on the response variable independently of the other explanatory variables. These results demonstrate that relationships based only on correlations can be misleading.

5.3. Delineation of regions with HCA, ROI and CCA

For the application of the HCA method, the standardized Euclidean distance measure based on the catchment descriptors selected for each season was employed to determine the similarity between stations. Clustering was performed using Ward’s algorithm (Ward, 1963), which is based on minimizing the sum of the square of the distances between each site within a given cluster and the centroid of the cluster to ensure maximum similarity of the elements of the cluster (group). Fig. 6 shows the dendrogram obtained after application of this algorithm for the summer season. The choice of the cut-off distance has a significant impact on the number of stations in the regions and on the performances. The distance should not be too short to avoid very small regions in which case the regression would be impossible or would lead to weak performances. With this method, the number of stations in each region could be very different. In the present case, the cut-off distance is selected to provide three regions for both seasons. The regions include 61, 33 and 42 stations for summer and 76, 30 and 30 stations for winter respectively.

Considering that 6 and 5 variables, respectively, were used for the summer and winter low flows and that 5 knots were considered in the smooth functions, the optimal neighbourhood size for the ROI and CCA methods was fixed at 75 and 63 stations for the summer and the winter season, respectively. CCA requires the normality of the hydrological and physiographic-meteorological variables. Some variables were hence transformed to achieve normality. As one
can see in Table 1, some of the physiographic and meteorological variables show clear asymmetry. Thus, a logarithmic transformation was applied to the low-flow quantiles, AREA and DDBZ. For PLAKE, a square root transformation was found to be more appropriate. Fig. 7 illustrates the hydrological and physiographic-meteorological canonical spaces for both seasons. No consistent clusters of stations are visible in the canonical hydrological spaces, indicating that the delineation of fixed regions may not be the most appropriate approach. This confirms that the neighbourhood approach adopted in the present study is more appropriate.

5.4. Method of spatial interpolation (SI)

The studied quantiles at each station were standardized by the area of the drainage basin corresponding to the station. The obtained values of specific quantiles were estimated at a regular grid of 2’ longitude × 2’ latitude using the minimum curvature method discussed in Section 2.2.2. Fig. 8 shows the contour maps of specific quantiles of $Q_{7,2}$ for low flows during the summer and winter seasons. The map for the summer season displays generally a vertical gradient of specific quantiles with a positive trend towards the north. This indicates an increase in the specific quantiles from warmer to colder regions. The same relation of summer low flows with temperature was observed previously in Section 5.2 with the smooth functions. For the winter season, no similar vertical gradient is visible and the distribution of specific quantiles is more homogeneous through the study area. This indicates a weaker influence of the temperature on winter low flows which was also observed in Sections 5.1 and 5.2.

5.5. Comparison of regional models

A comparison of the performances obtained with the different regional models is carried out in this subsection. The performance indices obtained from the cross-validation analysis for
summer and winter low-flow quantile estimates are presented in Tables 3 and 4, respectively. The indices associated with relative errors (rBIAS and rRMSE) provide a different set of information than the indices associated with absolute errors (NASH, BIAS, RMSE) since the latter ones end up giving an overly large weight to a few extremely large basins. This is especially the case for the present database since basin areas range from less than one km$^2$ to almost 100,000 km$^2$. Plots of regional estimates versus at-site values for the summer and winter low-flow quantiles $Q_{7,10}$ are presented in Figs. 9 and 10, respectively. Plots of the relative residuals for summer and winter low-flow quantiles $Q_{7,10}$ are presented in Figs. 11 and 12, respectively. It can be noticed in these later figures that the highest relative errors are obtained for catchments with small to moderate areas and which have thus more weights in the indices of relative errors.

The cross-validation results indicate that, according to NASH, better fits are obtained for summer low flows than for winter low flows. This may be explained by the facts that more significant variables were included in the regional models for summer low flows and that the correlations presented in Table 2 are for most cases higher for the summer quantiles. On the other hand, higher rBIAS and rRMSE values are obtained for summer low flows. Among the models using MLR, the ROI+MLR model provides generally the best performances for both seasons regardless of the absolute or relative error indices. Methods using the neighbourhood approach in conjunction with MLR (CCA+MLR and ROI+MLR) provide generally better performances than the method using the fixed regions approach (HCA+MLR). The difference in relative error between the two approaches can be significant, as for instance rRMSE is 58% with HCA+MLR for the summer quantile $Q_{7,10}$ while it is 45% with ROI+MLR.
The application of GAMs without the delineation of regions (ALL+GAM) leads to an improvement of the absolute error indices in comparison to the models that use MLR. With respect to the relative error indices, performances of ALL+GAM are rather similar to those obtained with ALL+MLR, HCA+MLR and CCA+MLR, but not as good as those obtained with ROI+MLR. When GAMs are used in conjunction with HCA or ROI, significant improvements are obtained compared to ALL+GAM. The delineation method that benefits the most from the introduction of GAMs is HCA, where the performances obtained are comparable or better than those of ROI+GAM. In this regard, HCA+GAM is the best model with respect to RMSE and rRMSE for the winter low flows. For a given delineation method as well as for the information transfer methods applied to the whole study area, better performances are generally obtained with the model using GAMs instead of the one using MLR. Overall best results are obtained with ROI+GAM and HCA+GAM for both seasons, as these two combinations usually lead to best performance indices for both absolute and relative cases.

Results also indicate that SI obtained good performances with respect to the absolute error indices. However, poor results are obtained for the summer season with respect to the relative error indices. Good performances for the summer season with respect to the absolute error indices can be attributed to the fact that the biggest basin is much better estimated with SI than with the other methods as it can be noticed in Fig. 9. These general poor performances are somewhat expected considering the spatial discontinuity in catchment physiographic and meteorological characteristics. However, the method has the advantage of allowing the estimation at ungauged basins in cases where other catchment characteristics are not available.
6. Conclusions

In this study, GAMs were introduced for the estimation of low-flow quantiles. Comparison with other methods commonly employed for the regionalization of low flows was also carried out. In all, nine regionalization models were compared. For six of them, MLR and GAMs were applied within homogeneous regions using three different methods for the delineation of homogeneous regions: hierarchical clustering analysis of the sites based on their relative proximity within the physiographic-meteorological space, the region of influence approach based on the proximity of the target site with the other sites within the physiographic- meteorological space, and canonical correlation analysis of a group of low-flow characteristics and a group of physiographic and meteorological attributes of the sites. Within each delineated region, either MLR or GAMs were used for the transfer of hydrological information. For two other models, MLR and GAMs were applied to all stations of the study area without the delineation of homogeneous regions. Finally, in the last model, a technique of spatial interpolation was applied over the specific low flows of the study area.

The models were applied to a large selection of catchments in the province of Quebec. The dataset on which the proposed methods were applied represents a challenge because it includes a wide range of catchment sizes, including basins smaller than one km$^2$ to others as large as 100,000 km$^2$. Additionally, most of the quantiles are concentrated around rather low values.

GAMs allow to relate the hydrological variables to the explanatory variables through non-linear functions, while the commonly used MLR assumes a linear relationship between the response variable and the explanatory variables. However, hydrological processes are complex
in nature and the assumption of linearity is not always met. In order to improve the estimates, GAMs were introduced here for the estimation of low-flow characteristics. The main advantage of GAMs is that they provide explicit expressions of the functions between the response variable and each of the explanatory variables.

A stepwise regression method was applied to the study dataset to select the optimal variables to be included in the regional models. It was observed that some variables included in GAMs present important non-linear behaviours. A leave-one-out cross-validation technique was implemented to evaluate the performance of each of the approaches. GAMs applied to the whole set of stations without homogeneous regions were found to lead to a good performance with respect to the absolute error indices, while with respect to the relative error indices, this model was found to be comparable to the approaches using MLR. When the homogeneous regions approach was used in conjunction with GAMs, better performances were obtained compared to the approach where GAMs are applied to the whole study area. These results prove that it is best practice to delineate homogeneous regions before applying GAMs. Performances were also improved when GAMs instead of MLR were used with the homogeneous regions approach. In general, GAMs with the HCA and ROI approaches provide the best overall results. These results indicate that it is relevant to use GAMs for the regional estimation of low-flow characteristics. The results of this study show that the use of GAMs instead of the linear model improves significantly the performances. GAMs can be easily applied with available software tools. The delineation of homogeneous regions represents an additional effort but results in significant improvements.

Another approach implemented here is based on the spatial interpolation of low-flow characteristics from gauged sites to estimate the values at ungauged sites. While geographic
proximity of catchments by itself is not a good indicator of hydrological similarity between catchments, the spatial interpolation method, which is based on the estimation of the low-flow characteristics from the geographic pattern of the low flows is also found to produce acceptable results. This is, indeed, a desirable outcome in that it signifies the usefulness of such an approach in the absence of more informative descriptors for the regionalization of low flows.

Future work should focus on the extension of the Regional Streamflow Estimation Based Frequency Analysis (RSBFA) approach to the low-flow case. This approach was recently developed by Requena et al. (2017) and is based on the prior estimation of daily streamflows at the target ungauged site (Shu and Ouarda, 2012). Future research should also explore the impact of adopting the RSBFA on the combination of local and regional low-flow information when the target site is partially gauged, and compare the results to more complex statistical models such as the Bayesian model proposed by Seidou et al. (2006). The extension of the regional models compared in the present study to the multivariate case is also of interest.
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Table 1. Descriptive statistics of the physiographic-meteorological variables and hydrological variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unit</th>
<th>Notation</th>
<th>Mean</th>
<th>Median</th>
<th>Max</th>
<th>Min</th>
<th>CV</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catchment area</td>
<td>km²</td>
<td>AREA</td>
<td>5646</td>
<td>1387</td>
<td>9660</td>
<td>0.69</td>
<td>2.07</td>
<td>4.53</td>
<td>29.72</td>
</tr>
<tr>
<td>Catchment mean slope</td>
<td>degree</td>
<td>MSLP</td>
<td>2.40</td>
<td>2.21</td>
<td>6.95</td>
<td>0.13</td>
<td>0.46</td>
<td>0.92</td>
<td>4.74</td>
</tr>
<tr>
<td>% occupied by lakes</td>
<td>%</td>
<td>PLAKE</td>
<td>6.33</td>
<td>4.00</td>
<td>32.00</td>
<td>0.00</td>
<td>1.04</td>
<td>1.32</td>
<td>4.32</td>
</tr>
<tr>
<td>% occupied by forest</td>
<td>%</td>
<td>PFOR</td>
<td>85.78</td>
<td>90.30</td>
<td>100.00</td>
<td>6.50</td>
<td>0.19</td>
<td>-2.24</td>
<td>8.68</td>
</tr>
<tr>
<td>Mean annual total precipitation</td>
<td>mm</td>
<td>PTMA</td>
<td>1018</td>
<td>1010</td>
<td>1520</td>
<td>646</td>
<td>0.17</td>
<td>0.64</td>
<td>3.94</td>
</tr>
<tr>
<td>Mean annual liquid precipitation (summer-fall)</td>
<td>mm</td>
<td>PLMS</td>
<td>465</td>
<td>460</td>
<td>664</td>
<td>306</td>
<td>0.17</td>
<td>0.36</td>
<td>2.79</td>
</tr>
<tr>
<td>Mean curve number</td>
<td></td>
<td>MCN</td>
<td>45.08</td>
<td>44.00</td>
<td>78.20</td>
<td>21.00</td>
<td>0.28</td>
<td>0.32</td>
<td>2.24</td>
</tr>
<tr>
<td>Mean number of days where the temperature is &gt; 27 °C</td>
<td>day</td>
<td>NDH27</td>
<td>12.28</td>
<td>12.20</td>
<td>36.60</td>
<td>0.80</td>
<td>0.62</td>
<td>0.60</td>
<td>3.20</td>
</tr>
<tr>
<td>Mean annual degree-days &lt; 0 °C</td>
<td>degree-day</td>
<td>DDBZ</td>
<td>1635</td>
<td>1428</td>
<td>2963</td>
<td>921</td>
<td>0.32</td>
<td>0.99</td>
<td>2.89</td>
</tr>
<tr>
<td>Mean annual degree-days &gt; 13 °C</td>
<td>degree-day</td>
<td>DDH13</td>
<td>323</td>
<td>329</td>
<td>734</td>
<td>70</td>
<td>0.46</td>
<td>0.32</td>
<td>2.75</td>
</tr>
<tr>
<td>Latitude of the catchment centroid</td>
<td>°N</td>
<td>LAT</td>
<td>48.40</td>
<td>47.87</td>
<td>54.35</td>
<td>45.01</td>
<td>0.05</td>
<td>0.73</td>
<td>2.51</td>
</tr>
<tr>
<td>Longitude of the catchment centroid</td>
<td>°W</td>
<td>LONG</td>
<td>71.41</td>
<td>71.83</td>
<td>78.56</td>
<td>58.11</td>
<td>0.05</td>
<td>-0.93</td>
<td>3.97</td>
</tr>
<tr>
<td>Summer low-flow quantile of 30 days and 5-yr return period</td>
<td>m³/s</td>
<td>$Q_{30,5}$</td>
<td>70.44</td>
<td>6.83</td>
<td>1280</td>
<td>0.0055</td>
<td>2.37</td>
<td>4.26</td>
<td>25.53</td>
</tr>
<tr>
<td>Summer low-flow quantile of 7 days and 2-yr return period</td>
<td>m³/s</td>
<td>$Q_{7,2}$</td>
<td>85.62</td>
<td>7.38</td>
<td>1560</td>
<td>0.0044</td>
<td>2.38</td>
<td>4.27</td>
<td>25.80</td>
</tr>
<tr>
<td>Summer low-flow quantile of 7 days and 10-yr return period</td>
<td>m³/s</td>
<td>$Q_{7,10}$</td>
<td>58.91</td>
<td>4.3</td>
<td>1080</td>
<td>0.0032</td>
<td>2.44</td>
<td>4.26</td>
<td>25.16</td>
</tr>
<tr>
<td>Winter low-flow quantile of 30 days and 5-yr return period</td>
<td>m³/s</td>
<td>$Q_{30,5}$</td>
<td>26.46</td>
<td>6.2855</td>
<td>369</td>
<td>0.0044</td>
<td>2.10</td>
<td>4.00</td>
<td>21.49</td>
</tr>
<tr>
<td>Winter low-flow quantile of 7 days and 2-yr return period</td>
<td>m³/s</td>
<td>$Q_{7,2}$</td>
<td>28.91</td>
<td>6.8585</td>
<td>406</td>
<td>0.0048</td>
<td>2.16</td>
<td>3.96</td>
<td>20.83</td>
</tr>
<tr>
<td>Winter low-flow quantile of 7 days and 10-yr return period</td>
<td>m³/s</td>
<td>$Q_{7,10}$</td>
<td>22.85</td>
<td>4.705</td>
<td>341</td>
<td>0.0034</td>
<td>2.23</td>
<td>4.11</td>
<td>22.38</td>
</tr>
</tbody>
</table>

CV denotes the coefficient of variation.
Table 2. Pearson correlation coefficients between quantiles and physiographic-meteorological variables.

<table>
<thead>
<tr>
<th></th>
<th>Summer</th>
<th></th>
<th>Winter</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_{30.5}$ &amp; $Q_{7.2}$ &amp; $Q_{7.10}$ &amp; $Q_{30.5}$ &amp; $Q_{7.2}$ &amp; $Q_{7.10}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AREA</td>
<td>0.986</td>
<td>0.985</td>
<td>0.974</td>
<td>0.941</td>
<td>0.941</td>
<td>0.942</td>
</tr>
<tr>
<td>MSLP</td>
<td>-0.103</td>
<td>-0.104</td>
<td>-0.103</td>
<td>-0.182</td>
<td>-0.168</td>
<td>-0.164</td>
</tr>
<tr>
<td>PLAKE</td>
<td>0.531</td>
<td>0.541</td>
<td>0.530</td>
<td>0.587</td>
<td>0.584</td>
<td>0.583</td>
</tr>
<tr>
<td>PFOR</td>
<td>-0.029</td>
<td>-0.031</td>
<td>-0.031</td>
<td>-0.071</td>
<td>-0.063</td>
<td>-0.064</td>
</tr>
<tr>
<td>PTMA</td>
<td>-0.496</td>
<td>-0.495</td>
<td>-0.489</td>
<td>-0.487</td>
<td>-0.488</td>
<td>-0.484</td>
</tr>
<tr>
<td>PLMS</td>
<td>-0.432</td>
<td>-0.429</td>
<td>-0.426</td>
<td>-0.428</td>
<td>-0.427</td>
<td>-0.424</td>
</tr>
<tr>
<td>MCN</td>
<td>-0.203</td>
<td>-0.214</td>
<td>-0.212</td>
<td>-0.178</td>
<td>-0.188</td>
<td>-0.187</td>
</tr>
<tr>
<td>NDH27</td>
<td>-0.344</td>
<td>-0.341</td>
<td>-0.343</td>
<td>-0.309</td>
<td>-0.302</td>
<td>-0.299</td>
</tr>
<tr>
<td>DDBZ</td>
<td>0.575</td>
<td>0.572</td>
<td>0.566</td>
<td>0.557</td>
<td>0.558</td>
<td>0.556</td>
</tr>
<tr>
<td>DDH13</td>
<td>-0.403</td>
<td>-0.395</td>
<td>-0.394</td>
<td>-0.372</td>
<td>-0.370</td>
<td>-0.367</td>
</tr>
<tr>
<td>LAT</td>
<td>0.541</td>
<td>0.535</td>
<td>0.529</td>
<td>0.521</td>
<td>0.524</td>
<td>0.521</td>
</tr>
<tr>
<td>LONG</td>
<td>-0.140</td>
<td>-0.156</td>
<td>-0.150</td>
<td>-0.187</td>
<td>-0.212</td>
<td>-0.214</td>
</tr>
</tbody>
</table>

Bold characters denote significant correlations at a level of 5%.
Table 3. Cross-validation results of all the regionalization methods for the summer low flows.

<table>
<thead>
<tr>
<th></th>
<th>Quantiles</th>
<th>HCA+MLR</th>
<th>ROI+MLR</th>
<th>CCA+MLR</th>
<th>HCA+GAM</th>
<th>ROI+GAM</th>
<th>CCA+GAM</th>
<th>ALL+MLR</th>
<th>ALL+GAM</th>
<th>SI</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASH</td>
<td>$Q_{30.5}$</td>
<td>0.936</td>
<td>0.921</td>
<td>0.925</td>
<td>0.967</td>
<td>0.958</td>
<td>0.954</td>
<td>0.907</td>
<td>0.937</td>
<td>0.982</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.2}$</td>
<td>0.892</td>
<td>0.935</td>
<td>0.931</td>
<td>0.970</td>
<td>0.968</td>
<td>0.938</td>
<td>0.914</td>
<td>0.923</td>
<td>0.979</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.10}$</td>
<td>0.875</td>
<td>0.895</td>
<td>0.903</td>
<td>0.955</td>
<td>0.960</td>
<td>0.964</td>
<td>0.883</td>
<td>0.917</td>
<td>0.968</td>
</tr>
</tbody>
</table>

|        | BIAS      | $Q_{30.5}$ | 1.48 | 2.03 | -3.80 | 1.22 | 2.94 | **0.87** | -4.48 | -1.17 | -3.33 |
|        |          | $Q_{7.2}$  | 3.23 | 0.47 | -4.68 | 0.98 | 1.45 | 1.89 | -5.88 | **0.33** | -4.46 |
|        |          | $Q_{7.10}$ | 1.76 | 1.79 | -3.94 | 0.65 | -**0.45** | -0.55 | -4.22 | -1.19 | -3.70 |

|        | RMSE      | $Q_{30.5}$ | 42.26 | 46.87 | 45.67 | 30.50 | 34.40 | 36.04 | 50.87 | 41.86 | **22.05** |
|        |          | $Q_{7.2}$  | 66.65 | 51.83 | 53.31 | 35.26 | 36.28 | 50.73 | 59.61 | 56.56 | **29.76** |
|        |          | $Q_{7.10}$ | 50.49 | 46.35 | 44.45 | 30.39 | 28.84 | 27.34 | 48.80 | 41.23 | **25.68** |

|        | rBIAS     | $Q_{30.5}$ | 8.46 | **4.90** | 8.87 | 5.04 | 5.58 | 9.72 | 8.55 | 8.21 | 14.26 |
|        |          | $Q_{7.2}$  | 8.71 | 5.73 | 8.64 | **3.08** | 5.26 | 9.18 | 8.92 | 7.81 | 13.59 |
|        |          | $Q_{7.10}$ | 11.84 | 7.74 | 11.05 | **5.61** | 7.80 | 13.12 | 12.45 | 11.85 | 19.03 |

|        | rRMSE     | $Q_{30.5}$ | 47.12 | **36.33** | 43.89 | 36.82 | 37.05 | 45.74 | 45.76 | 45.88 | 59.84 |
|        |          | $Q_{7.2}$  | 49.31 | 38.45 | 45.08 | **33.04** | 36.78 | 44.77 | 46.88 | 44.63 | 58.27 |
|        |          | $Q_{7.10}$ | 58.36 | 45.31 | 52.72 | 45.12 | **45.11** | 56.16 | 56.60 | 56.76 | 84.56 |

Best statistics are in bold characters.
Table 4. Cross-validation results of all the regionalization methods for the winter low flows.

<table>
<thead>
<tr>
<th></th>
<th>Quantiles</th>
<th>HCA+MLR</th>
<th>ROI+MLR</th>
<th>CCA+MLR</th>
<th>HCA+GAM</th>
<th>ROI+GAM</th>
<th>CCA+GAM</th>
<th>ALL+MLR</th>
<th>ALL+GAM</th>
<th>SI</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASH</td>
<td>$Q_{30.5}$</td>
<td>0.872</td>
<td>0.886</td>
<td>0.881</td>
<td><strong>0.925</strong></td>
<td>0.909</td>
<td>0.895</td>
<td>0.872</td>
<td>0.883</td>
<td>0.915</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.2}$</td>
<td>0.874</td>
<td>0.891</td>
<td>0.883</td>
<td><strong>0.947</strong></td>
<td>0.929</td>
<td>0.899</td>
<td>0.876</td>
<td>0.894</td>
<td>0.919</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.10}$</td>
<td>0.856</td>
<td>0.883</td>
<td>0.886</td>
<td><strong>0.912</strong></td>
<td>0.907</td>
<td>0.894</td>
<td>0.875</td>
<td>0.890</td>
<td>0.912</td>
</tr>
<tr>
<td>BIAS</td>
<td>$Q_{30.5}$</td>
<td>-0.83</td>
<td>-1.43</td>
<td>-1.04</td>
<td>-0.95</td>
<td>-1.75</td>
<td>-0.91</td>
<td>-3.11</td>
<td>-0.32</td>
<td>-0.73</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.2}$</td>
<td>-1.09</td>
<td>-1.44</td>
<td>-1.41</td>
<td>-0.89</td>
<td>-1.58</td>
<td>-0.56</td>
<td>-3.39</td>
<td>-0.55</td>
<td>-0.87</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.10}$</td>
<td>-0.23</td>
<td>-0.87</td>
<td>-0.98</td>
<td>-0.86</td>
<td>-1.50</td>
<td>-0.48</td>
<td>-2.82</td>
<td><strong>0.13</strong></td>
<td>-0.79</td>
</tr>
<tr>
<td>RMSE</td>
<td>$Q_{30.5}$</td>
<td>19.81</td>
<td>18.77</td>
<td>19.12</td>
<td><strong>15.27</strong></td>
<td>16.81</td>
<td>18.05</td>
<td>19.82</td>
<td>19.03</td>
<td>16.16</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.2}$</td>
<td>22.09</td>
<td>20.48</td>
<td>21.26</td>
<td><strong>14.42</strong></td>
<td>16.63</td>
<td>19.80</td>
<td>21.90</td>
<td>20.27</td>
<td>17.72</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.10}$</td>
<td>19.22</td>
<td>17.38</td>
<td>17.13</td>
<td>15.13</td>
<td>15.53</td>
<td>16.59</td>
<td>17.93</td>
<td>16.86</td>
<td><strong>15.08</strong></td>
</tr>
<tr>
<td>rBIAS</td>
<td>$Q_{30.5}$</td>
<td>5.56</td>
<td>0.93</td>
<td>6.18</td>
<td>1.01</td>
<td><strong>-0.20</strong></td>
<td>4.87</td>
<td>5.03</td>
<td>4.85</td>
<td>6.12</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.2}$</td>
<td>4.70</td>
<td>0.74</td>
<td>5.77</td>
<td>0.92</td>
<td><strong>-0.34</strong></td>
<td>3.58</td>
<td>4.58</td>
<td>3.77</td>
<td>6.56</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.10}$</td>
<td>6.79</td>
<td>1.19</td>
<td>8.59</td>
<td>1.94</td>
<td><strong>1.09</strong></td>
<td>7.23</td>
<td>6.90</td>
<td>5.83</td>
<td>8.52</td>
</tr>
<tr>
<td>rRMSE</td>
<td>$Q_{30.5}$</td>
<td>37.01</td>
<td>27.94</td>
<td>32.81</td>
<td><strong>23.70</strong></td>
<td>24.19</td>
<td>34.07</td>
<td>34.20</td>
<td>32.54</td>
<td>29.75</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.2}$</td>
<td>32.28</td>
<td>25.67</td>
<td>30.74</td>
<td><strong>21.37</strong></td>
<td>21.79</td>
<td>30.94</td>
<td>32.24</td>
<td>27.79</td>
<td>29.94</td>
</tr>
<tr>
<td></td>
<td>$Q_{7.10}$</td>
<td>39.51</td>
<td>30.61</td>
<td>38.18</td>
<td><strong>27.36</strong></td>
<td>28.63</td>
<td>43.86</td>
<td>40.58</td>
<td>35.55</td>
<td>37.66</td>
</tr>
</tbody>
</table>

Best statistics are in bold characters.
Fig. 1. Location of hydrometric stations across the province of Quebec (Canada).
Fig. 2. Frequency with which different at-site distributions were selected for 7-day low flows.
Fig. 3. Distribution of CN values within the study area.
Fig. 4. Smooth functions of summer $Q_{7,10}$ for the explanatory variables. The dashed lines represent the 95% confidence intervals and dots are the residuals.
Fig. 5. Smooth functions of winter $Q_{7,10}$ for the explanatory variables. The dashed lines represent the 95% confidence intervals and dots are the residuals.
Fig. 6. Dendrogram corresponding to hierarchical clustering for summer low flows for which only 30 leaf nodes are presented. The red line indicates the cut-off distance.
Fig. 7. The physiographic-meteorological canonical space and the hydrological canonical space for the summer season (a and b) and for the winter season (c and d).
Fig. 8. Contour maps of specific quantiles of $Q_{7.2}$ ($QS_{7.2}$) in the province of Quebec using the method SI for (a) summer low flows and (b) winter low flows. Basin centroids coordinates are represented with dots.
Fig. 9. Regional versus at-site quantiles $Q_{7,10}$ for summer low flows. a) HCA+MLR, b) ROI+MLR, c) CCA+MLR, d) HCA+GAM, e) ROI+GAM, f) CCA+GAM, g) ALL+MLR, h) ALL+GAM and i) SI.
Fig. 10. Regional versus at-site quantiles $Q_{7,10}$ for winter low flows. a) HCA+MLR, b) ROI+MLR, c) CCA+MLR, d) HCA+GAM, e) ROI+GAM, f) CCA+GAM, g) ALL+MLR, h) ALL+GAM and i) SI.
Fig. 11. Relative residuals for summer low-flow quantiles $Q_{7.10}$. a) HCA+MLR, b) ROI+MLR, c) CCA+MLR, d) HCA+GAM, e) ROI+GAM, f) CCA+GAM, g) ALL+MLR, h) ALL+GAM and i) SI. Stations are sorted from the one with the smallest catchment area to the one with the largest catchment area.
Fig. 12. Relative residuals for winter low-flow quantiles \( Q_{7,10} \). a) HCA+MLR, b) ROI+MLR, c) CCA+MLR, d) HCA+GAM, e) ROI+GAM, f) CCA+GAM, g) ALL+MLR, h) ALL+GAM and i) SI. Stations are sorted from the one with the smallest catchment area to the one with the largest catchment area.