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Abstract Hydraulic tomography inverse problems, which are solved to estimate aquifer hydraulic prop-
erties between wells, are known to be ill-conditioned and a priori information is often added to regularize
numerical inversion of head data. Because both head data and a priori information have effects on the
inversed solution, assessing the meaningful information contained in head data alone is required to ensure
comprehensive interpretation of inverse solutions, whether they are regularized or not. This study thus aims
to assess the amount of information contained in tomographic slug tests head data to resolve heterogene-
ity in Kh, Kv/Kh, and Ss. Therefore, a resolution analysis based on truncated singular value decomposition of
the sensitivity matrix with a noise level representative of field measurements is applied using synthetic data
reflecting a known littoral aquifer. As an approximation of the hydraulic behavior of a real aquifer system,
synthetic tomographic experiments and associated sensitivity matrices are generated using a radial flow
model accounting for wellbore storage to simulate slug tests in a plane encompassing a stressed well and
an observation well. Although fine-scale resolution of heterogeneities is limited by the diffusive nature of
the groundwater flow equations, inversion of tomographic slug tests head data holds the potential to
uniquely resolve coarse-scale heterogeneity in Kh, Kv/Kh, and Ss, as inscribed in the resolution matrix. This
implies that tomographic head data can provide key information on aquifer heterogeneity and anisotropy,
but that fine-scale information must be supplied by a priori information to obtain finer details.

1. Introduction

It is widely recognized that knowledge of the spatial distribution of aquifer and aquitard hydraulic prop-
erties within an aquifer system is essential to the understanding of its dynamics, which provides the
basis for sound groundwater management. Indeed, comprehensive aquifer characterization should
ideally rely on a three-dimensional model of the architecture of the aquifer system units and their
respective hydraulic properties [e.g., Anderson, 1989; Ouellon et al., 2008; Bayer et al., 2011; Chen et al.,
2012; Di Maio et al., 2014]. Hydraulic tomography, which is essentially the simultaneous analysis of mul-
tiple interwell hydraulic tests, such as pumping [e.g., Tosaka et al., 1993; Gottlieb and Dietrich, 1995; But-
ler et al., 1999; Yeh and Liu, 2000; Bohling et al., 2002, 2007; Zhu and Yeh, 2005; Illman et al., 2007, 2008;
Fienen et al., 2008; Cardiff et al., 2009; Illman et al., 2009; Berg and Illman, 2011, 2013, 2015; Cardiff and
Barrash, 2011; Huang et al., 2011; Cardiff et al., 2012; Sun et al., 2013] and slug tests [e.g., Brauchler et al.,
2003], is increasingly recognized as a promising technique for imaging heterogeneity in hydraulic prop-
erties at local scale, which can lead to preferential flow paths or impermeable barriers that control flow
and transport in aquifers. Cardiff and Barrash [2011] provided a comprehensive review of studies on
hydraulic tomography.

In hydraulic tomography, multiple hydraulic head responses measured in stressed and observation intervals
are inverted to estimate the spatial heterogeneity in hydraulic properties between two or more wells, such
as hydraulic conductivity (K) and specific storage (Ss). Tomographic inverse problems are generally ill-
conditioned, sometimes even rank-deficient, as the number of unknown model parameters is usually
greater than the number of available head data [Carrera and Neuman, 1986; Tonkin and Doherty, 2005].
Resulting overparameterized solutions are thus nonunique [Bohling, 2009; Bohling and Butler, 2010], espe-
cially under real field conditions where noise in the head data limits parameter resolution [e.g., Yeh and Liu,
2000, Illman et al., 2008; Xiang et al., 2009; Huang et al., 2011; Liu and Kitanidis, 2011], as small head varia-
tions caused by geological heterogeneities can be hindered by noisy head data.
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A class of solution of the Gaussian linear inverse problem that is applicable in hydraulic tomography is the
generalized inverse [Menke, 2012]. Generalized inverse solutions can be viewed in two different ways: either
as a point estimate, or localized average of model parameters. First, when the solution is viewed as point
estimate, each parameter of the solution can be considered as unique only if we accept as appropriate the
a priori information used to supplement head data [Bohling and Butler, 2010]. Different strategies to inte-
grate a priori information have been proposed to converge to a unique solution with hydraulic tomographic
problems, such as the use of objective function terms that penalize deviations from an a priori covariance
[e.g., Carrera and Neuman, 1986; Kitanidis, 1995; Yeh and Liu, 2000; Fienen et al., 2008; Illman et al., 2008; Berg
and Illman, 2011; Cardiff and Barrash, 2011; Huang et al., 2011; Cardiff et al., 2012; Sun et al., 2013] or the
addition of smoothing, flatness, robust constraints [e.g., Tikhonov, 1963; Tikhonov and Arsenin, 1977; Doherty,
2003; Tonkin and Doherty, 2005]. Conditioning parameter estimates coming from indirect measurements of
hydraulic properties [Carrera et al., 2005; Illman et al., 2008], groundwater fluxes [Zha et al., 2014], environ-
mental tracers [Vasco et al., 1997], or correlated geophysical properties [e.g., Rubin and Hubbard, 2005; Caers,
2005; Soueid Ahmed et al., 2014] have been also proposed. In most instances, the choice of a priori informa-
tion should be carefully considered since inappropriate use of this complementary information to head
data induce important bias in hydraulic property estimates [Illman et al., 2008; Cardiff and Barrash, 2011].
Second, when the same inverse solution is interpreted as a localized average, the solution can be viewed as
a unique quantity that exists independently of any a priori information applied to the inverse problem.
Examination of the sensitivity matrix for a given tomographic experiment through a resolution analysis may
indeed reveal the averaging properties of the inverse solution [e.g. Vasco et al., 1997; Day-Lewis et al., 2005].
That is, parameters that cannot be resolved independently can be identified and used together to remove
nonuniqueness. The required cost and effort needed to obtain meaningful a priori information for fine-scale
estimates of hydraulic properties may not be justified in some practical applications. Thus, the characteriza-
tion of coarse-scale heterogeneity in hydraulic properties, provided by averaging tomographic inverse solu-
tion based on head data, could represent an efficient aquifer characterization alternative. As such,
tomographic head data by themselves can yield, at the very least, key preliminary information on aquifer
heterogeneities that may be subsequently targeted for more detailed and costly investigations by adding
data to be used as a priori information for inversion.

In this paper, tomographic slug tests head data are used to estimate coarse-scale heterogeneity in horizontal
hydraulic conductivity (Kh), K anisotropy (ratio of vertical and horizontal K, Kv/Kh), and specific storage Ss. The
scientific objective is to assess the spatial information on hydraulic properties that can be obtained solely
from the analysis of tomographic head data, as this knowledge could be used to better design hydraulic tests
for tomographic experiments and eventually better understand the characteristics of the a priori information
that should be gathered to complement head data to provide fine-scale estimates of hydraulic parameters.

In this paper, we present the analysis of tomographic slug tests head data in the plane encompassed by a
stressed well and an observation well. The head data are obtained from a series of synthetic tomographic
slug tests experiments represented by a 2-D radial numerical flow model. This approach allows the investi-
gation of the effect of various factors influencing the resolution of Kh, Kv/Kh, and Ss. In particular, we investi-
gate measurement error, experimental design, magnitude in hydraulic property values, spatial structure of
the hydraulic properties, and discretization. The resolution analysis is based on truncated singular value
decomposition of the sensitivity matrix for a predetermined level of relative parameter error [e.g., Clemo
et al., 2003; Bohling, 2009]. Synthetic scenarios reflect the general aquifer characteristics and experimental
configuration of a field implementation of tomographic slug tests in a littoral aquifer reported by Paradis
[2014] and Paradis et al. [2014]. Laboratory and field tests for this aquifer indicate significant differences in
Kh and Kv values over intervals smaller than the length of the stressed intervals used for the field implemen-
tation of tomographic slug tests [Paradis and Lefebvre, 2013]. Thus, for the purpose of the synthetic tomo-
graphic experiments, we assume that the numerical model representing flow through this aquifer cannot
be described using isotropic K values, and that fine-scale K anisotropy can be captured using Kv/Kh values at
the scale of the parameter grid cells. On the other hand, resolving the heterogeneous structure of the aqui-
fer can capture coarse-scale K anisotropy effects. Finally, while tomographic slug tests have been exten-
sively studied using the concept of hydraulic travel time [Brauchler et al., 2007, 2010 and 2011; Hu et al.,
2011] to estimate heterogeneity in hydraulic diffusivity (the ratio K/Ss), their resolution potential to individu-
ally assess heterogeneity in Kh, Kv/Kh, and Ss as demonstrated in this study has never been assessed.
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2. Approach

In this section, we present the forward radial flow model used to simulate synthetic tomographic experi-
ments and to derive the corresponding sensitivity matrix. Then, we explain the approach used to evaluate a
Moore-Penrose pseudoinverse [Moore, 1920; Penrose, 1955] based on truncated singular value decomposi-
tion (SVD) of the sensitivity matrix from which is derived a resolution matrix. The analysis of the resolution
matrix will serve in the next section to assess the resolution potential of tomographic slug test head data
when solving the inverse problem for different synthetic experiments.

2.1. Forward Modeling
For this study, synthetic tomographic experiments were simulated using the lr2dinv numerical simulator
[Bohling and Butler, 2001], a two-dimensional radial-vertical finite-difference groundwater flow model.
Under conditions of radial symmetry, implying the absence of angular variations in both hydraulic proper-
ties and boundary conditions, the flow to a partially penetrating stressed interval in response to an instanta-
neous change in water level in a confined aquifer of infinite areal extent may be described using the radial
groundwater flow equation:
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where h is the head (L), Ss is the specific storage (1/L), Kr and Kz are, respectively, the hydraulic conductivity
in the radial (or horizontal-Kh) and vertical directions, t is time (T), r is the radial coordinate (L), and z is the
vertical coordinate (positive downward from a zero reference at the top of the aquifer) (L).

The inner boundary of the model is at the stressed well radius rw (L) and the initial conditions are given as
follows:

hðr; z; 0Þ50 rw < r < rm 0 < z < b (2)

Hð0Þ5H0 (3)

where rm is the outer boundary of the model located far away from the stressed well in order not to inter-
fere with it, b (L) is aquifer thickness, H is level of water in the well (L), and H0 is the static water column
height in the well where the stressed interval is located, which is equal to the initial level of water in the
well at t50, (L).

The outer boundary conditions are the following:

hðr5rm; z; tÞ50 t > 0 0 � z � b (4)
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and the inner boundary conditions at the stressed interval is given by
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where d is the distance from the top of the aquifer to the bottom of the stressed interval (L), L is the
stressed screen length (L), and rc is the radius of well casing (L).

To explicitly simulate wellbore storage effects and placement of packer intervals in the well, one column of
cells is used to represent the region inside the wellbore, from the wellbore radius, rw, to the inner radius of
the model grid, rmin. Wellbore processes are approximated using a Darcy’s Law formulation, with open sec-
tions of the wellbore (stressed intervals) represented as high-K regions (Kh51 3 105 m/s, Kv51 3 108 m/s)
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and packers as low-K regions (Kh5Kv51 3 10212 m/s). Cells in the wellbore are also assigned a value of Ss

equal to 0, representing the fact that water is essentially incompressible, except for the top cell of the
stressed interval for which a Ss value of 1 is assigned and converted to the following value:

Ss5
1
Dz

r2
c

r2
w2r2

min

� �
(8)

This value accounts for the vertical thickness of the cell, Dz, and compensates for the exclusion of the inner
portion of the wellbore (between r50 and r5rmin) from the radial model domain. rc is the radius of the well
casing above the wellbore screen radius, rw.

Note that the simulation of wellbore storage effects is a key factor to be considered for tomographic slug
tests interpretation [Prats and Scott, 1975; Spane, 1996; Brauchler et al., 2007; Paradis and Lefebvre, 2013]. In
fact, large wellbore storage (i.e., rc> rw) for a stressed interval delays and lengthens the head perturbation
induced into an aquifer, as the change in head in the wellbore is slower due to the larger radius of the well
casing, rc, with respect to the wellbore screen radius, rw. Large wellbore storage also amplifies the head
response in an observation interval because more water is used to carry out the test. While observation
interval response is sensitive to wellbore storage, wellbore storage makes the estimation of Ss from stressed
interval response more difficult when the volume of stored water in the wellbore is much larger than the
storage capacity of the aquifer [Cooper et al., 1967]. That is, stressed interval response is rather insensitive to
change in Ss value in this case. Thus, explicit modeling of wellbore storage will results in better estimation
of hydraulic properties. Note that for the synthetic simulations we neglected wellbore storage effects in the
observation intervals because we assume that each observation interval is straddled with packers to avoid
storage effects [Sageev, 1986]. To simulate slug tests, the initial head in the top cell of the open section of
the wellbore is set to the initial displacement for the test, H0, with all other initial heads in the model set to
zero. For modeling radial flow induced by a slug test, the model uses a logarithmic transform of the radial
coordinate to transform the radial flow problem into an equivalent problem in Cartesian coordinates.
Details about the transform and solving of the resulting Cartesian flow equation with transformed values
using block-centered finite-difference formulation are found in Butler and McElwee [1995] and Bohling and
Butler [2001].

2.2. Sensitivity Calculation
The sensitivity relates a change in a parameter to a corresponding change in the heads. For this study, each
Jm,n element in the sensitivity matrix represents the normalized sensitivity of the head at a given time and
location, hm, to one of the model parameter, pn:

Jm;n5pn
@hm

@pn
(9)

The head index m runs over all observation times and locations for all simulated tests, and pn represents
either the Kh, Kv/Kh, or Ss value associated with each of the cells in the parameter grid used for the numerical
simulation. This normalization brings the sensitivities of the different parameters to an equal level for a
change of head in response to a unit relative change in the parameter value. Differences in magnitude in
the relative sensitivities are thus more indicative of the actual relative influence of each parameter [Bohling
and Butler, 2001]. Notice that the sensitivity matrix here represents a linear approximation of the nonlinear
behavior of the flow nearby the parameters used in the synthetic simulations, which is a fair approximation
to evaluate the resolution potential of mild nonlinear problems such as the groundwater flow problem rep-
resented by (1) [Vasco et al., 1997]. In this work, the sensitivity matrix elements are constructed by a
sequence of groundwater flow simulations using lr2dinv, one simulation per parameter grid cell, in which
each hydraulic property in a single cell is slightly perturbed from its original value and the differences in
head are noted.

2.3. Moore-Penrose Pseudoinverse
Consider a vector m of n model parameters that we wish to estimate from a data vector, d, of m observa-
tions. The inverse problem can thus be written as a linear system of equations [Aster et al., 2005]:
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m5Jd (10)

where J is a m3n sensitivity matrix, as described in (9), that can be decomposed into its singular values,
such as:

J5USVT (11)

where U is a m3m orthogonal matrix with columns that are unit basis vectors spanning the data space, Rm.
V is a n3n orthogonal matrix with columns that are unit basis vectors spanning the model space, Rn. S is a
m3n diagonal matrix with nonnegative diagonal singular values of J. The singular values along the diagonal
of S are arranged in order of decreasing magnitude, and the columns of U and V are arranged in the corre-
sponding order. The columns of V represent linear combinations of the model parameters, and the leading
columns, corresponding with the largest singular values, represent the linear combinations that are most
strongly resolved by the data.

A singular value decomposition (SVD) analysis can be used to investigate the condition of an inverse prob-
lem and its noise amplification behavior, and it can also be used to compute a generalized inverse of J,
called the Moore-Penrose pseudoinverse, which is given by [Aster et al., 2005]:

J
†
5VpS21

p UT
p (12)

where only the p largest singular values and vectors, that correspond to the most strongly resolved parame-
ters, have been retained. This pseudoinverse can then be used in computing estimated parameters, m† ,
from observed data, d, as

m† 5J
†
d (13)

where m† is a least squares and minimum length solution, regardless of the relative sizes of the rank of J, m
and n.

2.4. Resolution Matrix
To visualize the quality of the spatial coverage provided by a given tomographic experiment and to quan-
tify the nonuniqueness of the inverse solution, we compute its resolution matrix, R. If the true model is rep-
resented by m and the corresponding true data vector is represented by d5Jm, then the estimated model
parameter vector, m† , can be expressed from (13) as [Aster et al., 2005]:

m† 5J
†
Jm (14)

The matrix multiplying the true model is the model parameter resolution matrix:

R5J
†
J (15)

where the elements of matrix R are the averaging coefficients or the filter through which we view the
hydraulic property structures resulting from the inversion [Vasco et al., 1997]. For instance, Rij denotes the
contribution of the jth parameter to the estimate of the ith parameter. The resolution matrix is an array
whose diagonal elements correspond to each grid cell of the model domain. The values of diagonal ele-
ments (i5j) are between 0 and 1. A value of 0 means that a given parameter cannot be resolved using the
available observation data, and a value of 1 means it can be resolved perfectly. The off-diagonal elements
(i 6¼j) reflect the correlation of other elements on resolving the elements on the diagonal. Thus a value of
zero in all the ijth (j not equal to i) elements means that the parameter in the jth element has no effect on
determining the ith element and, consequently, no spatial averaging would be present in the estimate.

For consistency among the comparison of the different synthetic tomographic experiments, we define the
noise amplification behavior associated with each tomographic experiment and select individual number of
p singular values and vectors to use in (15) to evaluate the pseudoinverse J

†
of each experiment using a

common level of model parameter error resulting from the inversion. As tomographic inverse problems are
nonlinear and solved in a number of steps with the sensitivity matrix used as a linear approximation of the
nonlinear flow at each step, the vector d in (12) represents the matrix of residuals between the observed
head data and corresponding simulated values at the current step, while m represents a vector of parame-
ter updates. Moreover, because the sensitivities in the sensitivity matrix are normalized, m can be taken as a
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vector of relative parameter updates [Clemo et al., 2003; Bohling, 2009]. Thus, with d in (13) taken to repre-
sent the random noise in head data, g, m can be interpreted as the error in the model parameters, Dm† ,
resulting from the noise in the data, as follows:

Dm† 5m2m† 5J
†
g (16)

where m is the true model as defined in (10) and the norm of Dm† is a measure of the noise amplification
error [Vogel, 2002]. Then, for a given level of model parameter error, defined here as the root mean square
of the norm of Dm† , the number of p singular values and vectors to retain in the pseudoinverse of a given
tomographic experiment can be selected to compute the associated resolution matrix [Bohling, 2009]. It has
to be noted that as the number of p singular values and vectors retained in the pseudoinverse increase,
model parameter error also increases to compensate for the increasing demand of resolution for less sensi-
tive and highly correlated parameters associated with smaller singular values. A trade-off between apparent
resolution and variance in the model parameter error should thus be generally achieved when solving the
inverse problem.

3. Synthetic Experiments

In this section, we discuss a series of synthetic tomographic experiments (Table 1) that investigate the
effect of factors that impact the resolution of hydraulic properties resulting from the analysis of tomo-
graphic slug tests head data. Specifically, we investigate measurement error, experimental design, magni-
tude in hydraulic property values, spatial structure of the hydraulic properties, and discretization. Results
for various scenarios are compared with a base case example that reflects the general aquifer characteris-
tics and experimental configuration of a field implementation of tomographic slug tests reported by Para-
dis [2014]. The present paper does not aim to exactly reproduce the test configuration or the hydraulic
property fields themselves, but instead use similar test design and physical property values as the basis
for various synthetic experiments to assess the information content of a transient analysis of tomographic
slug tests.

Table 1. Synthetic Simulation Parameters and Average Resolution for Hydraulic Properties Within the Interwell Region (IWR) for Different Scenarios Assessing the Effects of the Signal-
to-Noise Ratio, Tomographic Test Configuration, Magnitude of the Hydraulic Property Values and Discretizationa

Scenario
Model (Kh (ms21)-
Kv/Kh (-)-Ss(m

21))
Grid
Cells

Noise
SD (m)

Initial
Head (m)

Number
of tx-rx

Unknowns/
Rank

Condition
Number

Singular Values
Retained (p)

Average Resolution
Within IWR (-)

Kh Kv/Kh Ss

1-Base case 1 3 102520.1-1 3 1025 143 2 3 1024 4.5 13–37 429/429 6 3 1010 136 0.57 0.30 0.48
2-Noise-free 1 3 102520.1-1 3 1025 143 2 3 1028 4.5 13–37 429/429 5 3 1010 366 0.99 0.99 1.00
3-Initial head 1 3 102520.1-1 3 1025 143 2 3 1024 2.25 13–37 429/429 7 3 1010 123 0.51 0.24 0.36
4-Initial head 1 3 102520.1-1 3 1025 143 2 3 1024 9.0 13–37 429/429 7 3 1010 143 0.60 0.36 0.52
5-Test configuration 1 3 102520.1-1 3 1025 143 2 3 1024 4.5 13–59b 429/429 5 3 1010 142 0.62 0.36 0.51
6-Test configuration 1 3 102520.1-1 3 1025 143 2 3 1024 4.5 13–48c 429/429 5 3 1010 156 0.65 0.47 0.54
7-Test configuration 1 3 102520.1-1 3 1025 143 2 3 1024 4.5 26–74d 429/429 4 3 1010 223 0.92 0.63 0.71
8-Property magnitude 1 3 102620.1-1 3 1025 143 2 3 1024 4.5 13–37 429/429 4 3 1010 161 0.64 0.44 0.58
9-Property magnitude 1 3 102420.1-1 3 1025 143 2 3 1024 4.5 13–37 429/424 5 3 1010 105 0.51 0.25 0.39
10-Property magnitude 1 3 102521-1 3 1025 143 2 3 1024 4.5 13–37 429/424 6 3 1010 79 0.38 0.19 0.27
11-Property magnitude 1 3 102520.01-1 3 1025 143 2 3 1024 4.5 13–37 429/429 3 3 1010 190 0.66 0.31 0.64
12-Property magnitude 1 3 102520.1-1 3 1026 143 2 3 1024 4.5 13–37 429/429 8 3 1010 106 0.53 0.28 0.32
13-Property magnitude 1 3 102520.1-1 3 1024 143 2 3 1024 4.5 13–37 429/429 1 3 1011 149 0.63 0.33 0.61
14-Discretization Heterogenous and anisotropicf 143 2 3 1024 4.5 13–70 429/429 6 3 1010 202 0.73 0.56 0.69
15-Discretization Heterogenous and anisotropicf 65 2 3 1024 4.5 13–70 195/195 2 3 1010 156 0.98 0.92 0.92
16-Relative property

magnitude
Heterogenous and anisotropicf 65 2 3 1024 4.5 13–70e 195/195 5 3 108 169 0.99 0.95 0.95

aUnderlined text indicates modified parameter with respect to the base case scenario. Condition number values indicate moderated ill-conditioned inverse problems and unknown
parameters greater than the matrix rank indicates rank deficient problems. SD stands for standard deviation. tx and rx stand for stressed (transmitter) and observation (receiver) inter-
vals, respectively.

b22 observation intervals added in the observation well.
c11 observation intervals added in the stressed well.
dReciprocal tests of the base case added.
eStressed and observation wells inverted.
fHeterogeneous and anisotropic hydraulic properties (see text).
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The surficial sediments of the study area where tomographic slug tests have been carried out by Paradis
[2014] consist primarily of Late Quaternary sandy and silty sediments that were deposited in the receding
Champlain Sea, which was an arm of the Atlantic Ocean that had invaded the St. Lawrence Valley at the
time of the last deglaciation [Bolduc, 2003; Paradis et al., 2014; Tremblay et al., 2014]. This littoral and sublit-
toral depositional environment resulted in superposition of long (>100 m) interdigitized sand and silt strata
with fine vertical and lateral intrastratal transitions in grain size as a result of changing energy levels along
Champlain Sea shorelines [Paradis et al., 2014]. At the tomography site, values of Kh based on multilevel
slug tests in wells done at 15 cm intervals ranged from 7 3 1027 to 2 3 1025 m/s using the Bouwer and
Rice [1976] method [Paradis et al., 2011], whereas Kv estimates from permeameter tests on sediment sam-
ples at the same scale ranged from 2.7 3 1028 to 1.0 3 1025 m/s [Paradis and Lefebvre, 2013]. The compari-
son of Kh and Kv values for the same 15 cm intervals provides estimates of Kv/Kh between 0.0025 and 0.83
as a result of the fine stratification of sand and silt sediments. Moreover, considering the results of the inver-
sion of vertical interference slug test data, Ss values are shown to decrease with overburden thickness and
vary from approximately 1 3 1024 to 1 3 1026 m21 [Paradis and Lefebvre, 2013]. The tomography field
experiment involved a series of slug tests performed sequentially within 0.61 m long stressed intervals
straddled by packers along fully screened direct-push wells separated by a distance of 7.98 m. During the
slug tests, head responses were recorded with pressure transducers within the stressed interval and also
within 0.30 m long observation intervals straddled by packers within an observation well and below the
stressed interval.

For all synthetic experiments, we used a radial flow model to simulate stressed and observation interval
responses in the plane encompassed by the stressed and observation wells, the interwell region (IWR). The
model used a simulation grid with 43 cells of logarithmically increasing dimension along the radial axis and
26 cells of dimension 0.3048 m (1 foot) along the vertical axis (Figure 1a). Radial cell sizes are smaller near
the stressed well, where hydraulic gradients induced by slug tests are larger. The scale of the logarithmic
transform was adjusted to fit the radial location of the simulation grid nodes to the location of the wells
with a well spacing identical to the field implementation. This discretization places the zero-head outer
boundary of the model about 111 m from the stressed well, so that this boundary has negligible effects on
simulated slug test heads at the stressed and observation wells. Confined conditions are also assumed for
lower and upper boundary conditions.

Although we used a radial flow model with finer grid discretization near the stressed well to accu-
rately represent larger hydraulic gradients near the stressed intervals, we used a different parameter
grid with similar cell sizes to compare parameter sensitivities and resolutions on a common basis
[e.g., Bohling, 2009]. The simulation grid was then divided into 143 cells of 0.61 m in height that cor-
responds to the length of the stressed interval (Figure 1b). Given the logarithmic change in cell
dimensions in the radial direction, the cells of the simulation grid were merged laterally to obtain
cell widths of approximately equal size within the IWR. The average width of the cells within the ROI
is 1.46 m, which means that six columns of cells separate the stressed and observation wells. This
143 cell parameter grid was used for all synthetic simulations, except for discussion about discretiza-
tion later on.

In order to provide a realistic estimate of parameter resolution under realistic field conditions, we added a
Gaussian random noise with a mean of zero and a standard deviation of 2 3 1024 m to actual synthetic
head data. This noise level was evaluated from a residual analysis of head data recorded during the field
implementation of the tomographic slug tests reported by Paradis [2014]. This noise level is consistent with
observations by Bohling [2009] using tomographic pumping test data. Also, the resolution matrix for each
synthetic experiment is computed using the number of p singular values and vectors (different for each
experiment) that amplify the estimated random noise with a standard deviation of 2 3 1024 m into mean
square value of 0.01 for the norm of Dm† (average relative model parameter error of 10%), thus providing a
common basis of comparison for all synthetic experiments.

Finally, for all synthetic experiments, both stressed and observation interval responses are used in the com-
putation of the respective sensitivity and resolution matrices. Indeed, temporal sensitivity curves for
stressed and observation intervals are fairly different [McElwee et al., 1995] and the combined use of all
available head records can reduce sensitivity correlation between parameters, which is essential to maxi-
mize the resolution potential of tomographic experiments.
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3.1. Spatial Sensitivity and Resolution of a Tomographic Experiment: Base Case
This section examines spatial sensitivity and resolution associated with a transient analysis of tomographic slug
tests head data using a base case scenario. For the base case scenario, a homogeneous and anisotropic model
with bulk average Kh, Kv/Kh, and Ss values of 1 3 1025 m/s, 0.1, and 1 3 1025 m21, respectively, is used to simu-
late a tomographic experiment with 13 slug tests. Slug tests are carried out along a 8 m stressed well with simul-
taneous recording of heads in the stressed interval and three observation intervals (except for the upper and
lower most stressed intervals that use two observation intervals) distributed along an observation well of identi-
cal length to provide relatively uniform spatial coverage of the IWR (Figure 1b). A total of 13 stressed and 37
observation interval responses are thus available for the base case analysis, which is considered a moderate cov-
erage configuration that might be obtained in the field in only a few days. Although aquifers are inherently het-
erogeneous in nature, using a homogeneous model permits to isolate its effects from the effects of the various
factors that influence resolution, in particular those from the effects of the spatial structure of hydraulic proper-
ties. Effects of the spatial structure of hydraulic properties will be discussed later in this paper.

3.1.1. Spatial Sensitivities
The resolution potential of tomographic slug tests data is first shown in Figure 2a which presents the RMS
normalized sensitivity of heads to Kh, Kv/Kh, and Ss for the 13 slug tests using 13 stressed and 37 observation
intervals (base case) in each cell of the parameter grid for a 10,000 s time frame. The RMS normalized sensi-
tivity to Kh for parameter grid cell j is given by:
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Figure 1. (a) Numerical grid and boundary conditions used for all synthetic tomographic experiments. (b) Parameter grid with 143 cells
and zonation used for scenarios 1 through 14 (Table 1). Locations of stressed and observation intervals are also depicted in Figure 1b
with red plain lines indicating associated intervals for each slug test where head data were used simultaneously for the base case
scenario.
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Figure 2. Spatial distributions of root mean square (RMS) normalized sensitivity to Kh, Kv/Kh, and Ss associated with the analysis of the syn-
thetic 10,000 s head records for the base case scenario using an homogeneous and anisotropic model for different times: (a) time-
integrated from 0 to 10,000 s; (b) for early time 20 s; (c) at approximately peak head amplitude in the observation intervals 200 s; and (d)
at late time 2000 s.
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and similarly for Kv/Kh and Ss. The summation is over the entire set of n simulated heads for all stressed and
observation intervals, and for all times over the tests. The RMS normalized sensitivity is an integrated mea-
sure of the sensitivity that emphasizes the resolution potential associated with relative variation of the sen-
sitivities for each parameter. Thus, larger RMS normalized sensitivities could show better resolution
potential. Figures 2b–2d also show temporal evolution of sensitivities by plotting RMS normalized sensitivity
using (17) for different times; thus giving snapshots of RMS normalized sensitivity at specific times.

As summarized by Figure 2a or specifically illustrated at different times by Figures 2b–2d, Figures 2a–2d
show that sensitivities are larger for cells near the stressed well, where flow rates induced by slug tests are
the largest, with gradually decreasing values away from the stressed well as the head perturbation decays.
Also, the comparison of sensitivity patterns along the study plane for each hydraulic property shows that
sensitivities are larger for Kh with a radius of influence that extends well beyond the observation well. In
comparison, sensitivities for Kv/Kh are relatively smaller and almost vanish just beyond the observation well.
These patterns have to be related to the different flow components induced by slug tests, which induce
predominantly horizontal head gradients even using a stressed screen of small aspect ratio (ratio of screen
length to screen diameter). Sensitivities for Ss are the lowest and vary spatially according to temporal varia-
tion in head gradients. Thus, based solely on relative variation of sensitivities, the resolution potential is
expected to be better for Kh near the stressed well.

3.1.2. Resolution Matrix and Resolution Tomograms
To further examine the potential of resolution of previous sensitivity plots presented in Figures 2a–2d, Figure
3a shows the resolution matrix associated to the same base case scenario. The computation of the elements
of the resolution matrix is based on truncated SVD of the sensitivity matrix retaining the first 129 largest sin-
gular values and vectors, which corresponds to a relative parameter error of 10%. The resolution matrix is
439 3 439, with top left, center, and bottom right 143 3 143 matrices associated with the Kh, Kv/Kh, and Ss

values of the 143 parameter grid, respectively. The top middle, top right, and middle right matrices and their
corresponding middle left, bottom left, and bottom middle mirror image matrices describe dependence
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Figure 3. (a) Resolution matrix associated with the analysis of the synthetic 10,000 s head records for the base case scenario based on a
truncated SVD of the sensitivity matrix shown in Figure 2a (truncated SVD with parameter error 10% and noise standard deviation 2 3

1024 m). Red plain lines superposed on the resolution matrix indicate the different submatrices corresponding to each hydraulic property
and dashed red boxes encompass parameters within the interwell region (IWR). Resolution matrix enlarged for (b) the top left submatrix
showing resolution for Kh, and (c) top center submatrix showing resolution between Kh and Kv/Kh.
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among the Kh, Kv/Kh, and Ss values. Each
diagonal element of the 439 3 439 matrix
describes the degree of resolution of the
Kh, Kv/Kh, or Ss value in a particular model
cell and ranges from 1 for a perfectly
resolved parameter to 0 for a completely
unresolved parameter. Off-diagonal ele-
ments of the resolution matrix describe the
extent of blurring of a particular parameter
estimate due to correlations with other
parameters during the inversion process
[Aster et al., 2005]. Resolution values lower
than 0.5 indicate that the parameter esti-
mate for a cell is influenced more strongly
by other parameter values than it is by the
corresponding parameter of the cell itself.
As illustrated in Figure 3a, while higher
resolution values are essentially focused on
the diagonal of the resolution matrix for
cells within the IWR, nonzero resolution val-
ues also appear on off-diagonal elements.
This suggests that parameters for the base
case scenario are not perfectly resolved,
and that correlation exists between cells for
a given hydraulic property (e.g., Figure 3b)
or between hydraulic properties for a given
cell (e.g., Figure 3c).

To further illustrate the resolution informa-
tion contained in the resolution matrix, Fig-
ure 4 shows the diagonal elements of the
resolution matrix at the corresponding
parameter grid cells for each hydraulic
property. As expected from the resolution

matrix in Figure 3a with darker diagonal elements, resolution values for Kh, Kv/Kh, and Ss are higher within
the IWR and mostly focused on the stressed and observations wells with better resolution near the stressed
well. For the central area within the IWR, the resolution is weak, as revealed by examination of Figure 3a
that shows small resolution values spread along off-diagonal stripes running parallel to the diagonal, sug-
gesting a correlation between these parameters and parameters on the diagonal. As noted in Table 1, aver-
age resolution values for Kh, Kv/Kh, and Ss within the IWR for the base case scenario range from 0.30 to 0.57.

3.1.3. Resolution Averaging Kernel
To complete the analysis of the resolution matrix with the base case scenario, Figures 5a–5c display averaging
kernels associated with the inversion of Kh, Kv/Kh, and Ss for three cell locations in the 143 parameter grid (Fig-
ure 1b): cell 7 (Figure 5a) is located close to the stressed well, cell 46 (Figure 5b) is between the stressed and
observation wells, and cell 98 (Figure 5c) is outside the IWR. As previously discussed with (14) and (15), every
component of m† is a weighted average of the actual m, with the weighting factors given by the elements of
the resolution matrix R. For this reason, the rows of R are called averaging kernels and plotting the j resolution
values of a given ith averaging kernel at corresponding locations in the investigated region provides informa-
tion on the spatial averaging characteristics of the ith parameter [Vasco et al., 1997]. That is, large spreading of
resolution values in plotted averaging kernel around a ith parameter is indicative of coarse-scale spatial resolu-
tion, whereas resolution values centered on the given parameter reveal finer-scale resolution.

Note that for Figures 5a–5c, averaging kernels are extracted directly from the resolution matrix in Figure 3a.
For the averaging kernel associated with cell 7 close to the stressed well in Figure 5a, an estimate of the
hydraulic properties of this cell is essentially centered on the cell itself, except for Kv/Kh where the kernel is
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spreads over the two closest cells adjacent to the stressed well. In comparison, for estimates in the middle of
the IWR (cell 46; Figure 5b), values for Kh, Kv/Kh, and Ss are averages over an approximately elliptical zone
between the wells, whereas for a cell located outside the IWR (cell 98; Figure 5c), the averages are over much
larger areas. Note also the difference the scale of the resolution for the three cells shown in Figures 5a–5c.
Figures 5a–5c indicating that hydraulic parameters obtained from the inversion of tomographic slug tests
head data are better resolved near the stressed well. For regions away from the wells (middle and outside
the IWR), the resolution is rather weak so that Kh, Kv/Kh, and Ss estimates represent coarse-scale spatial averages.
This means that for each incompletely resolved cell (R<1), only the combined effects of this cell with its sur-
rounding cells can be effectively resolved because the sensitivities for those cells are correlated. Finally it is
important to mention that analyzing resolution using smaller parameter cell dimensions (vertically or horizon-
tally) would have produced similar averaging kernel patterns, but with smaller relative resolution values for
each cell.

3.2. Analysis of Factors Affecting Resolution
This section explores the impact on hydraulic property resolution from tomographic slug tests of the follow-
ing factors: signal-to-noise ratio, test configuration, and magnitude of the hydraulic property. For each sce-
nario, the resolution of parameters within the IWR is calculated and compared to the base case experiment.
Figures 5a and 6a show the resolution for the three hydraulic parameters for the 143 parameter grid for the
base case, whereas Figures 6b–6e and Figures 7b–7e show the same information for scenarios assessing
the effects of different factors by comparison to the base case. As for the base case scenario, the resolution
calculation is based on truncated SVD of the sensitivity matrix for a relative parameter error of 10% using an
estimated random noise with a standard deviation of 2 x 1024 m.

3.2.1. Effect of Signal-to-Noise Ratio
The relative magnitude of the sensitivity for a particular parameter or the sensitivity differences between
given parameters compared to the measurement error (signal-to-noise ratio) is a critical consideration for
parameter resolution [Yeh and Liu, 2000, Illman et al., 2008; Xiang et al., 2009; Huang et al., 2011; Liu and
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Kitanidis, 2011]. For a small signal-to-noise ratio, it is indeed difficult to separate the real signal from the
noise caused by measurement errors and then obtain reliable parameter estimates. Although the noise level
is dependent on the technology available to record head data, the signal-to-noise ratio can be improved by
increasing the magnitude of the head of the slug used to initiate tests. Figure 6b and Table 1 show indeed
that doubling initial head from 4.5 to 9.0 m (scenario 4) slightly improves average resolution for Kh, Kv/Kh,
and Ss within the IWR. However, comparing average resolutions for scenarios 1, 3, and 4 in Table 1 shows
that the increase in resolution is reduced with increasing initial head (e.g. from 0.51 to 0.57 to 0.60 for Kh).
This suggests that when head variations recorded in observation intervals are large enough to be no longer
hindered by the noise, the resolution potential is then essentially controlled by sensitivity differences
between parameters that are too small to be distinguished from the noise, such as for parameters in the
middle and outside of the IWR. As an extreme example, when considering unrealistic noise-free head data
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Figure 6. Diagonal elements of the resolution matrix for Kh, Kv/Kh, and Ss associated with the analysis of the synthetic 10,000 s head records (truncated SVD with parameter error
10% and noise standard deviation 2 3 1024 m) for selected scenarios showing the effects of the signal-to-noise ratio and test configuration (Table 1): (a) base case with initial head of
4.5 m; (b) increasing initial head to 9.0 m; (c) adding 22 observation intervals in the observation well; (d) adding 11 observation intervals in the stressed well; and (e) using reciprocal
tests.
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(scenario 2) for the base case scenario, Table 1 shows that small differences in sensitivity between parame-
ters can easily be distinguished, which results in perfectly resolved parameters within the entire IWR.

3.2.2. Effect of Test Configuration
The number and relative location of observation intervals used to record head data during a tomographic
experiment may affect hydraulic property resolution. As a reminder, the base case (scenario 1 in Table 1)
used 3 observation intervals for each of the 13 test intervals (except at the top and base) for a total of 37
observation intervals (Figure 1b). To illustrate the effect of test configuration on resolution, three different
scenarios are considered (Table 1): (scenario 5) the base case using 5 observation intervals per test instead
of 3, for a total of 13 stressed and 59 observation interval responses; (scenario 6) the base case using one
additional observation interval per test below the stressed interval (this configuration is identical to the
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Figure 7. Diagonal elements of the resolution matrix for Kh, Kv/Kh, and Ss associated with the analysis of the synthetic 10,000 s head records (truncated SVD with parameter error 10%
and noise standard deviation 2 3 1024 m) for selected scenarios showing the effects of the magnitude of hydraulic property values (Table 1): (a) base case with Kh value of 1 3 1025 m/
s, Kv/Kh value of 0.1, and Ss value of 1 3 1025 m21; (b) low Kh value of 1 3 1026 m/s; (c) high Kh value of 1 3 1024 m/s; (d) K isotropy with a Kv/Kh value of 1; and (e) high Ss value of 1 3

1024 m21.
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vertical interference slug tests proposed by Paradis and Lefebvre, [2013]), for a total of 13 stressed interval
responses and 48 observation interval responses (37 in the observation well and 11 in the stressed well);
and (scenario 7) the base case with its reciprocal mirror image where roles of stressed and observation wells
are interchanged, for a total of 26 stressed and 74 observation interval responses.

Figure 6c and Table 1 show that using 22 additional observation intervals located in the observation well (sce-
nario 5) slightly increases average resolution within the IWR with respect to the base case scenario. The com-
parison of Figures 6c and 6d indicates, however, that using additional observation intervals located in the
stressed well (scenario 6), instead of in the observation well (scenario 5), provides better resolutions (Table 1),
in particular for Kv/Kh near the stressed well, even if fewer observation intervals are used. Indeed, an additional
observation interval located at proximity to the source provides more information than an additional interval
located close to an existing observation interval in the observation well. Notice that for practical situations
dealing with heterogeneous aquifers, using many (and possibly close) observation intervals in an observation
well may provide less redundant information than for the homogeneous case illustrated in the present paper.

As depicted in Figure 6e, using the base case with its reciprocal mirror image (scenario 7) considerably
increases the resolution within the IWR (Table 1). For that case, reciprocal tests greatly contribute to reduce
sensitivity correlation between parameters due to the distinct sensitivity behavior for stressed and observa-
tion interval responses [McElwee et al., 1995]. This may appear contradictory to the finding of Bohling and
Butler [2010] with respect to the benefit of using reciprocal tests. In their discussion regarding tomographic
pumping tests, Bohling and Butler [2010] assume that when using observation interval responses, adding
reciprocal observation interval responses do not indeed provide additional information about heterogene-
ities, as long as the principle of reciprocity [Bruggeman, 1972; Leven and Dietrich, 2006] holds. In our analysis,
however, we used both stressed and observation interval responses, which together provide different infor-
mation about heterogeneities regardless of the applicability of the principle of reciprocity. Obviously, using
reciprocal tests requires twice the acquisition time in the field and may considerably increase the computa-
tional burden, but the major improvement in resolution compared to other experimental strategies has to
be considered when planning the design of tomographic slug tests experiments.

3.2.3. Effect of Magnitude of Hydraulic Property Values
The magnitude of hydraulic properties is expected to control the resolution potential of tomographic slug tests
due to variations in both sensitivity magnitude and relative correlation between parameters that can be induced
by different combinations of hydraulic property values. Figures 7b–7e and Table 1 (scenarios 8–13) present reso-
lution tomograms and average resolutions within the IWR, respectively, for different combinations of Kh, Kv/Kh,
and Ss. For each scenario, one hydraulic property is varied at a time while holding the other properties constant.
By comparison with the base case scenario, we observe that resolution is better for a lower Kh value (scenario 8
versus 9), stronger K anisotropy (lower Kv/Kh) (scenario 10 versus 11), and a higher Ss value (scenario 12 versus
13). Changes in resolution are not only observed for the modified hydraulic property itself, but also together
with the other properties in the same direction (all with better or worst resolution). Lower resolution for higher
values of Kh and lower values of Ss (Table 1) is explained, in part, by the fact that faster head responses in obser-
vation intervals increase the correlation between sensitivities for stressed and observation intervals. Note, how-
ever, that a large Ss value leads to a smaller head response in the observation interval, which may limit proper
resolution as the observation response should be larger than the noise level in the measurements. Lower resolu-
tion for isotropic conditions (Kv/Kh 51) is on the other hand the result of almost identical head responses
recorded in observation intervals with different angles with respect to the source, which is redundant informa-
tion that cannot help distinguish the contribution of the different parameters. Indeed, for homogeneous and
isotropic conditions, difference in travel path lengths with varying observation interval locations are not suffi-
cient to produce significant difference in observation interval responses. In the field however, head responses
recorded in observation intervals with different angles would inevitably exhibit differences as aquifers are rarely
perfectly homogeneous and isotropic, and the analysis of head responses for various angles can help in identify-
ing the degree of heterogeneity and/or anisotropy at the scale of the tomographic experiment.

3.3. Coarse-Scale Heterogeneities
Previous results demonstrated that resolution potential associated with hydraulic property values estimated
from tomographic slug tests head data strongly varies spatially as a function of measurement error, test
configuration, and magnitude in hydraulic property values. These results thus indicate the limitations of
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such data to resolve by themselves (i.e., without regularization) fine-scale heterogeneities everywhere over
the region investigated by slug tests. In this section, we evaluate the effect of model parameter grid discreti-
zation to define coarse-scale heterogeneity in hydraulic properties as contained in the averaging kernels.
For that purpose, we consider an additional synthetic experiment using a heterogeneous model that
mimics the general aquifer structure recovered from the inversion of the tomographic field experiment
reported by Paradis [2014]. The main features of this model (Figures 8a and 8b) are: (i) a permeable (Kh51
3 1025 m/s) and strongly anisotropic (Kv/Kh50.01) continuous layer in the lower part of the IWR; and (ii) a

mt

mt

mt

mt

mt

mt

Figure 8. Recovered aquifer model for Kh, Kv/Kh, and Ss, as obtained from the multiplication of the true heterogeneous model by the resolution matrix for a 10,000 s head records analysis
(truncated SVD with parameter error 10% and noise standard deviation 2 3 1024 m), showing the effects of the discretization of the parameter grid on heterogeneity resolution (Table
1): (a) fine spatial resolution with the 143 parameter grid shown in Figure 1b; and (b) coarse spatial resolution with a 65 parameter grid where cell dimensions were varied according to
the approximate size of the averaging kernels of the 143 parameter grid.
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permeable (Kh51 3 1025 m/s) and isotropic (Kv/Kh51) discontinuous layer in the upper part of the IWR; (iii)
that are embedded in lower permeability (Kh51 3 1026 m/s), and mild K anisotropy (Kv/Kh50.1) material.
Specific storage was kept at a constant value of 1 3 1025 m21 over the entire model domain. For this
experiment, we use the base case test configuration with 22 additional observation intervals in the observa-
tion well (same as scenario 5) and 11 in the stressed well (same as scenario 6) to represent a field acquisition
strategy with significantly improved resolution as indicated by previous results for a homogeneous domain
(Table 1).

First, we consider the resolution and associated hydraulic property tomograms using the 143 parameter
grid to assess recovery of the heterogeneities (Figure 8a). The recovered tomogram for Kh, Kv/Kh, and Ss are
evaluated using (14) and (15), where the elements of the resolution matrix are the averaging coefficients
resulting from the inversion. As expected from previous analysis with homogeneous and anisotropic mod-
els, the resolution is generally focused near the stressed and observation wells, even though resolution can
be modified locally due to the difference in hydraulic property values. Consequently, recovered hydraulic
properties from inversion are only similar to the true model near the stressed well and the true aquifer
structure is hardly distinguishable from recovered tomograms due to the relatively poor resolution in the
middle and outside of the IWR (Table 1). We also note the large variance of hydraulic property estimates
(large deviation from the true average value), as indicated by the range of hydraulic property values on
respective scale bars.

As illustrated in Figures 5a–5c, model parameter estimates are weighted averages of the true model param-
eters in the vicinity of the incompletely resolved cells, which means that an inversion can be regularized
through discretization to lower sensitivity correlation, and provide parameter estimates with higher resolu-
tion [Aster et al., 2005]. Reducing the number of cells between the stressed and observation wells can also
achieve regularization through discretization. Figure 8b shows the resolution and recovered models for Kh,
Kv/Kh, and Ss using a coarse 65 parameter grid. According to the averaging kernels of the previous simula-
tion with the heterogeneous model, cells of the 143 parameter grid were merged together to separate the
interior and exterior of the IWR in three and two columns of cell, respectively. For this example, cells within
the IWR are thus 0.61 3 2.92 m (on average), whereas cells just beyond and farther away the observation
well are 0.61 3 10.38 m and 0.61 3 91.70 m, respectively. According to Figure 8b and Table 1, the heteroge-
neous model is better resolved using a coarser parameter grid adapted to the scale of the information con-
tained in the resolution matrix, thus providing a recovered model closer to the true model with smaller
deviation from the true average hydraulic property values (note that different ranges of values were used
on parameter scale bars in Figures 8a and 8b).

A few additional comments can be made about Figure 8b. First, merging cells of the discontinuous layer
would have provided a better resolution of this layer, as well as using different discretization grids for each
hydraulic property, as indicated by an analysis of the averaging kernels (not shown). Also, while magnitude
in hydraulic property values have an influence on resolution potential, as shown for the discontinuous layer,
the relative magnitude in hydraulic property values also appears to have an influence on resolution, as sug-
gested by the low-resolution values for parameters in the top right corner of the IWR. While this issue is not
formally addressed in this paper, the effects of relative magnitude in hydraulic property values could be
related to test configuration, as the high permeability discontinuous layer seems to hide hydraulic
responses in observation intervals located in the top right corner of the IWR. For instance, Scenario 16 in
Table 1 shows that inverting the locations of stressed and observation intervals, where the discontinuous
layer is now in direct contact with stressed intervals almost completely resolves this layer using the 65
parameter grid (not shown). This is expressed in Table 1 by average resolutions within the IWR that are over
0.95 for all hydraulic properties.

4. Discussion and Conclusions

This study examined the information content of tomographic slug tests head data for characterizing Kh, Kv/
Kh, and Ss heterogeneities through a resolution analysis of synthetic scenarios based on the known charac-
teristics of a littoral aquifer showing K anisotropy at different scales. The analysis uses a radial flow numeri-
cal model enabling the simulation of wellbore storage effects to represent hydraulic head propagation
induced by slug tests in the plane encompassing stressed and observation wells. Resolution analysis was
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carried out using truncated singular value decomposition of the sensitivity matrix, as a convenient way of
analyzing least-squares inverse problems, in the absence of an explicit regularization term or a priori infor-
mation, and using a noise level representative of field conditions. Various synthetic experiments were
assessed to illustrate the effects of the signal-to-noise ratio, test configuration, magnitude in hydraulic prop-
erties, and discretization on the resolution potential of tomographic slug tests data. The main conclusions
of this study can be stated as follows:

1. Governing groundwater flow equations that describe hydraulic head propagation from slug tests into
aquifers appear a major limitation to resolution of hydraulic properties on the sole basis of head data.
The resolution potential of tomographic slug tests for Kh, Kv/Kh, and Ss with a noise level representative of
field conditions is indeed essentially focused on the stressed and observation wells as a result of correla-
tion between parameters. That is, correlated parameters have similar effects on head variations and a
small level of noise in the measurements can hinder their respective contributions. This is consistent with
previous resolution analysis using tomographic pumping tests that share the same governing equations
as slug tests [Vasco et al., 1997; Clemo et al., 2003; Bohling, 2009]. Thus, although head responses induced
by multiple hydraulic tests are sensitive to hydraulic properties throughout the entire IWR and, to a lesser
extent, at a fair distance away beyond the observation well, sensitivity magnitudes do not provide a suffi-
cient condition to ensure proper resolution. Furthermore, correlations between parameters, which are
exacerbated under noisy measurements, must be taken into account.

2. However, results also show that adequate test design can markedly improve the resolution potential,
especially the choice of the initial head and the configuration of stressed and observation intervals. For
instance, observation intervals located in the stressed well itself and the use of reciprocal tests can both
greatly contribute to reduce sensitivity correlation between parameters. However, while vertical hetero-
geneities could be easily resolved using vertically closely spaced stressed and observation intervals, not
much can be done in practice to considerably increase lateral resolution using head data alone, even
with a dense network of stressed and observation intervals. Lateral resolution limitations could also be
exacerbated for highly permeable and isotropic aquifers. Regularization of the inversion or conditioning
to independent measures or indicators of hydraulic properties is thus required to obtain fine-resolution
of representative hydraulic properties from tomographic slug tests experiments.

3. Although the diffuse nature of the resolution matrix associated with an analysis of tomographic head
data limits the resolution of fine-scale heterogeneities, tomographic slug tests data are capable of provid-
ing key information about aquifers by independently resolving coarse-scale heterogeneities in Kh, Kv/Kh,
and Ss. Averaging kernels, which provide averaging properties for each individual parameter of an inverse
solution, indeed indicate that spatial resolution potential is space variable. Thus, fine-scale heterogene-
ities are better resolved near the wells, in particular near the stressed well, while coarse-scale heterogene-
ities could be resolved elsewhere within the IWR and even beyond the observation well over large areas.
Results relative to the resolution potential outside the IWR are in accordance with Bohling [2009] that
demonstrated that an analysis of tomographic pumping tests data is incapable of resolving fine-scale
heterogeneities in K (assuming K isotropy) and Ss beyond the observation well (note that his analysis was
for cells with dimensions 0.76 3 1.52 m), and with Sun et al., [2013] that illustrated that tomographic
depth-averaged pumping tests can depict heterogeneity patterns for transmissivity (T) and storativity (S)
at low spatial resolution far away from the well field.

4. Still, an anisotropic framework for the analysis of tomographic slug tests data provides greater confidence in
the estimated model parameters. This is particularly true for coarse-scale assessment of heterogeneities when
fine-scale information about K anisotropy is not available, which may prove very useful at the preliminary
stage of a characterization program or when the project objectives do not require finer investigations. Thus,
even if the analysis shows that no anisotropy is required, one can have greater confidence in the isotropic
model thus obtained if the analysis method is set in terms of an anisotropic framework [Babuska and Cara,
1991]. Then, as proposed in this study, fine-scale and coarse-scale K anisotropy effects can be captured using
Kv/Kh values for the parameter grid cells and by resolving the heterogeneous structure of the aquifer,
respectively.

5. Obviously, using a coarser discretization allows lower variance and a lower degree of parameter correla-
tion for a more unique solution. However, this also induces bias, which is generally expressed by the
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smoothing of the estimated parameters. This is a manifestation of the well-known bias-variance trade-off
[Menke, 2012; Aster et al., 2005]. Thus, we are interested to find the optimum between resolution in
parameter estimates and oversmoothing of the aquifer structures.

6. Moreover, as implied in our analysis of the resolution potential of tomographic slug tests head data, for
fine-scale assessment of aquifer heterogeneities it is necessary to supply other fine-scale a priori informa-
tion to reduce the bias that may be induced by a coarse discretization of an aquifer. This is especially
important for regions in the middle of the IWR and beyond the observation well where the resolution
potential is the lowest. This poses a challenge for field characterization and integration approaches aimed
at finding appropriate a priori information to regularize tomographic inverse problems, because obtain-
ing fine-scale information about Kh, Kv/Kh, and Ss is not simple in practice. This challenge is even greater
in heterogeneous aquifers where hydraulic property distributions (e.g., mean, variance, spatial structure)
may vary in relation with the various lithofacies present and be different for each hydraulic property.
Overall, this study shows that as far as the information contained in tomographic slug tests head data is
well-understood, the characterization of coarse-scale heterogeneity in Kh, Kv/Kh, and Ss could be an inter-
esting alternative to conventional hydraulic methods in order to more precisely depict aquifer heteroge-
neities. A field-based application of tomographic slug tests using full head records will be the next logical
step to further assess the potential of this characterization approach.

7. Finally, a caution should be mentioned here about the findings that are based on a radial flow model.
Indeed, this study investigated the resolution for a two-dimensional wedge of an aquifer with a radial
flow model, which does not perfectly translate to a fully three-dimensional analysis. In particular, the use
of a two-dimensional radial flow model may artificially inflate the resolution compared to a three-
dimensional case by restricting the head perturbation in two-dimensions instead of three-dimensions.
For the resolution analysis presented in this paper, such a situation is obviously not a concern because
simulated heterogeneities could be considered axis-symmetric, even if this conceptualization is not rep-
resentative of field conditions. Under real field conditions, radially asymmetric heterogeneities may
induce significant angular or lateral flux variations, and use of a radial flow model should be considered
carefully in those cases because head responses measured in the plane between the stressed and obser-
vation wells can be biased.
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