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ABSTRACT

The present paper bridges mathematical modeling and wind resource assessment (WRA). Sensitivity analysis (SA) links portions of output
variance to the variance in each input variable. Global SA (GSA) explores inputs globally. One-at-a-time SA is dominating in WRA, while GSA is
often overlooked. Compared to traditional methods, GSA offers potential improvement by the means of the quasi-Monte Carlo (QMC) technique
with its elaborate sampling designs enabling faster convergence. The main novelty of this work is twofold: the use of QMC in WRA and Sobol
method as a variance-based GSA method in WRA. This paper is among a few using GSA in WRA. Two case studies were conducted. One shows
that QMC with sampling based on Sobol sampling outperforms Latin hypercube sampling and pseudorandom sampling. It also shows that in
terms of accuracy of results, the brute-force calculation of Sobol sensitivity indices (SI) should be used whenever the model allows it; otherwise, SI
can be estimated. Another case study demonstrates a valid GSA study for WRA at Masdar City, United Arab Emirates. The results suggest that
the influence of the variance in Weibull parameters on annual energy production (AEP) might be overestimated, while found to be responsible for
2% of AEP uncertainty, and the influence of the variance in air density might be overlooked, while found to account for 94%. WRA studies would
benefit greatly from using the QMC and Sobol method. The Sobol method is a universal GSA method, providing valid results for nonlinear models
typical for WRA, and QMC provides global scalability, model independence, and flexibility in uncertainty quantification.
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NOMENCLATURE

a Availability of a wind turbine for energy production
A N � k sample matrix of input variables used

aj;k Binary coefficients in Sobol sequence generation

AðiÞB N � k matrix where all columns except for the i-th
column come from A and the i-th column comes
from B

AEP Annual energy production at Masdar City
B N � k sample matrix of input variables used
c Shape parameter of the two-parameter Weibull

distribution
CFD Computational fluid dynamics

ECDF Empirical cumulative distribution function
EL Electric losses
FiT Feed-in tariff

FOWF Floating offshore windfarm
gi Terms of analytical G-function used as the test model

GOF Goodness-of-fit
GSA Global sensitivity analysis
IRR Internal rate of return

k Number of input variables
LCOE Levelized cost of energy
LHS Latin hypercube sampling
mj;k Sobol sequence generation

MAE Mean absolute error as defined in Ref. 2
MAEðbSiÞ Mean absolute error of first-order sensitivity indices2

MAEðcSTi Þ Mean absolute error of total effect sensitivity indices2

MC Monte Carlo
MCP Measure-correlate-predict
MLE Maximum likelihood estimation

N Sample size used in MC/QMC experiments (number
of model runs)

Nr Number of replicas of a Monte Carlo/quasi-Monte
Carlo experiment

NPV Net present value
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OAT One-at-a-time
OWF Offshore wind farm
O&M Operation and maintenance

p Atmospheric pressure
PDF Probability density function

PRNG Pseudorandom number generator
PRS Pseudorandom sampling

QMC Quasi-Monte Carlo
Rspec Specific gas constant of dry air, Rspec ¼ 287:058 J=kgK

s Number of strata in the case of Latin hypercube
sampling

Si Sobol first-order sensitivity indices3

sj Order of a polynomial used in Sobol sequence
generationbSi Estimates of Sobol first-order sensitivity indices with
the use of a Saltelli estimator2

STi Sobol total effect sensitivity indices3cSTi Estimates of Sobol total effect sensitivity indices with
the use of a Jansen estimator1,2

SA Sensitivity analysis
SBSS Sampling based on Sobol sequences

SI Sensitivity indices
SS Stratified sampling
t Absolute air temperature
T 2N � 2k sample matrix of input variables used to

implement radial design described by Saltelli in Ref. 2
UA Uncertainty analysis

UAE United Arab Emirates
V Total variance of a model
Vi A variance based on the first-order effect for a factor

Xi

vj;k Direction numbers in Sobol sequence generation
VTi A variance based on the total effect for a factor Xi

w Wind speed time series
WRA Wind resource assessment
WRF Weather research and forecasting
W2 The two-parameter Weibull distribution
X N � k matrix of all input variables
Xi Generic input variable, vector of N � 1
xi;j jth component of the ith point in a Sobol sequence
X�i N � k� 1ð Þ matrix of all factors but Xi

Y Vector model output of N � 1
k Scale parameter of the two-parameter Weibull

distribution
q Air density

I. INTRODUCTION

Sensitivity analysis (SA) is a study of apportioning the uncer-
tainty in the output variable of interest to the uncertainty in each input
variable.3 Although SA is an important practice related to uncertainty
analysis (UA)3 and is meant to complement UA,4 SA may be per-
formed perfunctorily.4,5 The problems with SA practices at large are
unveiled across engineering fields by recent systematic reviews of
Feretti et al.5 and Saltelli et al.6 This paper looks at how SA is per-
formed in wind resource assessment (WRA) and offers
possible improvement to current practice. Global SA (GSA) explores
each input variable over its entire range of interest and provides valid

results for any model.3 The main drawback of GSA as Wagener and
Pianosi have pointed out “is the possibly significant impact of the cho-
sen input distributions, which should be carefully scrutinized.”7

Although “a sign of improvements in the take up of GSA” is marked,
GSA is “still applied by a minority of researchers.”5 Instead, easy to
implement one-at-a-time (OAT) methods8 that vary one parameter
while keeping all others fixed are widely used4–6 although one should
be cautious of such methods as they are “predicated on assumptions of
model linearity.”6 Saltelli and Annoni voiced reasonable concern about
OAT SA results by publishing geometric proof of its inefficiency as “a
convincing … argument against OAT.”4 Nonetheless, researchers
“seem reluctant to abandon this [OAT] practice.”4 Although an
attempt to popularize GSA and increase SA quality in the environ-
mental modeling community has already been made by Pianosi et al.
by introducing a Matlab toolbox for GSA,9 it has come to the authors’
attention that OAT is commonly used in WRA,10–15 and hence, the
authors intend to continue this effort.

It is expensive to explore variable input space as the number of
dimensions grows; yet, it is not a reason to practice OAT for nonlinear
models. In fact, GSA (variance-based or other) offers ways to globally
explore high-dimension models with the use of the quasi-Monte Carlo
(QMC) technique.16 To conduct a variance-based GSA study, it is nec-
essary to run a Monte Carlo (MC) or a QMC experiment. MC is a
“universal uncertainty quantification tool with applications across all
engineering fields with only computational cost being a limiting
factor.”17 QMC helps mitigate this barrier by using elaborate sampling
designs as the results of a QMC experiment converge faster than those
of a MC experiment.17–19 The difference between a MC and a QMC
experiment lies in how random numbers are generated. A MC experi-
ment uses common pseudorandom sampling (PRS), while QMC uses
other sampling strategies, for example, Latin hypercube sampling
(LHS) or sampling based on low discrepancy Sobol sequences (SBSS).

WRA mostly deals with estimates (often point20–22) of wind
power or annual energy production (AEP) cubically proportional to
the wind speed. MC in WRA is usually used for windfarm layout opti-
mization23,24 or profitability UA10,25–29 often with no SA accompany-
ing. In wind turbine specific studies, MC was also used for stochastic
blade flutter analysis,30 turbine reliability,31 and fatigue load32,33 assess-
ments. To the best of the authors’ knowledge, SA in WRA commonly
uses OAT methods10–15 that disregard model nonlinearity.4–6 Only a
fewWRA studies have used GSA.34–36 Di et al. used multivariate adap-
tive regression for optimizing numerous parameters of a weather
research and forecasting (WRF) model for more accurate wind power
prediction.34 McKay et al. used the Fourier amplitude sensitivity test
for wind power output.35 Ulker et al. studied sensitivity-guided deci-
sion-making for wind farm micrositing, and Sobol method was part of
the study.36 It is worth mentioning a broader study on the levelized
cost of energy (LCOE) of different energy sources (including onshore
and offshore wind) that used the Sobol method.37

The main reason for using QMC in WRA is that it enables the
application of GSAmethods, such as the Sobol method, which account
for model nonlinearity. There are also several benefits to using QMC
in general, such as global scalability, model independence, and flexibil-
ity. The first benefit is that QMC is what makes GSA practically feasi-
ble in the case of numerous input variables. Second, QMC provides a
way to conduct a GSA regardless of how computationally demanding
the model of interest is. In application to WRA, one can model wind
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with a distribution (Weibull38,39 or other40,41) or using more time-
consuming computational fluid dynamics (CFD)42–44 or WRF45,46

models. The third benefit is flexibility. One might have limited data
about the variables of the output model or assumptions about the
underlying distributions of input variables. One might use parametric or
nonparametric models to describe input variables. Whichever the case,
one can incorporate all the knowledge about a particular site available
into a GSA study with the use of QMC. As more data or knowledge
becomes available, the GSA study can be elaborated and more accurate
results can be obtained. There is also a side benefit to using QMC for
GSA—the same QMC experiments yield both UA and GSA results. UA
shows how uncertain the estimate of the output variable is and GSA
apportions output uncertainty to uncertainty in the input variables.

The QMC technique has been applied in wind related stud-
ies,18,33,47 but not to WRA specifically. The Sobol method as a variance-
based GSA, the focus of this study, has received little attention in
WRA.36 Estimation of Sobol indices has not yet been used in WRA.
Therefore, the main novelty of this work is twofold: the use of QMC in
WRA and Sobol method for GSA in WRA, as both have not received
much attention. The present paper aims to fill in this gap by bridging
mathematical modeling andWRA, as well as popularize GSA and exem-
plify a GSA study forWRA. Two case studies were carried out: one using
a test model to show that QMC is superior to MC and compare the
brute force Sobol method with its estimation and the other using United
Arab Emirates (UAE) data to demonstrate how a GSA (and UA) using
the QMC and Sobol method could be set up in the context of WRA.

This paper is organized into four main sections: Introduction,
Methods, Results, and Conclusions and Future Research. Section I
presents the problem associated with SA in WRA. Section II contains
three subsections: sampling techniques used in MC/QMC, variance-
based GSA, and experimental design. The sampling techniques subsec-
tion summarizes sampling techniques used throughout this paper,
namely, PRS, LHS, and SBSS. The variance-based GSA subsection
reviews the brute force calculation of Sobol first-order and total effect
sensitivity indices (SIs) and their estimation. The experimental design
subsection contains two parts: the test model and theWRAmodel in the
Masdar City case study. It gives details on the setup of the experimental
part of this work and methods used in WRA such as the Weibull distri-
bution to fit wind speed data and to calculate AEP. The assumptions
about underlying distributions of input variables to the WRA model are
given in this subsection. Section III provides the results of GSA for the
test and WRAmodels. The test model results include the comparison of
sampling strategies in the light of GSA inWRA. TheWRAmodel results
contain the results of GSA and UA for WRA at Masdar City, UAE.
Section IV presents conclusions made along with the suggestions for
possible directions for future research.

II. METHODS

In this section, the methods used are explained, the experimental
design of the two case studies is presented, and the details about the
data and the assumptions used in the UAE case study are provided.

A. Sampling techniques in MC/QMC experiments

Sampling is the foundation of any MC/QMC experiment. It is
important to understand how different sampling strategies affect the
results of MC/QMC simulations. As mentioned in the introduction, a
QMC experiment differs from a MC experiment in the way random

numbers are generated. A MC uses PRS, while QMC uses sampling
strategies other than PRS which aim to reduce the computational cost
of MC by enabling faster convergence of results. The computational
cost of MC is an important barrier to its applicability, but in most
cases, it can be overcome with a good sampling strategy.17

1. Pseudorandom sampling (PRS)

Pseudorandom sampling (PRS) generates a sequence of random
numbers using a pseudorandom number generator (PRNG). PRNG is
an algorithm for generating a sequence of numbers determined by the
initial key, called a seed, for generating a sequence.46 The main weak-
ness of random sampling in relation to the problem of GSA is poor
dimensional distribution. A random sample typically has gaps and
clusters3 which can play a significant role in the results of GSA, mean-
ing that it does not provide a uniform exploration of the variable space.
Figure 1 exhibits a two-dimensional pseudorandom sample, and one
can see the gaps and clusters of sampled points with the naked eye.

2. Latin hypercube sampling (LHS)

In a GSA problem setting, a homogeneous sample is a critical
point as it allows a homogeneous input space exploration, and strati-
fied sampling (SS) aims at avoiding gaps and clusters typical in PRS.
Figure 2 exhibits a large two-dimensional LHS sample (N¼ 1000).
More homogeneity in Fig. 2 can be observed compared to the pseudo-
random sample in Fig. 1.

As a way to overcome the flaws of PRS, stratified sampling (SS) was
invented. SS is sampling with a PRNG but at different intervals or strata,
providing a somewhat more “homogeneously” distributed sample. LHS
is a particular kind of SS. The main goal of LHS is to make sure that each
variable is individually stratified over s levels (s > 2) and that each level
contains an equal number of points.48 Figure 3 emphasizes this property.
Each of the fifteen horizontal and vertical strata in Fig. 3 contains strictly
one point. The rectangles in Fig. 3 outline this very property.

FIG. 1. Two-dimensional pseudorandom sample.
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The conditions of LHS require that s divides the sample into size
N:3 As a result of such sampling design, LHS has some attractive
advantages:3

1. The estimate of the mean converges faster to the true value com-
pared to the one corresponding to a random sample. This means
that the smaller sample size is necessary for QMC experiment to
converge compared to MC. When the model is computationally
expensive, it adds up to a significant time difference between MC
and QMC experiments;

2. When the output function is monotonic in each of the inputs Xi, a
sample would have less uncertainty with LHS compared to PRS at
any sample size N.3

LHS could be perceived as a compromise between PRS and strati-
fied sampling, and the LHS procedure produces more stable results
compared to those of PRS.48 The superiority of LHS over PRS has
been corroborated often enough, and LHS is generally recommended
for use instead of PRS, as it is “an undemanding upgrade, but it sub-
stantially boosts convergence and applicability.”17

3. Sampling based on Sobol sequences (SBSS)

Another sampling used in QMC is sampling based on low-
discrepancy sequences, such as Sobol sequences that use two as a base
and uniformly partition given interval by a recursive algorithm. The
recursive component in the algorithm is the principal difference between
SBSS and other sampling strategies. Sobol sequences are examples of
low-discrepancy sequences (sequences, with a low distance between
sampled points), which were first introduced by Sobol in 1967.49 The
lower the discrepancy of a sample, the better it is for the purpose of con-
ducting GSA.3 Low-discrepancy sequences have a very important prop-
erty: as the sequence lengthN increases, the discrepancy decreases.

Figure 4 exhibits a two-dimensional Sobol sample. One can
notice the low distance between sampled points and more order and
homogeneity in Fig. 4 compared to LHS (Fig. 2) and to the pseudoran-
dom sample in Fig. 1.

Bratley and Fox provide an implementation algorithm of gener-
ating Sobol sequences in Ref. 50. A procedure of defining the jth com-
ponent of points in a Sobol sequence is summarized below.

A primitive polynomial of degree sj of the form given in the fol-
lowing equation should be chosen:

xsj þ a1;jx
sj�1 þ � � � þ asj�1;jx þ 1; (1)

where coefficients a1;j;…; asj�1;j are binary.
The coefficients a1;j;…; asj�1;j are used to define a sequence

m1;j; m2;j;…f g consisting of positive integers with the following
recursive function:

FIG. 2. A two-dimensional LHS sample (N¼ 1000).

FIG. 3. A two-dimensional LHS sample (N¼ 15, s¼ 15). FIG. 4. Two-dimensional Sobol sample (N¼ 1000).

Journal of Renewable
and Sustainable Energy ARTICLE scitation.org/journal/rse

J. Renewable Sustainable Energy 11, 053303 (2019); doi: 10.1063/1.5120035 11, 053303-4

Published under license by AIP Publishing

https://scitation.org/journal/rse


mk;j ¼ 2a1;jmk�1;jXOR2
2a2;jmk�2;jXOR…

…XOR 2sj�1asj�1mk�sjþ1;j XOR 2sjmk�sj;jXORmk�sj;j; (2)

for k � sj þ 1. XOR is a bit-by-bit exclusive OR operator. Initial values
of mk;j; k ¼ 1…sj should satisfy the condition of being odd and less
than 2k.

The so-called direction numbers vk;j, k ¼ 1…sj are defined as

vk;j ¼
mk;j

2k
: (3)

Finally, the jth component of the ith point in a Sobol sequence is

xi;j ¼ b1v1;jXORb2v2;jXOR…: (4)

This algorithm is implemented in randtoolbox package in R.51

4. PRS, LHS, and SBSS comparison

This subsection touches on the quality of space exploration in a
MC/QMC experiment and how the properties of samples are respon-
sible for it. To this end, two-dimensional samples produced by PRS
(Fig. 1), LHS (Fig. 2), and SBSS (Fig. 4) are compared. A pseudoran-
dom sample (Fig. 1) has many holes and clusters and is the opposite
of homogeneity, a property important for thorough input space

exploration necessary for GSA. LHS produces a more homogeneous
sample (Fig. 2) compared to PRS; yet, it still has some holes and clus-
ters, although almost not visible with the naked eye. But the homoge-
neity of a Sobol sample (Fig. 4) is evident compared to both
pseudorandom (Fig. 1) and LHS samples (Fig. 2).

Moving on to multidimensional space exploration in a MC/
QMC experiment using PRS, LHS, and SBSS, Fig. 5 exhibits projec-
tions of the three-dimensional uniformly distributed pseudorandom,
LHS, and Sobol samples onto X1X2, X2X3, and X1X3 planes. In Fig. 5,
one can see the same shift from nonhomogeneity in a pseudorandom
sample to homogeneity in a Sobol sample observed when comparing
Figs. 1, 2, and 4, but now in every two-dimensional projection (Fig. 5).
Now, imagine that we move to an N-dimensional hypercube of a MC/
QMC experiment with N input variables. Obviously, the nonhomoge-
neity of PRS becomes more of a problem as the sample size grows.

The discrepancy decrease is the reason SBSS produces an
increased quality of the multivariate sample in terms of homogeneity
and therefore better input space exploration. Figure 5 aims to exhibit
precisely this property in the case of a three-dimensional problem.
Figure 5 emphasizes the fact that requirements to the quality of a mul-
tivariate sample increase as the number of inputs increases, and the
famous curse of dimensionality manifests itself (As the dimensionality
grows, the volume of the hypercube explodes, making a sample sparse.

FIG. 5. Projections of three-dimensional random (left), LHS (center), and Sobol (right) samples (N¼ 1000).
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This sparsity stands in the way of any method that requires statistical
significance. The amount of data necessary to back up a statistically
sound result grows with the dimensionality.). Tarantola et al. investi-
gated this problem in Ref. 52, where they compared convergence prop-
erties of SBSS and LHS and recommended using SBSS for most
practical cases.

B. Variance-based global sensitivity analysis (GSA)

Variance-based methods constitute a class of GSA based on
decomposing the variance of model output. The most interesting fea-
tures of variance-based GSA methods are that they are independent of
models (account for nonlinearity), provide a tool for investigating the
influence of the full range of variation of the inputs, and provide the
capacity to work with groups of factors.3

The main drawback of GSA as mentioned in the introduction is
the impact of assumptions about underlying distributions of the input
variables.7 Another drawback of variance-based methods is the same as
of any MC simulation as they use MC/QMC, i.e., their computational
cost in the case of complex models and numerous inputs. Although
this is not a concern for the presented UAE case study, it could be if
distribution parameters were evaluated for every model run. Although
numeric wind models are outside the scope of this paper, if a CFD or a
WRF was used to model the wind, SBSS would be useful and would
serve as a significant timesaver for the QMC experiment.

Among GSA methods, there are also moment-independent meth-
ods53 and density or distribution based methods.54,75 For a review of
GSA in earth system modeling, refer to the studies by Wagener and
Pianosi,7 for a review of global and local SA methods—to the study by
Borgonovo and Plischke.55 Also, Plischke et al. published a detailed
review of global sensitivity measures.56 Guidelines for the application of
GSA can be found in Ref. 4. For a comparison of variance-based meth-
ods to moment-methods, refer to the study by Khorashadi Zadeh et al.53

1. Sobol method: Brute force

Among GSA methods, “the most well-established and widely
applied one is probably the variance-based method of Sobol.”53 This
method is sometimes referred to as Sobol SI method, Sobol SA or
simply Sobol method. The Sobol method is based on calculating global
sensitivity indices (SIs)—first-order and total effect—and was first
mentioned by Sobol and Kucherenko in 1990.57 SI is calculated for
each input factor and serve as a measure of importance of this factor
in relation to the influence on model output. The term “importance”
is used to express the relative contribution of the variable to the uncer-
tainty in the output. Sobol published a review of global SI in Ref. 58.

If a model is given in the form of Y ¼ f Xð Þ ¼ f ðX1;X2;…;XkÞ,
the variance based on the first-order effect for a factor Xi can be writ-
ten as Vi ¼ VXiðEX�iðYjXiÞÞ, where X�i denotes the matrix of all fac-
tors but Xi:

2 The meaning of the inner expectation operator is that the
mean of Y is taken over all possible values of X�i, while keeping the Xi

factor fixed. The outer variance is taken over all possible values of Xi.
The associated sensitivity measure, first-order sensitivity index, is
equal to

Si Yð Þ ¼
Vi

V Yð Þ ¼
VXi EX�i Y jXið Þð Þ

V Yð Þ ; (5)

where V(Y) is defined as the variance of model output.

The first-order SI defined in Eq. (5) is the main measure used for
ranking input factors according to their influence on the model
output.

The total effect sensitivity index STi of a factor i measures the
total effect of this factor on model output, which includes first and
higher order effects (or interactions) of factor Xi. One way to visu-
alize the meaning of a total effect sensitivity index is by consider-
ing that VX�iðEXiðY jX�iÞÞ is the first-order effect of X�i so that
V Yð Þ minus VX�iðEXiðY jX�iÞÞ must give the contribution of all
terms in the variance decomposition which include Xi. This mea-
sure gives extra information about the input factors, i.e., how
active a factor is in interacting with other factors (dependence of
input factors).

Ideally, input factors should be independent of one another,
which is hardly the case in real world applications. In the case of inde-
pendent input factors, the first-order SI is sufficient. When some fac-
tors are not independent, the calculation of total effect indices is
necessary along with the calculation of first-order SI. The definition of
a total effect sensitivity index2 is

STi Yð Þ ¼
VTi

V Yð Þ ¼
EX�i VXi Y jXið Þ

� �
V Yð Þ ¼ 1� VX�i EXi Y jX�ið Þð Þ

V Yð Þ : (6)

Both first-order and total effect SIs can be calculated using a brute
force method, i.e., according to their definitions in Eqs. (5) and (6).
Brute force is only applicable in the case of a simple model and a small
number of inputs, such as the case study on UAE presented in this
paper. As the number of input variables increases or the model
becomes too complex, the SI brute force calculation is no longer com-
putationally affordable. In such cases, estimation of SI can be used. For
example, if CFD or WRF models were to be used to model wind, esti-
mation of SI can be used instead.

2. Sobol method: Saltelli and Jansen estimators

SI estimation provides ways to estimate SI instead of computing
them using brute force which could be computationally not feasible
when the curse of dimensionality is an issue for a given experimental
design. There is ongoing research on the ways of estimating global
Sobol SI.59–61 A number of estimation methods are ready for use
in Sensitivity package in R.51 The estimation method of global SI, the
authors used for the test model case study, is referred to simultaneous
computation of estimates of first-order SI and total effect indices with
the use of Sobol sampling, radial design, and Jansen estimator
described in Ref. 1.

Model variance VðYÞ can be calculated as follows:3

V Yð Þ ¼ 1
N

XN
j¼1

f Að Þ2j
� �

� 1
N

XN
j¼1

f Að Þj
� �0@ 1A2

: (7)

Saltelli et al. compared different schemes for estimating SI in Ref.
2 and found that the first-order SI Si should be computed according to
Eq. (8) and total effect SI STi—according to Eq. (9). Equation (8) is
also called the Saltelli estimator,2 and Eq. (9) is referred to as the
Jansen estimator,1
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Si Yð Þ ¼
VXi EX�i Y jXið Þð Þ

V Yð Þ ¼

1
N

XN
j¼1

f Bð Þj f A ið Þ
B

� �
j
� f Að Þj

� �
1
N

XN
j¼1

f Að Þ2j
� �

� 1
N

XN
j¼1

f Að Þj
� �0@ 1A2 ;

(8)

STi Yð Þ ¼
EX�i VXi Y jXið Þ

� �
V Yð Þ ¼

1
2N

XN
j¼1

f A ið Þ
B

� �
j
� f Að Þj

� �2

1
N

XN
j¼1

f Að Þ2j
� �

� 1
N

XN
j¼1

f Að Þj
� �0@ 1A2 :

(9)

The matrix T of size ð2k; 2NÞ is generated with the use of SBSS.
Then, matrix A would be assigned the value of the upper left matrix of
size ðk; NÞ and B—the lower right matrix of the same size as A. This
is what Saltelli et al. call the radial design,2

T ¼ A ..
.

… B

0@ 1A; (10)

A ¼

a11 … a1k
a21 … a1k

..

. . .
. ..

.

aN1 … aNk

0BBBBB@

1CCCCCA B ¼

b11 … b1k
b21 … b1k

..

. . .
. ..

.

bN1 … bNk

0BBBBB@

1CCCCCA: (11)

The matrices A;B are used to form the AðiÞB matrices. The
matrices AðiÞB are generated according to Eq. (12); all the columns
come from matrix A, except for the ith column which comes from
matrix B;2

A ið Þ
B ¼

a11 … b1i

..

. . .
. ..

.

aN1 … bNi

… a1k

. .
. ..

.

… aNk

0BB@
1CCA: (12)

The implementation of this estimation procedure is summarized
below:

1. Sample the matrices A, B with SBSS according to Eq. (10);
2. Generate AðiÞB matrices according to Eq. (12);
3. Calculate model outputs Y(A), Y(B), and Y(AðiÞB );
4. Compute first-order and total effect SI according to Eqs. (8) and (9),

respectively.

Sensitivity package in R offers an implementation of this proce-
dure called soboljansen.51

C. Experimental design

The numerical experiment consisted of two parts:

1. Testing sampling strategies on a test model for which analytical values
of SI are available and choosing the best performance variance-based
GSA method and sampling strategy according to test model results;

2. Performing GSA using the sampling strategy identified as best per-
forming for the WRA model, i.e., annual energy production “AEP.”

The numerical experiment with the test model is aimed at defin-
ing the best GSA method and sampling strategy for the WRA model.
To obtain robust results, a high number of replicas Nr of calculating a
set of first-order SI Si are used (number of replicas of
experimentNr ¼ 1000). The ranking accuracy is calculated as

Accuracy ¼ Nidentical

Nr
� 100%; (13)

where Nidentical is the number of replicas when the ranking obtained in
a numerical experiment matches the analytical ranking and Nr is the
overall number of replicas of MC/QMC experiment.

Saltelli et al. used the following definitions of mean absolute error
(MAE) for numerical experiments of convergence of first-order and
total effect SI for a set of test functions in2

MAE bSi� �
¼ 1

Nr

XNr
j¼1

Xk
i¼1

bSi jð Þ � Si; (14)

MAE cSTi

� �
¼ 1

Nr

XNr
j¼1

Xk
i¼1

cSTi jð Þ � STi ; (15)

where bSiðjÞ and cSTi ðjÞ are estimates of first-order and total effect SI
and Si and STi are the analytical values.

In order to compare the results of the test model with the results
of Saltelli et al. reported in Ref. 2, MAEðbSiÞ and MAEðcSTi Þ are calcu-
lated. All numerical experiments were setup and run using the R
Language and Environment for Statistical Computing.51

1. Test model

A specific G-function described by Saltelli et al. in Ref. 2 was cho-
sen to be the test model as the one being closest (multiplicative) to the
WRAmodel of AEP given in Eq. (25),

G ¼ G X1; X2;…;Xk; a1; a2;…; akð Þ ¼
Yk
i¼1

gi; (16)

gi ¼
4Xi � 2þ ai

1þ ai
; (17)

where ai ¼ i; k ¼ 4, and all input variables are uniformly distributed
in the interval [0,1].

The variance based on first-order effect Vi, the variance based on
total effect VTi , and the total variance V can be calculated according to
Eqs. (18), (19), and (20), respectively,12

Vi ¼ VXi EX�i Y jXið Þð Þ ¼ 1

3 1þ aið Þ2
¼ 1

3 1þ ið Þ2
; (18)

VTi ¼ Vi

Y
i6¼j

1þ Vjð Þ ¼
1

3 1þ ið Þ2
Y
i6¼j

1þ 1

3 1þ jð Þ2
� �

; (19)

V ¼
Yk
i¼1

1þ Við Þ � 1 ¼
Y4
i¼1

1þ Við Þ � 1

¼
Y4
i¼1

1þ 1

3 1þ ið Þ2
� �

� 1: (20)
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The analytical form of the first-order SI for the chosen multipli-
cative test model is

Si ¼
Vi

V
¼ 1

3 1þ ið Þ2
Y4
i¼1

1þ 1

3 1þ ið Þ2
� �

� 1

" # : (21)

The analytical form of total effect SI for the chosen test model
can be calculated as

STi ¼
VTi

V
¼

Y
i6¼j

1þ 1

3 1þ jð Þ2
� �

3 1þ ið Þ2
Y4
i¼1

1þ 1

3 1þ ið Þ2
� �

� 1

" # : (22)

All QMC experiments for the test function were conducted with
the sample size of N¼ 1024.

2. Wind resource assessment (WRA) model in the UAE
case study

Wind energy is proportional to the cube of wind speed, intuitively
making wind energy most sensitive to the variance in the wind or wind
model parameters. Uncertainty is inherent but not limited to the wind.
There are also turbine related uncertainties, such as uncertainties associ-
ated with the turbine lifetime, necessary turbine maintenance, and
losses. The distance to the grid, interest rate, inflation rate, investment
cost, and operation and maintenance (O&M) costs also add a great deal
of economic uncertainty to wind economics that rely on WRA. What is
of interest here is whether it is possible to quantify the uncertainty origi-
nating from various sources of uncertainty. To what extent are wind
model parameters responsible for the variance in wind energy? These
are the research questions this case study is aiming to answer, and luck-
ily variance-based GSA2 is tailored to address such research questions.

When designing this case study, the authors looked into how other
researchers designed their MC experiments in WRA. For instance,
Kwon used variables such as Weibull shape and scale parameters, air
density, mean wind speed, surface roughness exponent, and measure-
correlate-predict (MCP) residual as inputs to MC simulation for AEP
UA.62 Montes et al. included economic uncertainties to assess wind
farm profitability using a MC approach and obtained a probability dis-
tribution function (PDF) for the net present value (NPV) of costs and
internal rate of return (IRR).25 Amirinia et al. conducted a MC based
offshore WRA study of the Arabian Gulf.26 They presented UA results
as PDF of AEP and used two-scenario economic analysis. Caralis et al.
used the MC method for assessing the profitability of twelve offshore
wind projects. They integrated MC simulation into a classical financial
model, thus accounting for various sources of uncertainty related to
expected changes in feed-in tariff (FiT) legislation in Greece.27 The
results demonstrate how difficult it is to propose a common FiT for all
offshore wind farms (OWFs), despite Greece’s small size.

What output variables were of interest in SA studies performed
inWRA? Several studies on SA of LCOE inWRA have been published
in the last few years.10–13,29,37 Ioannou et al. performed a stochastic
financial appraisal of offshore wind farms (OWFs) based on the deter-
ministic lifecycle techno-economic model and reported based on a
local SA that the cost of the turbine, the mean time to failure (hence

O&M cost), and foundation cost are most influential on NPV and
LCOE.10 They provide a thorough overview of costs related to OWF
and assumptions for modeling them. Castro-Santos and Diaz-Casas
used the Oracle Crystal Ball to setup a MC simulation to get the SA
results of floating OWF (FOWF).11 Their results indicate that the
most important variables are the wind scale parameter and the electric
tariff for the LCOE, discounted pay-back period, IRR, NPV, and cost
of power. Lerch et al. proposed a methodology for calculating LCOE
for a specific FOWF and performed an extensive yet local SA with 325
input variables.12 They found that the turbine, substructure, and
mooring system manufacturing cost as well as power cable cost are the
most influential variables besides the common discount rate and
energy losses. Galvez et al. recently reported results of a local SA in
WRA for Tabasco, Mexico.13 The authors looked at how the change in
the discount rate, O&M costs, and investment costs affects LCOE and
with the use of SA revealed the need to implement financial mecha-
nisms like FiT to decrease the cost of electricity generation in places
with relatively low wind potential.

Although most SA inWRA studies used LCOE10–13,29,37 or good-
ness-of-fit (GOF) measures14,15 as the output variable, the authors
decided to define AEP as model output because other variables of
interest like LCOE, IRR, and NPV all rely on AEP. Conducting GSA
with a GOF measure as the output variable is planned to be reported
in a following paper.

Masdar City (24.420� N, 54.613� E) is located in the coastal area
inside the city of Abu Dhabi, UAE (Fig. 6). The authors chose it for the
case study because Naizghi et al. have pointed out a high wind power
generation potential in the coastal and mountainous regions of the
UAE63 and there were temperature and atmospheric pressure mea-
surements available for the location as a nonwind-turbine-specific
study was intended. The meteorological station at Masdar City consists
of a meteorological tower with 5 calibrated Hersteller Thies Clima cup
anemometers,64 two wind vanes, one Campbell CR1000 data logger,
and three sensors of temperature, barometric pressure, and humidity.65

Ten-minute interval data of wind speed, temperature, atmospheric
pressure, and humidity were collected at the height of 50 m from
August 2008 to July 2007 and from January 2010 to January 2011.
These data were used for the QMC experiment for GSA. Extrapolation
to the hub height of a hypothetical wind turbine was not necessary as
the measurements were taken at the height of 50 m. The length of
available data is limited to two years only. A MCP method can be used
to extend it, but this step is omitted, as AEP was chosen as the variable
of interest. Interannual variability could be taken into account in a later
refined GSA study of Masdar City if found fit and necessary.

The importance of accounting for the variance in air density in
WRA was pointed out by Jung and Schindler in Ref. 66. Air density
was calculated according to Eq. (23) with the collected data of temper-
ature and atmospheric pressure at Masdar City. The Empirical cumu-
lative distribution function (ECDF) of air density (Fig. 7) based on the
calculated values was used for distributional modeling of air density.
For alternative ways to account for the variability in air density in
WRA, refer to Ref. 66,

q ¼ p
RspecT

; (23)

where Rspec ¼ 287:058 J/kg K is the specific gas constant of dry air, t is
the air temperature in K, and p is the atmospheric pressure.
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The two-parameter Weibull (W2) distribution is widely accepted
in the wind energy field.38,39 It is also most frequently used and often
assumed best-fit distribution for wind data. A lot of researchers used
W2 in recent WRA studies.21,67–71 The PDF of the W2 distribution is

f wð Þ ¼ c
k

w
k

� �c�1
e�

w
kð Þc ; (24)

where w is the sample of wind speed data, c is the shape parameter,
and k is the scale parameter.

Ouarda et al. showed that the W2 exhibits best GOF for model-
ing wind speed in the UAE among two-parameter distributions and
performs better than most three-parameter distributions, such as the
generalized extreme value and the three-parameter lognormal distri-
butions.72 Hence, the W2 was chosen to model the wind at Masdar
City, UAE.

When W2 is used to model wind and electric losses EL (in per-
cent) are taken into account, the AEP can be calculated according to
Eq. (25).38 Generally, electrical losses include cable losses, transforma-
tion losses, and losses in the substation,

AEP ¼ 100� ELð Þ
100

a
2
qk3U

cþ 3
c

� �
8760; (25)

where a is the availability of a wind turbine to generate electricity in
percent of the time during the year available for electricity production
(not down for maintenance),38 q is the air density, U is the gamma
function, c is the shape parameter, and k is the scale parameter of
the W2.

According to Manwell et al., the availability of a wind turbine lies
within the 97%–99% interval.38 Madariaga et al. report that the electri-
cal losses in wind energy conversion systems are in the range of
3.25%–4.75%,73 and therefore, the expected value of electrical losses
was estimated to be 4%. When nothing else apart from a range of vari-
ables is known, we make the most general assumption that turbine
availability is uniformly distributed in [97, 99] and electrical losses are
uniformly distributed in [3.25, 4.75].

Weibull shape and scale parameters were estimated using maxi-
mum likelihood estimation (MLE). The results of MLE for wind speed
data at Masdar City are given in Table I. For the QMC experiment, we
assume that both the Weibull shape and the scale parameter are nor-
mally distributed with the mean corresponding to the respective ML
estimate and standard deviation—to standard error of the respective

FIG. 6. Masdar City location.

FIG. 7. ECFD of air density q at Masdar City.
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MLE estimate. Similar assumptions about Weibull parameters were
made by Amirinia et al. in a MC UA study of the Arabian Gulf.26 The
value of Kolmogorov-Smirnov statistics for the W2 fit to Mascar City
wind speed data at 50 m is equal to 0.015.

The input and output variables in QMC experiment with the
respective assumptions about the underlying distributions of the varia-
bles are summarized in Table II. The authors defined the output vari-
able of interest for WRA in this study as the commonly used AEP in
megawatt hour [Eq. (25)]. All QMC experiments for the AEP were
conducted using the brute force calculation of Sobol SI with the sam-
ple size of N¼ 1024.

III. RESULTS

This section presents the results of the two case studies
conducted.

A. Test model results

The results of calculating the accuracy of ranking according to
the first-order SI using the brute force method for the test model are
given in Fig. 8. Random, LHS, and Sobol samples converge to the ana-
lytical ranking with 100% ranking accuracy as the sample size becomes
greater than 64. So if the model at hand allows a sample size of 64,
then all sampling strategies are equivalent. If a sample size smaller
than 64 has to be used, the maximum accuracy can be achieved with
SBSS or LHS. One can see that LHS and SBSS always outperform PRS.
For small sample sizes of 2 and 4, LHS sampling outperforms SBSS.

As the sample size increases without reaching the value of 64, LHS
performs slightly better than SBSS.

The accuracy of ranking results with an estimation of the first-
order SI for the test model is shown in Fig. 9. The accuracy of the esti-
mated indices is significantly lower compared to the brute force
method (4.5% as opposed to 100% for N¼ 1024). Therefore, the brute
force should be used for the WRA model since the model is not com-
plicated and computational time allows it. One can see that there is a
drop in the accuracy with the growing sample size of all sampling
strategies. This was not observed in the case of the brute force method.

TABLE I. MLE estimates of Weibull distribution parameters for Masdar City wind
speed data.

MLE estimate
Standard error of
MLE estimate

Shape parameter of the
Weibull distribution, c

2.1073 0.0049

Scale parameter of the
Weibull distribution, k

4.9368 0.0075

TABLE II. Variables used in the WRA model in the UAE case study.

Type Variable Definition

Input Weibull scale, k Gaussian (4.9368, 0.0049)
according to Ref. 26

Input Weibull shape, c Gaussian (2.1072, 0.0075)
according to Ref. 26

Input Availability a,
% per year

Uniform [97, 99] according
to Ref. 38

Input Electrical losses EL, % Uniform [3.25, 4.75]
according to Ref. 73

Input Air density q, kg/m3 The ECDF of air density
(Fig. 7)

Output/model Annual energy
production, AEP

ð100�ELÞ
100

a
2
qk3U

cþ3
c

� �
8760

FIG. 8. Accuracy of Si for the test model using the brute force method with a sam-
ple size of N¼ 4…64 (Nr ¼ 1000).

FIG. 9. Accuracy of estimating Si for the test model with a sample size of
N¼ 4…1024 (Nr ¼ 1000).
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For LHS, the drop occurs the earliest at a sample size of N¼ 8, PRS
exhibits the drop at N¼ 16, and SBSS shows the drop at N¼ 64.

Mean absolute errors (MAEs) were calculated for both sets of
indices (first-order and total effect) for the two methods being com-
pared: brute force and best-practice estimation. Figures 10 and 11
show MAEðbSiÞ as a function of sample size (N¼ 4…64) for brute
force and estimation methods, respectively. Figures 12 and 13
exhibit MAEðcSTi Þ as a function of sample size (N¼ 4…64) for brute
force and estimation methods, respectively. From these graphs, one
can see that

• MAE for SBSS is always smaller compared to other sampling strate-
gies for the sample sizes of N ¼ 8, …, 1024;

• LHS outperforms SBSS only with a sample size of N ¼ 8 which is not
commonly used for QMC simulation;

• MAE bSi� �
for the estimation method converges to a higher value than

in the case of the brute force method;
• MAE cSTi

� �
for the estimation method converges to a higher value

than in the case of the brute force method;
• When considering the estimation method, MAE bSi� �

is one order

smaller than MAE cSTi

� �
;

FIG. 10. Mean absolute error of Si , MAEðbSi Þ, for the brute force method
(N¼ 4…64, Nr¼ 1000).

FIG. 11. Mean absolute error of Si , MAEðbSi Þ, for the estimation method
(N¼ 4…64, Nr¼ 1000).

FIG. 12. Mean absolute error of STi , MAEðcSTi Þ, for the brute force method
(N¼ 4…64, Nr¼ 1000).

FIG. 13. Mean absolute error of STi , MAEðcSTi Þ, for the estimation method
(N¼ 4…64, Nr¼ 1000).
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• When considering the brute force method, MAE bSi� �
is of the same

magnitude as MAE cSTi

� �
.

Test model results are summarized below:

(1) Sampling strategies have been tested on the G-function
(ai ¼ i; k ¼ 4). LHS and SBSS outperform PRS in all cases tested.
In some limited cases, LHS slightly outperforms SBSS, but the dif-
ference is not significant. In the majority of cases tested, SBSS
exhibits better performance and is therefore recommended for
practical use. This finding is similar to the recommendation of
Tarantola et al. in Ref. 52.

(2) MAE for SBSS is always smaller compared to other sampling strate-
gies for sample size N ¼ 8…1024. LHS outperforms SBSS only with
a sample size of N ¼ 8 which is too small for QMC simulation;

(3) MAE bSi� �
for the estimation method is always higher than MAEðbSi Þ

for the brute force method. MAE cSTi

� �
for the estimation method

is also always higher thanMAEðcSTi Þ for the brute force method;
(4) When considering the estimation method, MAE bSi� �

is one order

smaller than MAE cSTi

� �
. When considering the brute force

method,MAE bSi� �
is of the same magnitude asMAE cSTi

� �
;

(5) GSA brute force and estimation methods have been compared
using the G-function (ai ¼ i; k ¼ 4). The brute force method shows
100% accuracy for ranking order at a sample size of N ¼ 64 using
any sampling strategy. Brute force is recommended for WRA, when
wind is modeled with a distribution; else, estimation should be
used.

B. The UAE case study results

The GSA results of the AEP at Masdar City are given as a bar
chart of total effect SI STi in Fig. 14. 94% of variance in the AEP is
explained by the variance in air density and 2.7% by the variance in
turbine availability, and the Weibull scale parameter and electrical
losses contribute the same amount of variance to the AEP, which is
equal to 1.6%. The least influential factor to the AEP is the Weibull
shape parameter responsible for 0.4% of the AEP variance. Despite the

AEP calculated in cubical proportion to the Weibull scale parameter,
the Weibull scale parameter surprisingly contributes only 1.6% of the
variance in the AEP. Thus, research questions posed in Sec. II C 2 have
been answered. Note that the variance from all inputs considered adds
up to 100%, as the AEP is calculated based on a simple multiplicative
model, and proves that the QMC experiment converged. The ranking
obtained and the magnitude of difference in variance contribution are
surprising. The contribution to the overall variance in AEP by the vari-
ance in air density is underestimated and should be further
investigated.

The UA results of the AEP at Masdar City are presented in
Fig. 15. The PDF of the AEP was obtained using the same QMC
experiment (N¼ 1024) setup to obtain the GSA results. Presenting a
PDF is always superior to presenting point estimates. From Fig. 15,
one can see that the AEP at Masdar City lies in the range of
67–81MWh. The mean value of the AEP is 72MWh.

IV. CONCLUSIONS AND FUTURE RESEARCH

The present paper is focused on the Sobol method as a variance-
based GSA method for WRA and the aspects of its application. The
conclusions from both conducted case studies are:

1. SBSS outperforms LHS and PRS and is recommended for use
in QMC in WRA;

2. The brute force SI calculation offers high accuracy of results and is
recommended for use whenever the model and number of input var-
iables allow it (similar to the UAE case study); otherwise, their esti-
mation can be used;

3. The UAE case study results suggest that the influence of variance in
Weibull parameters on the AEP might be overestimated, while the
influence of the variance in air density on the AEP might be over-
looked. These results are specific to the case study and should not be
generalized without further effort.

The Masdar City case study illustrated that variance-based GSA can
be easily, with the means of QMC, and at no extra cost (by using R49) setFIG. 14. GSA result or importance of inputs for AEP according to. STi .

FIG. 15. UA results or histogram of AEP at Masdar City.
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up in a WRA study. The wind community would benefit greatly from
adapting the use of QMC and the Sobol method, due to the following
reasons:

1. First, QMC enables calculating global Sobol SI that provides a valid
measure of importance for WRA models nonlinear in their nature;

2. Second, by setting up a GSA study with QMC, a PDF of the output
model or the UA results is obtained using the same QMC
experiment;

3. Third, it allows for miscellaneous data and information about a site
of interest to be incorporated in a GSA study in WRA.

Future research should focus on the influence of air density in a
more general context, for instance, through running GSA similar to
the one performed for the UAE case study but for a number of sites
with longer datasets available. Future efforts should consider wind tur-
bine specific studies with fitting air density to candidate distributions
as recently suggested by Jung and Schindler,66 modeling air density
with the best-fit and calculating AEP with air density corrected power
curves.66 Including economic uncertainties to the problem setup and
conducting GSA for LCOE as defined in Ref. 37 could be carried out
with the use of mixture distribution models instead of Weibull for
AEP estimation as suggested by Ouarda et al. in Ref. 72 and Shin et al.
in Ref. 74. The idea of combining wind-related and economic uncer-
tainties originated in Refs. 75 and 76. Another interesting direction of
research is performing a GSA study of how the quality of wind speed
data (missing value percentage, measurement accuracy, and temporal
step) affects GOF and/or wind speed distribution parameter estima-
tion accuracy, enhancing the work of Jung and Schindler.14
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