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Abstract

Image copy detection is an important problem for several applications such as detecting forgery to enforce copyright protection and intellectual property. One of the important problems following copy detection, however, is the assessment of the type of modifications undergone by an original image to form its copies. In this work, we propose a method for quantifying some of these modifications when multiple copies of the same image are available. We also propose an algorithm to estimate temporal precedence between images (i.e., the order of creation of the copies). Using the estimated relations, a tree graph is then built to visualise the history of evolution of the original image into its copies. Our work is important for ensuring better interpretation of image copies after their detection. It also lays a new ground for enhancing image indexing and search on the Web.
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I. INTRODUCTION

The growing popularity of Internet and social media has enabled ubiquitous and distributed sharing of digital photos among Internet users. This is accompanied by new possibilities to copy, alter and distribute digital content easily to a large number of recipients thanks to the availability and accessibility of image processing software [13]. A huge challenge, therefore, arises for the ability of tracking and monitoring the evolution of original photos in the Web, in order to enforce intellectual property and copyright protection. Tracking image copies can also be useful for analysing the dissemination and impact of photos in artistic/journalistic Web communities [2], [41]. Although several methods have been proposed in the past for image copy detection [2], [17], [13], not much research have been conducted for the purpose of tracing and/or visualising copy image evolution in the Web.

With the advent of content based image retrieval (CBIR) systems, the possibility of browsing and making instant searches in the Web, based on visual content, have opened new frontiers for image-based applications such as security, tourism, journalism, Web analytics [6]. Among important and common problems in these applications is the detection and management of image copies. In recent years, image copy detection has received the focus of several research works [13], [37], [41]. In opposite to general-purpose CBIR, where images exhibiting the same global visual properties as the query image are searched (e.g., color, texture, layout, etc.), copy detection aims at finding copies of an original image, which have undergone some kind of alteration [2]. An alteration can be of several types (e.g., photometric, geometric, editing, compression, etc.), which modifies locally or globally the visual content of the image.

Early approaches for copy detection are based on watermarking which consists of embedding signatures (or watermarks) for copyright protection [5]. A watermark is an invisible and embedded identification code carrying information about the copyright owner [13]. Thus, detecting copies amounts to identifying the watermark encoded in the image. However, these methods can be vulnerable since watermarks can be removed or altered via postprocessing techniques [14], [20]. Recently, the concept of content-based copy detection (CBCD) has been proposed as an alternative to watermarking for detecting illegal image copies [8], [17]. The goal of a CBCD system is to determine, using only the image content, whether near-replicas of a given image exist in the
Web or through an unauthorized third party [27], [35]. Several methods have been proposed for CBCD in recent years [2], [17]. Worth mentioning are CBCD systems available online such as TinEye and Piximilar [27]. To detect possible copies, these systems are based on low-level feature extraction, followed by similarity measurement between images.

Copy detection systems are generally good at finding similarities between images and detecting identical content. However, they do not tell much about the type of transformation operated on an image to produce its copies. This is due to the difficulty of having a unique way of determining the variety of transformations that can be applied on an image. Indeed, there is a large number of image manipulation possibilities, ranging from simple geometric/photometric transforms or resizing to more complex transforms, such as image editing, cropping, stitching and compression [21]. Moreover, even in the case of simple geometric transformations, for example, algorithms can fail to recover the exact transformation parameters when the image is significantly altered [25]. Therefore, having a unique algorithm to detect all types of transformation seems an illusive pursuit. Nonetheless, one can make the problem more tractable by making some assumptions about the generative process of copies from original images. Also, transformations can be categorized into several types (e.g., photometric, geometric) to facilitate investigation about the potential set of manipulations operated to produce each image copy.

In this paper, we propose a method for constructing an evolution graph for a set of image copies having the same origin. Given a root image or a set of reference images determined by experts, our method infers the most likely transformations used to produce the remaining image copies. For simplicity, we focus mainly on three types of image transformations for copy production: geometric, photometric, and image editing. Geometric transformations refer to changes due to affine transforms and image distortions [21]. Photometric transformations refer to image color enhancement, filtering and color-to-gray transform [10]. Finally, editing refers to basic operations such as image cropping, zooming, seam carving and text/object insertion [9]. To detect relations between images, our method is based on three main steps. The first step consists in detecting simple transformations such as image cropping, resizing, rotations and color-to-gray transforms. These transformations, although easy to detect, enable to establish strong ties between images. Therefore, they will be used to initialize the copy evolution graph. The second step consists of
inferring the remaining relations between images by detecting the most likely predecessor for each image. Thus, each image will have its lineage assessed through the constructed graph. The final step consists of annotating the graph with the most likely transformations used to produce the copies. Several experiments conducted to validate the proposed approach have shown its performance to produce interpretable and meaningful graphs compared to manually constructed ones.

The remainder of this paper is organized as follows. Section II describes the proposed approach for identifying image transformations and evolution graph visualization of copies. Section III presents experimental results validating our approach. We end the paper with a conclusion and future work perspectives.

II. THE PROPOSED APPROACH

Suppose that we have a set of \( n \) images \( \mathcal{I} = \{I_1, \ldots, I_n\} \) representing different copies of an original image \( I_0 \). The goal is to retrace the order of creation of the copies in a form of a tree graph depicting the history of copy creation from \( I_0 \) to its descendent(s). Since an image can undergo arbitrary transformations, some of which are irreversible in their nature (e.g., image cropping, editing), it is hard to assess with certainty all types of transformations between two images in \( \mathcal{I} \). However, an approximation of these transformations is still possible through a reverse-engineering-like approach using similarity measures between images. This will help understanding the generative process of the image copies and unravel the most likely transformations used through it.

To facilitate problem formulation, and without loss of generality, we suppose that we have the following groups of transformations: \( C: \) image cropping, \( E: \) edition, \( G: \) color to gray, \( L: \) illumination change, \( R: \) rotation, \( S: \) scale change. Note that since we can have several types of editions, some of which are carried out at a local level (e.g., text insertion/removal, object insertion, face blurring, etc.) and the others at a global level (e.g. image distortion, compression, etc.), we use a subscript to indicate the edition type: \( E_T: \) text insertion/removal, \( E_B: \) border insertion and \( E_G: \) global manipulation (e.g., noise, compression, etc.). Finally, to express that a copy \( I_j \) of an image \( I_i \) is generated using one of the transformations \( T \in \{C, E, G, R, S, L\} \), we adopt the following notation: \( I_j = T(I_i, \phi) \), where \( \phi \) is the set of parameters used in
transformation $T$. In case of an image rotation, for example, we have $\phi = \{\theta\}$ where $\theta$ is the rotation angle.

Note that where there are multiple transformation candidates for explaining the creation of a particular copy, we use the principle of least action by selecting the simplest transformation among the candidates. For example, if we have two possible rotations to produce image $I_C$ from images $I_A$ and $I_B$, respectively, such that $I_C = R(I_A, \theta_1) = R(I_B, \theta_2)$ and $\theta_1 < \theta_2$, then we will suppose that $I_C$ is produced by the rotation with smallest angle, that is $I_A \rightarrow I_C$. The goal of our approach is to infer the most likely set of transformations used to produce $I_1, ..., I_n$, and build on an evolution graph depicting the lineage of each image copy. Our algorithm starts by forming relations with the strongest evidence among the images, and then completing the graph by inferring the rest of the relations using image processing techniques.

A. Estimating strong relations between images

One of the strongest relations that can be estimated with high confidence among images are: cropping (C), color to gray (G), rotations (R) and scale changes (S). Indeed, these transformations do not produce major modifications in the image content which makes them relatively easy to be detected through correlation analysis. More formally, we measure normalized cross-correlation (NCC) between all pairs of images. Given two gray-scale images of equal size, $I_A$ and $I_B$, the NCC is given by the formula:

$$NCC(I_A, I_B) = \frac{\sum_{x,y} I_A(x,y) I_B(x,y)}{\sqrt{\sum_{x,y} I_A(x,y)^2 \sum_{x,y} I_B(x,y)^2}},$$

(1)

where the summations are made over all the image coordinates. Note that $NCC(I_A, I_B) \in [0, 1]$, where $NCC(I_A, I_B) = 1$ if $I_A$ and $I_B$ are perfectly identical, and $NCC(I_A, I_B) \ll 1$, otherwise. Given two arbitrary images $I_A$ and $I_B$ in our set $\mathcal{I}$, with sizes let $H_A \times W_A$ and $H_B \times W_B$, respectively, the following relations can be asserted through NCC calculation:

- We consider $I_B$ as a cropping of $I_A$, denoted by $I_B = C(I_A, \phi)$ with $\phi = \{x, y, H_B, W_B\}$, if there exist a sub-image $I_A'$ of size $H_B \times W_B$ centered at location $(x, y) \in I_A$ where $NCC(I_A', I_B) = 1$.

- We consider $I_A$ as a rotation of $I_B$ if there exist an angle $\theta$ where $NCC(R(I_A, \theta), I_B) = 1$, where $R(I_A, \theta)$ stands for a rotation of image $I_A$ with an angle $\theta$. To simplify things, we
take the following angle values: $\theta = \frac{\delta \pi}{4}$ where $\delta \in \{1, \ldots, 8\}$.

- A scale change occurs between image $I_A$ and $I_B$ if there exists a factor $s \in \mathbb{N}^*$ with $NCC(S(I_A, s), I_B) \simeq 1$, where $S(I_A, s)$ is a scale change of image $I_A$ with factor $s$.

- We consider $I_B$ as a grayscale version of $I_A$ if $NCC(G(I_A), I_B) = 1$, where $G(I_A)$ is a grayscale transformation of image $I_A$ obtained by averaging its RGB color channels.

- We consider $I_B$ as a result of illumination change of $I_A$, denoted by $I_B = L(I_A, \gamma)$ with $\gamma$ is the parameter of the Gamma transform, if $NCC(I_A, I_B) = 1$ and there exist a parameter $\gamma$ such that the histograms of $L(I_A, \gamma)$ and $I_B$ are identical. Note that the negative of an image belongs also to this category of transformation.

Note that to detect the above relations, our algorithm tests the three first transformations on each pair of images using different combinations of the transformation parameters. More specifically, we test the occurrence of cropping at each image location using 8 values of rotations and 5 scales, making up to 40 tests at each location. For instance, as shown in Fig. 1, a cropping of the image (a) followed by a scale change, have been used to produce the image (b). The images in (c) and (d) show, respectively, the NCC map and the cropping location corresponding to the highest correlation value.
B. Image grouping for copy lineage detection

Once the strongest relations are detected in $\mathcal{I}$, we perform an agglomerative clustering on the images in $\mathcal{I}$. In this regard, two cases can arise. In the first one, no reference images are available and a fully unsupervised grouping is then performed. In the second one, some image references are available (that will constitute the roots of our graph), and we can perform a supervised grouping, thereof. The reference images can either be designated by an expert or found in official sites such as museums, archives and art galleries, for example. Each reference image is then used as centroid on which a cluster is built to constitute one lineage.

To group images into lineage clusters, we use image similarity based on a combination of strong relations detection and histogram comparison. Given two images $I_A$ and $I_B$, we use the Bhattacharyya distance to measure the similarity between their histograms. Let $H^j_A$ and $H^j_B$ be the histograms of $I_A$ and $I_B$ at color channel $j \in \{R, G, B\}$, and $N_{\text{bins}}$ is the number of bins in the histograms. The histogram similarity between images $I_A$ and $I_B$ is given by:

$$S_H(I_A, I_B) = \sum_{j \in \{R, G, B\}} \frac{B(H^j_A, H^j_B)}{3}$$

(2)

where $B(H^j_A, H^j_B) = \sum_{i=1}^{N_{\text{bins}}} \sqrt{H^j_A(i) \cdot H^j_B(i)}$. The clustering is performed according to the following similarity measurement and the single link method to calculate distance between intermediary groups for cluster fusion [7]. Finally, distance between two images is taken as follows:

$$d(I_A, I_B) \begin{cases} 0 & \text{if } I_A \rightarrow I_B \text{ (\exists strong relation)} \\ 1 - S_H(I_A, I_B) & \text{otherwise} \end{cases}$$

(3)

where $I_A \rightarrow I_B$ means that a strong precedence relation has been already established between $I_A$ and $I_B$ as described in previous section. The inclusion of the first condition is intended to prevent clustering errors related to effects of transformations such image cropping, where the histogram of the cropped image can be significantly different from the original image. Fig. 2 shows an example of clustering for images in our third data set using the proposed method. Clearly, images showing similarities of their content have been grouped into homogenous clusters that will constitute different lineages in the final graph.
C. Detecting image editions

Image editing refers to improving digital images by removing unwanted elements such as scratches, red eye effect, etc., or inserting elements such as objects, text or image sharpening. Image editing can be carried out at pixel or global (parametric) level. Pixel-level editing affects the image at the pixel level (e.g., text/object insertion/removal, scratch/red eye removal, etc.). Global-level editing refers to transformations affecting all the pixels of the image (e.g., image distortion, compression, illumination changes, etc.). In our work, we deal with these two types of editions by using appropriate features extracted from the image. To discriminate between the different types of editions, we use content-based image similarity measurements upon which a supervised classification is performed.

Let $I_A$ and $I_B$ be two images, where $I_B$ is the result of editing $I_A$. To compare the two images at a local level, we first align them using [25]. Then, a change map $B$ is calculated for $I_A$ by
comparing its local structure with $I_B$ using a local image similarity metric inspired from [30]:

$$B(x) = 1 - \max_{x' \in N(x)} \left( \frac{2\mu_A(x)\mu_B(x') + c_1}{\mu_A^2(x)\mu_B^2(x') + c_1} \right)$$

where $N(x)$ stands for the neighbourhood of location $x = (x, y)$. The parameters $(\mu_A(x), \sigma_A(x))$ and $(\mu_B(x'), \sigma_B(x'))$ represent local mean and standard deviation in images $I_A$ and $I_B$ at locations $x$ and $x'$, respectively. The constants $c_1$ and $c_2$ are used to stabilize the division with a weak denominator. Finally, the maximum operator around a location neighborhood is introduced to make the measure more robust to misalignments and slight image shifts.

Using Eq. (4), we generate a map as the one shown in the column (c) of Fig. 3, which is segmented to a binary map as shown in column (d). We then extract the most important blobs from the binary map, we analyse four of their geometric properties: eccentricity, relative area, dispersion and presence/absence of text. We train an SVM to classify whether a generated map stems from a local or global edition. Note that to detect a text insertion, we use the method [29] to analyse each generated blob. In the first row of Fig. 3, we show in column (e) some detections of regions considered as text insertions (red rectangles) and others as non-text insertions (blue rectangles). In the second row of the figure, we show an example of image distortion, where the edition is detected as a global one.

**D. Copy ordering and evolution graph construction**

In this step, we build an evolution graph $G = (E, V)$ for our image set $I$ with vertices $V$ representing images in $I$ and oriented edges $E$ representing transformations operated on images to create copies (graph descendants). Since we can have several resulting groups in our clustering, a sub-graph is constructed within each group by incrementally ordering images in the group using their similarity. Algorithm 1 shows the script for building the sub-graph within each group of image copies. The algorithm is designed for the case of one available reference image $I_0$, but it can be run iteratively in case of multiple image references.

The algorithm is composed of two main steps. In a first step (see lines 6 to 13), strong relations are detected in each group $G_v$, $v = 1, ..., K$, which are used to establish the first oriented edges in the graph. In the second step (see lines 14 to 28), starting from the group root $r_v$, vertices
and edges are added incrementally to the graph by inferring the most likely transformations operated on the leaf images already added to the graph. To establish the next edge, a similarly measurement is used which combines local and global information of images. Global information consist in measuring distance between image histograms $S_H(I_A, I_B)$ as formulated using Eq. (2). Local information is measured by averaging the value of Eq. (4) in all image locations

$$S_L(I_A, I_B) = \frac{1}{|I_A|} \sum_{x \in I_A} B(x),$$

where $|I_A|$ represents the number of pixels in $I_A$. Finally, the combined image similarity measure is calculated using the following formula:

$$S(I_A, I_B) = \alpha S_H(I_A, I_B) + (1 - \alpha) S_L(I_A, I_B),$$

where the parameter $\alpha$ balances the contribution of local and global information ($\alpha = 0.5$ is used as a default value). It is clear that $S(I_A, I_B) \in [0, 1]$, where 1 designate a perfect match between the two images $I_A$ and $I_B$. The process of graph completion constitutes the second part of the algorithm (see lines 14 to 28). We use the symbol $G_c$ to designate images from group $G_v$ added to the graph, whereas $\bar{G}_c$ designates the complementary of $G_c$ to $G_v$. Note that since line 10 of the algorithm builds edges between images linked by strong relations, adding a parent image among these images to the set $G_c$ will add all its descendants to $G_c$ (see lines 22 to 25). Ultimately, all vertices in $G_c$ will be added to the main graph $\mathcal{V}$. 

Fig. 3: Detection of image editions by comparing local image structure: (a) original image, (b) evicted image, (c) change map generated using Eq. (4), (d) binary segmentation of (d), (e) text detection using [29].
Algorithm 1: Algorithm for constructing copy evolution graph.

**Data:** $K$ copy clusters

**Result:** Copy evolution graph

1. $V \leftarrow \{I_0\}; E \leftarrow \emptyset$
2. **for** $v = 1 \rightarrow K$ **do**
3. Let $r_v$ be the root of group $G_v$;
4. $E \leftarrow E \cup \{I_0 \rightarrow r_v\}$
5. $G_c \leftarrow \{r_v\}; \bar{G}_c \leftarrow G_v \setminus G_c$
6. **if** $|G_v| > 1$ **then**
7. **for** $i = 1 \rightarrow |G_v|$ **do**
8. **for** $j = 1 \rightarrow |G_c|; j \neq i$ **do**
9. **if** $\exists T \in \{R, G, C\}$ with parameter $\phi$ such that $I_j = T(I_i, \phi)$ **then**
10. $E \leftarrow E \cup \{I_i \rightarrow I_j\}$; // Strong relation
11. **end if**
12. **end for**
13. **end for**
14. **while** $|G_c| < |G_v|$ **do**
15. Set matrix $M$ of size $|G_c| \times |\bar{G}_c|$;
16. **for** $j = 1 \rightarrow |G_c|$ **do**
17. **for** $k = 1 \rightarrow |\bar{G}_c|$ **do**
18. $M(j, k) \leftarrow S(I_j, I_k)$ using Eq. (5), where $I_j \in G_c$ and $I_k \in \bar{G}_c$;
19. **end for**
20. **end for**
21. $[i_1, i_2] \leftarrow \arg \max_{(j,k):j\neq k}(M)$; // Graph completion
22. $E \leftarrow E \cup \{I_{i_1} \rightarrow I_{i_2}\}$
23. $D \leftarrow$ descendants of $I_{i_2}$
24. $G_c \leftarrow G_c \cup \{I_{i_2}\} \cup D$
25. $\bar{G}_c \leftarrow \bar{G}_c \setminus (\{I_{i_2}\} \cup D)$
26. **end while**
27. **end if**
28. $V \leftarrow V \cup G_c$
29. **end for**

III. Experiments

To validate the proposed approach, experiments have been conducted on three datasets. In the first two datasets, 64 image copies are built manually by carrying out a series of transformations to the original *Mona Lisa* image. Figs. 4.a and 4.b show the two constructed datasets, each one containing a total of 32 images. The third dataset has been manually collected from the Web (see Fig. 7) and contains 53 copies of a photograph by famous French artist *Nadar*. The public archive that owns the negative has published several scans online. Other institutions that own paper prints (museums, archives, libraries and auction houses) also published digital copies online, and other copies were found on blogs, media Web sites and on Wikipedia using Google search. While the
first two datasets are complete (comprising all roots and descendants in every lineage), the third dataset has gaps: some roots and descendants may be missing, which is likely to be the case when copies are largely collected from the Web.

To evaluate the accuracy of constructed evolution graphs, we compared them to ground truth when available (datasets I and II) or to a graph created by an expert (dataset III) based on qualitative analysis of the visual content of the images and analysis of the context of publication of images on web pages (e.g., authority of the website, mention of source, presence of hyperlink). For the first two datasets, since we have generated all the copies, a reference graph is built based on the transformations used to create the copies. For the third dataset, a reference graph is manually generated. To assess the performance of our method, we measure the similarity of the obtained graphs with the ground truth. For this goal, such a similarity measurement must take into account the following specificities for our graphs. Since we are not interested in precise creation time of the image copies, horizontal order of vertices within the same level is not important. However, the vertical order of vertices in each vertical path from the root is important since it depicts the lineage of each copy that is generated from its ancestors. Therefore, we cannot use directly existing methods for comparing tree graphs since most of them are dedicated to binary ordered trees. [39], [38]. Instead, we designed another measure with details given as follows:

Let \( I_i \neq I_0 \) be a vertex in the constructed graph \( G \) and \( Pa(I_i) \) its parent in the same graph. Let \( Anc(I_i) \) be the set of ancestors of \( I_i \) different form \( Pa(I_i) \) in the graph. Let \( I_j \) be the image from which \( I_i \) is originated. In a uni-level search, we consider that the parent of \( I_i \) is correctly identified if \( I_j = Pa(I_i) \). We assign a score \( s_i = 1 \) if a parent is correctly identified, and \( s_i = 0 \), otherwise. In a multi-level search, a parent of \( I_i \) is correctly identified if \( I_j = Pa(I_i) \) and partially identified if \( I_j \in Anc(I_i) \). To differentiate between the two cases, we assign score \( s_i = 1 \) if a parent is correctly identified, \( s_i = 1/2 \) if a parent is partially identified and \( s_i = 0 \) otherwise. Finally, the total score \( s \) of a dataset \( \mathcal{I} \) is given by the following formula: \( s = \sum_{i=1}^{n} s_i/n \). A perfect match will obviously have a 100% score.

Table I shows values of our evaluation metric on each constructed graph from the three datasets. We can see that our algorithm has succeeded in identifying most of the transformations used to
<table>
<thead>
<tr>
<th>Number of levels</th>
<th>Dataset I</th>
<th>Dataset II</th>
<th>Dataset III without references</th>
<th>Dataset III with references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uni-level</td>
<td>88 %</td>
<td>91%</td>
<td>73 %</td>
<td>82%</td>
</tr>
<tr>
<td>Multi-level</td>
<td>92 %</td>
<td>95%</td>
<td>79 %</td>
<td>89%</td>
</tr>
</tbody>
</table>

TABLE I: Values of our evaluation metric on each constructed graph from the three datasets. The first and second rows show values obtained using uni-level and multi-level parent search, respectively.

create the copies. Since the first two datasets have been generated manually, the algorithm has achieved its best performance. The two graphs obtained for these two data sets are shown in Figs. 5 and 6, respectively. As for the third dataset, we run our algorithm on two versions of the dataset, the first one does not contain any reference image (root), while the second contains reference images identified by an expert (see Fig. 9). We can see that even when references were not provided, the algorithm has succeeded to identify the majority of image transformations. By including the reference images in a second version, the accuracy of the algorithm has been increased by almost 10%.

IV. CONCLUSIONS

We have proposed a method for building evolution graphs for image copies. The method relies only on visual content of images where several features are used to infer types of transformations operated on images to produce the copies. Experiments results have shown that graph constructed by our algorithm are very close to manually-obtained ones. Future work will focus on enhancing the algorithm by enriching the set of possible transformations and exploring the use of metadata (e.g., URL location, file header, etc.) to improve the precision of the obtained graphs.

Future perspectives for extending this research include setting up a protocol to identify potential roots in a non supervised context. This protocol would take into account the following parameters: analysis of web pages URL and matching with categories of authority (museum, archive, library, auction house, government database), text analysis on the web page that could show citation of a source website (or hyperlink), presence of a watermark that signals a reference to a source or copyright owner. The development of new copyright protection and copy tracking services relying on the blockchain technologies will also provide new ways for identifying original images and roots through their inscription in a distributed directory.
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Fig. 5: Constituted copy graph of the second dataset in fig. 4.a
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Fig. 6: Constituted copy graph of the second dataset in fig. 4.b


Fig. 8: Constituted copy graph of the third dataset of fig. 7 without using reference images.

Fig. 9: Constituted copy graph of the third dataset of fig. 7 using reference images.


Biography of Mohand Said Allili:

Received the M.Sc. and Ph.D. degrees in computer science from the University of Sherbrooke, Sherbrooke, QC, Canada, in 2004 and 2008, respectively. Since June 2008, he has been an Assistant Professor of computer science with the Department of Computer Science and Engineering, Université du Québec en Outaouais, Canada. His main research interests include computer vision and graphics, image processing, pattern recognition, and machine learning. Dr. Allili was a recipient of the Best Ph.D. Thesis Award in engineering and natural sciences from the University of Sherbrooke for 2008 and the Best Student Paper and Best Vision Paper awards for two of his papers at the Canadian Conference on Computer and Robot Vision 2007 and 2010, respectively.

Biography of Nathalie Casemajor:

Nathalie Casemajor is an Assistant Professor in the Urbanisation Culture Société Research Centre at INRS (Institut national de la recherche scientifique, Montreal). Her work focuses on cultural development and digital culture. She is the coordinator of the Groupe de recherche sur la mediation culturelle and coedited the book Expériences critiques de la médiation culturelle (PUL, 2017). She also conducted research projects on cultural institutions and Wikipedia, arts and public space and the circulation of news and artworks on the Web.

Biography of Aymen Talbi:

Aymen Talbi obtained is license degree in computer science in Tunisia in 2012. He then earned his Master Degree in computer science at the University du Quebec in Outaouais in 2016. He has worked under the supervision of professors Mohand Said Allili and Nathalie Casemajor.