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Abstract

The proliferation of wireless services and applications over the past decade has led to the rapidly increasing demand in wireless spectrum. Hence, we have been facing a critical spectrum shortage problem even though several measurements have indicated that most licensed radio spectrum is very underutilized. These facts have motivated the development of dynamic spectrum access (DSA) and cognitive radio techniques to enhance the efficiency and flexibility of spectrum utilization.

In this dissertation, we investigate design, analysis, and optimization issues for joint spectrum sensing and cognitive medium access control (CMAC) protocol engineering for cognitive radio networks (CRNs). The joint spectrum sensing and CMAC design is considered under the interweave spectrum sharing paradigm and different communications settings. Our research has resulted in four major research contributions, which are presented in four corresponding main chapters of this dissertation.

First, we consider the CMAC protocol design with parallel spectrum sensing for both single-channel and multi-channel scenarios, which is presented in Chapter 5. The considered setting captures the case where each secondary user (SU) is equipped with multiple transceivers to perform sensing and access of spectrum holes on several channels simultaneously.

Second, we study the single-transceiver-based CMAC protocol engineering for hardware-constrained CRNs, which is covered in Chapter 6. In this setting, each SU performs sequential sensing over the assigned channels and access one available channel for communication by using random access. We also investigate the channel assignment problem for SUs to maximize the network throughput.

Third, we design a distributed framework integrating our developed CMAC protocol and cooperative sensing for multi-channel and heterogeneous CRNs, which
is presented in details in Chapter 7. The MAC protocol is based on the p-persistent carrier sense multiple access (CSMA) mechanism and a general cooperative sensing adopting the a-out-of-b aggregation rule is employed. Moreover, impacts of reporting errors in the considered cooperative sensing scheme are also investigated.

Finally, we propose an asynchronous Full-Duplex cognitive MAC (FDC-MAC) exploiting the full-duplex (FD) capability of SUs’ radios for simultaneous spectrum sensing and access. The research outcomes of this research are presented in Chapter 8. Our design enables to timely detect the PUs’ activity during transmission and adaptive reconfigure the sensing time and SUs’ transmit powers to achieve the best performance. Therefore, the proposed FDC–MAC protocol is more general and flexible compared with existing FD CMAC protocols proposed in the literature.

We develop various analytical models for throughput performance analysis of our proposed CMAC protocol designs. Based on these analytical models, we develop different efficient algorithms to configure the CMAC protocol including channel allocation, sensing time, transmit power, contention window to maximize the total throughput of the secondary network. Furthermore, extensive numerical results are presented to gain further insights and to evaluate the performance of our CMAC protocol designs. Both the numerical and simulation results confirm that our proposed CMAC protocols can achieve efficient spectrum utilization and significant performance gains compared to existing and unoptimized designs.
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Chapter 1

Extended Summary

The proliferation of wireless services and applications over the past decade has led to the rapidly increasing demand in wireless spectrum. Hence, we have been facing a critical spectrum shortage problem. Several recent measurements have, however, reported that a large portion of the licensed radio spectrum is very underutilized in spatial and temporal domains [7], [1]. These facts have motivated the development of cognitive radio (CR) techniques for dynamic spectrum access to enhance the spectrum utilization [2]. To achieve this goal in the popular hierarchical spectrum access scenario, secondary users (SUs) can opportunistically exploit spectral holes for data transmissions while not interfering the transmissions of primary users (PUs). Toward this end, SUs can perform spectrum sensing to explore spectrum holes and adopt suitable spectrum access mechanisms to share the discovered available spectrum with each other [8]. Although the spectrum sensing and access functions are tightly coupled, they have not thoroughly been treated in the existing cognitive radio literature. Moreover, it is desirable to deploy a distributed cognitive MAC protocol for spectrum sharing in many wireless applications, which is usually more cost-efficient compared to the centralized cognitive MAC counterpart. This dissertation aims to perform distributed cognitive MAC protocol engineering with extensive performance analysis and optimization for several practically relevant cognitive network settings.

1.1 Dynamic Spectrum Access

To resolve the under-utilization of wireless spectrum and support the increasing spectrum demand of the wireless sector, spectrum management authorities in many countries (e.g.,
Federal Communication Committee (FCC) in US) have recently adopted more flexible spectrum management policies for certain parts of the wireless spectrum such as TV bands compared to the rigid and non-dynamic policies employed in the past. These changes in the spectrum regulation have motivated the development of the hierarchical spectrum access model for dynamic spectrum sharing between the primary users/network and secondary users/network. In this spectrum sharing model, SUs are allowed to access the spectrum as long as transmissions from PUs can be satisfactorily protected from the interference caused by the SUs. Toward this end, one of the three approaches can be adopted for opportunistic spectrum sharing, namely underlay, overlay, and interweave approach [1, 2, 9].

In this dissertation, we focus on the interweave spectrum sharing paradigm and consider the cognitive MAC protocol (CMAC) design issues. In the interweave paradigm, SUs opportunistically exploit the spectral holes (i.e., idle spectrum) to communicate where spectrum holes are discovered by SUs by using the spectrum sensing function (e.g., [5, 10–39]). In particular, SUs have great freedom in using idle spectrum for their transmissions without being constrained in the transmit power levels in the interweave spectrum sharing paradigm. For SUs equipped with half-duplex radios, they cannot perform spectrum sensing and transmission simultaneously; therefore, sophisticated design of spectrum sensing and access algorithms must be conducted to achieve efficient spectrum utilization and satisfactory protection for SUs.

1.2 Cognitive MAC Protocols

Different from conventional MAC protocols, a CMAC protocol must integrate the spectrum sensing function to identify spectrum holes before sharing the available spectrum through a spectrum access mechanism. In addition, a CMAC protocol must be designed appropriately considering the communication capability of SUs’ radio, i.e., half-duplex or full-duplex radio. Most existing research works have considered the design and analysis of half-duplex (HD) CMAC protocols (e.g., see [40, 41] and references therein) where SUs are synchronized with each other to perform periodic spectrum sensing and access. Due to the half-duplex constraint, SUs typically employ a two-stage sensing/access procedure where they sense the spectrum in the first stage before accessing available channels for data transmission in the second stage [5, 10–27, 30–39]. Some other works assume that the SU and PU networks are synchronized with each other so exact idle intervals on the spectrum of interest are known to the SUs [11, 12, 24]. This assumption, however, would be difficult to achieve in practice.
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Figure 1.1: Positioning our contributions within the broad landscape of CMAC protocols.

In a half-duplex CMAC protocol, if an PU changes from the idle to active status when the SUs are occupying the spectrum, then transmissions from SUs can cause strong interference to active PUs. With recent advances in the full-duplex technologies (e.g., see [42–47]), some recent works propose full-duplex (FD) spectrum access design for cognitive radio networks (CRNs) [28, 48] where each SU can perform sensing and transmission simultaneously. This implies that SUs may be able to detect the PUs’ active status while they are utilizing the licensed spectrum with the FD radio. However, self-interference due to simultaneous sensing and transmission of FD radios may lead to performance degradation of the SUs’ spectrum sensing. Therefore, FD CMAC protocols must be designed appropriately to manage the FD self-interference by using suitable mechanisms such as power control.

1.3 Research Contributions

Efficient design of CRNs imposes many new challenges that are not present in the conventional wireless networks [6, 40, 49–51]. In this dissertation, we aim to design, analyze, and optimize CMAC protocols for CRNs under different practically relevant scenarios. Specifically, the first three contributions are related to the design of synchronous CMAC protocols for the HD CRNs in three different settings whilst the last contribution involves the engineering of an asynchronous CMAC protocol to FD CRNs. In the first contribution, we propose a two–stage CMAC protocol with parallel sensing where each SU is equipped with multiple
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HD transceivers, which enable SUs to sense/access different channels simultaneously. In this setting, the required sensing time could be very short; hence, SUs can efficiently exploit available channels for data transmission in the access phase.

In the second contribution, we develop a CMAC protocol for the setting where each SU equipped with only one transceiver must perform sequential sensing over multiple channels and can access at most one idle channel for communications. To mitigate the negative impacts due to hardware limitations, efficient channel assignment algorithms for SUs are developed considering the underlying CMAC so that each SU only needs to perform sensing on the assigned channel to reduce the sensing time. In the third contribution, we develop a joint semi-distributed cooperative spectrum sensing (SDCSS) and channel access framework for heterogeneous multi-channel CRNs. In our design, the SDCSS scheme is employed to improve the spectrum sensing performance where SUs perform sensing and exchange sensing outcomes with each other to reliably identify spectrum holes. Finally, the FD cognitive MAC (FDC–MAC) protocol is designed for the CRNs where SUs can exploit the FD radios [42–44] to perform sensing and access simultaneously. Therefore, SUs are able to timely detect the PUs’ random reactivation during SUs’ transmissions. The main contributions of this dissertation are highlighted in Fig. 1.1.

1.3.1 CMAC protocol design with parallel sensing

We have developed a synchronous CMAC protocol integrating the parallel spectrum sensing function where each SU can perform parallel sensing and exploit all available channels for data transmissions [16].

1.3.1.1 System Model

We consider a network setting where \( N \) pairs of SUs opportunistically exploit available frequency bands, which belong a primary network, for their data transmission. In particular, we will consider both scenarios in which one or multiple radio channels are exploited by these SUs. We design synchronized MAC protocols for both scenarios assuming that each channel can be in idle or busy state for a predetermined periodic interval, which is referred to as a cycle in this paper. We further assume that each pair of SUs can overhear transmissions from other pairs of SUs (i.e., collocated networks). In addition, it is assumed that transmission from each individual pair of SUs affects one different primary receiver.

Assume that transmission signals from PUs are complex-valued PSK signals while the noise at the secondary links is independent and identically distributed circularly symmetric
complex Gaussian (CSCG) \( \mathcal{C}(0, N_0) \) [8]. Then, the detection and false alarm probability for the channel \( j \) at secondary link \( i \) can be calculated as [8]

\[
\begin{align*}
P^d_{ij}(\varepsilon_{ij}, \tau) &= Q\left(\sqrt{\frac{\tau f_s}{2\gamma_{ij} + 1}} \left(\frac{\varepsilon_{ij}}{N_0} - \gamma_{ij} - 1\right)\right), \\
P^f_{ij}(\varepsilon_{ij}, \tau) &= Q\left(\sqrt{2\gamma_{ij} + 1} \Omega^{-1}\left(P^d_{ij}(\varepsilon_{ij}, \tau)\right) + \sqrt{\tau f_s \gamma_{ij}}\right)
\end{align*}
\]

where \( i \in [1, N] \) is the index of a SU link, \( j \in [1, M] \) is the index of a channel, \( \varepsilon_{ij} \) is the detection threshold for an energy detector, \( \gamma_{ij} \) is the signal-to-noise ratio (SNR) of the PU’s signal at the secondary link, \( f_s \) is the sampling frequency, \( N_0 \) is the noise power, \( \tau \) is the sensing interval, and \( Q(.) \) is defined as \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp\left(-\frac{t^2}{2}\right) dt \). In the following, we will present our design for the single channel scenario and the multi-channel scenario can be addressed in the similar manner.

### 1.3.1.2 MAC Protocol Design for Single Channel Case

We now describe our proposed synchronized MAC for dynamic spectrum sharing among secondary flows. We assume that each fixed-size cycle of length \( T \) is divided into 3 phases, namely sensing phase, synchronization phase, and data transmission phase. During the sensing phase of length \( \tau \), all SUs perform spectrum sensing on the underlying channel. Then, only secondary links whose sensing outcomes indicate an available channel proceed to the next phase (they will be called active SUs/links in the following). In the synchronization phase, active SUs broadcast beacon signals for synchronization purposes. Finally, only active SUs perform contention and transmit data in the data transmission phase where they employ a standard contention technique to capture the channel similar to that in the CSMA/CA protocol. Exponential back-off with minimum contention window \( W \) and maximum back-off stage \( m \) [3] is employed in the contention phase. Here, either the two-way handshake or the four-way handshake with RTS/CTS will be employed to transmit one data packet on the available channel.

### 1.3.1.3 Throughput Maximization

Given the sensing model and proposed MAC protocol, we are interested in finding its optimal configuration to achieve the maximum throughput subject to protection constraints for primary receivers. Specifically, let \( \mathcal{N}(\tau, W) \) be the normalized total throughput, which is a function of sensing time \( \tau \) and contention window \( W \). Suppose that each primary receiver
requires that detection probability achieved by its conflicting primary link $i$ be at least $\overline{P}_d$.

Then, the throughput maximization problem can be stated as follows:

$$\max_{\tau, W} \quad N\mathcal{J}(\tau, W)$$

$$\text{s.t.} \quad P^i_d(\varepsilon^i, \tau) \geq \overline{P}_d^i, \quad i = 1, 2, \cdots, N$$

$$0 < \tau \leq T, \quad 0 < W \leq W_{\text{max}},$$

where $W_{\text{max}}$ is the maximum contention window and recall that $T$ is the cycle interval. In fact, optimal sensing $\tau$ would allocate sufficient time to protect primary receivers and optimal contention window would balance between reducing collisions among active secondary links and limiting protocol overhead.

### 1.3.1.4 Throughput Analysis and Optimization

After making the throughput analysis, we turn to solve the throughput maximization problem formulated in (1.3). It can be observed that the detection probability $P^i_d(\varepsilon^i, \tau)$ in the primary protection constraints $P^i_d(\varepsilon^i, \tau) \geq \overline{P}_d^i$ depends on both detection threshold $\varepsilon^i$ and the optimization variable $\tau$.

We can show that by optimizing the normalized throughput over $\tau$ and $W$ while fixing detection thresholds $\varepsilon^i = \varepsilon_{0}^i$ where $P^i_d(\varepsilon_{0}^i, \tau) = \overline{P}_d^i$, $i = 1, 2, \cdots, N$, we can achieve almost the maximum throughput gain. In the following, we will optimize the normalized throughput over $\tau$ and $W$ while choosing detection thresholds such that $P^i_d(\varepsilon_{0}^i, \tau) = \overline{P}_d^i$, $i = 1, 2, \cdots, N$. From these equality constraints and (1.2) we have

$$P^i_f = \Omega \left( \alpha^i + \sqrt{\tau f_s \gamma^i} \right)$$

where $\alpha^i = \sqrt{2\gamma^i + 1} \Omega^{-1} \left( \overline{P}_d^i \right)$. Hence, the optimization problem (1.3) becomes independent of all detection thresholds $\varepsilon^i$, $i = 1, 2, \cdots, N$. Unfortunately, this optimization problem is still a mixed integer program (note that $W$ takes integer values), which is difficult to solve. Therefore, we have to rely on numerical optimization [52] to find the optimal configuration for the proposed MAC protocol. Specifically, for a given contention window $W$ we can find the corresponding optimal sensing time $\tau$ as follows:

$$\max_{0 < \tau \leq T} \quad N\mathcal{J}(\tau, W) = \sum_{n_0=1}^{N} \mathcal{J}(\tau, W | n = n_0) \Pr(n = n_0).$$
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Figure 1.2: Normalized throughput versus sensing time $\tau$ and contention window $W$ for (a) single-channel scenario with $N = 15$, $m = 4$ and basic access mechanism, (b) multi-channel scenario with $N = 10$, $m = 4$, $M = 5$ and basic access mechanism.

This optimization problem is not convex, however, we will prove that $N\mathcal{T}(\tau)$ is an unimodal function in the range of $[0, T]$. Specifically, $N\mathcal{T}(\tau)$ is monotonically increasing in $[0, \bar{\tau})$ while it is monotonically decreasing in $(\bar{\tau}, T]$ for some $0 < \tau \leq T$. Hence, $N\mathcal{T}(\tau)$ is the only global maximum in the entire range of $[0, T]$. This property is formally stated in the following proposition.

**Proposition 1:** The objective function $N\mathcal{T}(\tau)$ of (1.5) satisfies the following properties

1. $\lim_{\tau \to T} \frac{\partial N\mathcal{T}}{\partial \tau} < 0,$
2. $\lim_{\tau \to 0} \frac{\partial N\mathcal{T}}{\partial \tau} = +\infty,$
3. there is an unique $\bar{\tau}$ where $\bar{\tau}$ is in the range of $[0, T]$ such that $\frac{\partial N\mathcal{T}(\tau)}{\partial \tau} = 0,$
4. the objective function $N\mathcal{T}(\tau)$ is bounded from above.

1.3.1.5 Numerical Results and Discussions

We present numerical results to illustrate throughput performance of the proposed cognitive MAC protocols. We take key parameters for the MAC protocols from Table II in [3]. Other parameters are chosen as follows: $T = 100ms$; $f_s = 6MHz$; bandwidth of PUs’ QPSK signals is $6MHz$. We first show the normalized throughput $N\mathcal{T}$ versus $\tau$ and contention window $W$ for the single-channel scenario with $N = 15$ and $m = 4$ in Fig. 1.2(a). We show
the globally optimal parameters \((\phi^*, \tau^*)\) which maximize the normalized throughput \(N\mathcal{T}\) of the proposed cognitive MAC protocol by a star symbol in this figure. This figure reveals that the performance gain due to optimal configuration of the proposed MAC protocol is very significant. Therefore, the proposed optimization approach would be very useful in achieving the largest throughput performance for the secondary network. Similarly, we present numerical results for the proposed multi-channel MAC protocol with \(N = 10\), \(M = 5\) and \(m = 4\) in Fig. 1.2(b). Note that the SNRs of the signals from the primary user to secondary link \(i\) (i.e., \(SNR_{ij}^p\)) are randomly chosen in the range of \([-15, -20]\) dB. The target detection probabilities \(\bar{P}_{ij}^d\) and the probabilities \(P_{ij}(\mathcal{H}_0)\) for channel \(j\) at secondary link \(i\) are randomly chosen in the intervals \([0.7, 0.9]\) and \([0.7, 0.8]\), respectively. Again, we show the optimal configuration \((\tau^*, W^*)\), which maximizes the normalized throughput \(N\mathcal{T}\) of the proposed multichannel MAC protocol.

1.3.2 CMAC protocol and channel assignment with sequential sensing

We have developed the joint sensing and access design for the collocated secondary network where each SU performs sequential sensing over multiple channels and can access at most one idle channel for communications [26]. This line of works has been published in [26, 32] where the design in [32] is extended from that in [26] to consider the ad-hoc network scenario.

1.3.2.1 System Model

We consider a collocated cognitive radio network in which \(M\) SUs exploit spectrum opportunities in \(N\) channels. We assume that each SU can use at most one channel for its data transmission. In addition, time is divided fixed-size cycle where SUs perform sensing on assigned channels at the beginning of each cycle to explore available channels for communications. We first assume that perfect sensing can be achieved then an extension to the imperfect spectrum sensing will be also discussed. It is assumed that SUs transmit at a constant rate with the normalized value of one.

1.3.2.2 Problem Formulation

We are interested in performing channel assignment to maximize the system throughput. Let \(T_i\) denote the throughput achieved by SU \(i\). Let \(x_{ij}\) describe the channel assignment decision...
where \( x_{ij} = 1 \) if channel \( j \) is assigned to SU \( i \) and \( x_{ij} = 0 \), otherwise. The throughput maximization problem can be formally written as follows:

\[
\max_x \sum_{i=1}^{M} T_i. \tag{1.6}
\]

For non-overlapping channel assignments, we have following constraints

\[
\sum_{i=1}^{M} x_{ij} = 1, \quad \text{for all } j. \tag{1.7}
\]

We can derive the throughput achieved by SU \( i \) for non-overlapping channel assignment as follows. Let \( S_i \) be the set of channels solely assigned to SU \( i \) and \( p_{ij} \) be the probability that channel \( j \) is available at SU \( i \) (\( \bar{p}_{ij} = 1 - p_{ij} \)). So \( T_i \) can be calculated as

\[
T_i = 1 - \prod_{j \in S_i} \bar{p}_{ij} = 1 - \prod_{j=1}^{N} (\bar{p}_{ij})^{x_{ij}}. \tag{1.8}
\]

It can be observed that the optimization problem (1.6)-(1.7) is a non-linear integer program, which is an NP-hard problem. However, we can employ the brute-force search to determine the best channel assignment that results in the maximum total throughput. The complexity of the optimal brute-force search algorithm is the total number of ways to assign channels to all SUs which is asymptotically equal to \( 2^{NM} \) (i.e., \( \Theta(2^{NM}) \)). In the following, we will develop sub-optimal and low-complexity channel assignment algorithms, i.e., 1) non-overlapping channel assignment and 2) overlapping channel assignment.

### 1.3.2.3 Non-overlapping Channel Assignment Algorithm

We develop a low-complexity algorithm for non-overlapping channel assignment in this section. Recall that \( S_i \) is the set of channels solely assigned for SU \( i \) (i.e., \( S_i \cap S_j = \emptyset, i \neq j \)). The greedy channel assignment algorithm iteratively allocates channels to SUs that achieves the maximum increase in the throughput. In each channel allocation iteration, each SU \( i \) calculates its increase in throughput if the best available channel (i.e., channel \( j^* = \arg\max_{j \in S_\alpha} p_{ij} \)) is allocated. This increase in throughput can be calculated as follows:

\[
\Delta T_i = T_i^a - T_i^b = \left[ 1 - \left( 1 - p_{ij^*} \right) \prod_{j \in S_i} (1 - p_{ij}) \right] - \left[ 1 - \prod_{j \in S_i} (1 - p_{ij}) \right] = p_{ij^*} \prod_{j \in S_i} (1 - p_{ij}). \tag{1.9}
\]

A detailed description of the proposed algorithm is presented in Alg. 1 whose complexity is \( MN (N + 1) / 2 \) (i.e., \( O(MN^2) \)).
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**Algorithm 1 Non-Overlapping Channel Assignment**

1: Initialize the set of available channels \( S_a := \{1, 2, \ldots, N\} \) and \( S_i := \emptyset \) for \( i = 1, 2, \ldots, M \)

2: for \( i = 1 \) to \( M \) do
3: \( j^*_i = \arg\max_{j \in S_a} p_{ij} \)
4: if \( S_i \neq \emptyset \) then
5: Find \( \Delta T_i = T^a_i - T^b_i \), where \( T^a_i \) and \( T^b_i \) is the throughputs after and before assigning channel \( j^*_i \).
6: else
7: Find \( \Delta T_i = p_{ij^*_i} \).
8: end if
9: end for
10: \( i^* = \arg\max_i \Delta T_i \).
11: Assign channel \( j^*_i^* \) to user \( i^* \).
12: Update \( S_a = S_a \setminus j^*_i^* \).
13: If \( S_a \) is empty, terminate the algorithm. Otherwise, return to step 2.

1.3.2.4 Overlapping Channel Assignment

We devise the overlapping channel assignment which can improve the network throughput by exploiting the multiuser diversity gain. However, a MAC protocol is needed to resolve the access contention under the overlapping channel assignments.

- **MAC Protocol**

Let \( S_i^{\text{com}} \) be the set of channels assigned for SU \( i \) and some other SUs. Let denote \( S_i^{\text{tot}} = S_i \cup S_i^{\text{com}} \), which is the set of all channels assigned to SU \( i \). Assume that there is one control channel, which is always available and used for access contention resolution. We consider the following MAC protocol run by any particular SU \( i \), which belongs the class of synchronized MAC protocol [53]. Here, synchronization and sensing phases are employed before the channel contention and transmission phase in each cycle. A synchronization message is exchanged among SUs during the synchronization phase to establish the same starting epoch of each cycle. After sensing the assigned channels in the sensing phase, each SU \( i \) proceeds as follows. If there is at least one channel in \( S_i \) available, then SU \( i \) chooses one of these available channels randomly for communication. If this is not the case, SU \( i \) will choose one available channel in \( S_i^{\text{com}} \) randomly and then perform the window-based contention for a possible transmission [3].

- **Overlapping Channel Assignment Algorithm**

We develop an overlapping channel assignment algorithm that possesses two phases as follows. Firstly, we run Alg. 1 to obtain the non-overlapping channel assignment solution. Then, we perform overlapping channel assignment by allocating channels that have been assigned to some users to other users in the second phase. We now employ an estimate of the
Algorithm 2 OVERLAPPING CHANNEL ASSIGNMENT

1: Initialize the sets of allocated channels for all users $S_i := \emptyset$ for $i = 1, 2, \ldots, M$ and $\delta_0$
2: Run Alg. 1 to obtain non-overlapping channel assignment solution.
3: Let the group of channels shared by $l$ users be $S_l$ and $U_j$ be the set of users sharing channel $j$ and set $U_j^{\text{tmp}} := U_j, \forall j = 1, 2, \ldots, N$.
4: continue := 1; $h = 1$; updoverhead := 0
5: while continue = 1 do
6: Find the group of channels shared by $h$ users, $S_h$
7: for $j = 1$ to $|S_h|$ do
8: for $l = 1$ to $M$ do
9: if $l \in U_j$ then
10: $\Delta T_l^{h,\text{out}}(j) = 0$
11: else
12: User $l$ calculates $\Delta T_l^{h,\text{out}}(j)$ assuming channel $j$ is allocated to user $l$
13: end if
14: end for
15: $l^* = \text{argmax}_l \Delta T_l^{h,\text{out}}(j)$.
16: end for
17: $j^*_l = \text{argmax}_j \Delta T_l^{h,\text{out}}(j)$.
18: if $\Delta T_l^{h,\text{out}}(j^*_l) \leq \epsilon$ and updoverhead = 1 then
19: Set: continue := 0
20: Go to step 35
21: end if
22: if $\Delta T_l^{h,\text{out}}(j^*_l) > \epsilon$ then
23: Temporarily assign channel $j^*_l$ to user $l^*$, i.e., update $U_j^{\text{tmp}} = U_j^{\text{tmp}} \cup \{l^*\}$
24: Calculate $W$ and $\delta$ with $U_j^{\text{temp}}$
25: if $|S_l - S_h| > \epsilon_l$ then
26: Set: updoverhead := 1
27: Return Step 7 using the updated $\delta_0 = \delta$
28: end if
29: Update $U_j^{\text{tmp}} := U_j^{\text{temp}}$ (i.e., assign channel $j^*_l$ to user $l^*$), calculate $W$ and $\delta_0$ with $U_j^{\text{tmp}}$, and update $S_h$
30: Update: updoverhead := 0
31: end if
32: end if
33: Return Step 7
34: $h = h + 1$
35: end while

increase-of-throughput, which is derived as follows to perform channel assignment assuming that the MAC protocol overhead is $\delta < 1$. Consider a case where channel $j$ is the common channel of users $i_1, i_2, \ldots, i_{MS}$ ($MS$ is the number of users sharing this channel). The increase of throughput for a particular user $i$ can be achieved if channel $j$ is assigned to this user. Because user $i$ may be able to exploit channel $j$ if this channel is available or not used by other users $i_1, i_2, \ldots, i_{MS}$. So the increase-of-throughput for user $i$ can be estimated as

$$
\Delta T_i^{MS,\text{est}}(j) = (1 - 1/MS)(1 - \delta)p_{ij} \left( \prod_{h \in S_i} p_{ih} \right) \left( 1 - \prod_{h \in S_i^{com}} p_{ih} \right) \sum_{k=1}^{MS} p_{ik,j} \left( \prod_{q=1, q \neq k}^{MS} p_{iq,j} \right)
$$

(1.10)

$$
+ (1 - \delta)p_{ij} \prod_{h \in S_i} p_{ih} \prod_{h \in S_i^{com}} p_{ih} \prod_{q=1}^{MS} p_{iq,j} \prod_{q=1}^{MS} \left( 1 - \prod_{h \in S_i} p_{ih} \right)
$$

(1.11)

$$
+ (1 - 1/MS)(1 - \delta)p_{ij} \prod_{h \in S_i} p_{ih} \prod_{h \in S_i^{com}} p_{ih} \prod_{q=1}^{MS} p_{iq,j} \prod_{q=1}^{MS} \left( 1 - \prod_{h \in S_i} p_{ih} \right)
$$

(1.12)

The detailed description of the algorithm is given in Alg. 2 whose complexity is $O(MN(M +
1.3 Research Contributions
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**Figure 1.3:** Total throughput versus the number of channels under throughput maximization design (for $M = 15$, Theo: Theory, Sim: Simulation, Over: Overlapping, Non: Non-overlapping, 5-Over: 5-user sharing Overlapping) (a) $M = 3$, (b) $M = 15$.

![Figure 1.4](image2.png)

**Figure 1.4:** Throughput performance versus the number of channels (for $M = 5$, Theo: Theory, Sim: Simulation, Over: Overlapping, Non: Non-overlapping) (a) under max-min fairness, (b) under throughput maximization design (for $P_{ij} \in [0.1, 0.15]$, $P_d = 0.9$, Per: Perfect sensing, Imp: Imperfect sensing).

$N$), which is much lower than that of the optimal brute-force search algorithm ($O(2^{NM})$).
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1.3.2.5 Numerical Results

To obtain the results, we choose the MAC parameters as Table II in [3] while the other parameters are chosen as: transmission rate of 6Mbps, $T_{\text{cycle}} = 3\text{ms}$; target collision probability $\epsilon_P = 0.03$; $p_{i,j}$ are randomly realized in $[0.7, 0.9]$. In Fig. 1.3(a), we compare the throughputs of the proposed and brute-force search algorithms for $M = 3$ under the throughput-maximization objective. This figure confirms that Alg. 2 achieves throughput very close to that attained by the optimal solution. In Fig. 1.3(b), we illustrate the total throughput $\mathcal{T}$ versus the number of channels obtained by both Algs. 1 and 2 (indicating by “P-ware”). We also show the throughput performance achieved by round-robin algorithms (indicating by “P-blind”). We can see that Alg. 2 achieves significantly larger throughput than Alg. 1 for low or moderate values of $N$ because this performance gain comes from the multiuser diversity gain. However, both Algs. 1 and 2 achieve similar throughput performance for large $N$ due to the negative impact of MAC protocol overhead which prevents Alg. 2 from performing overlapped channel assignments.

Fig. 1.4(a) illustrates the throughput of proposed fairness algorithms where $p_{i,j}$ are chosen in the range of $[0.5, 0.9]$. It can be observed that the overlapping channel algorithm also improves the minimum throughput performance compared to the non-overlapping counterpart significantly. Finally, we plot the throughputs achieved by Alg. 1 and Alg. 2 under perfect and imperfect spectrum sensing for $M = 5$ in Fig. 1.4(b) where the detection probabilities are set as $P_{\text{det}}^{ij} = 0.9$ while false alarm probabilities are randomly realized as $P_{\text{fai}}^{ij} \in [0.1, 0.15]$. This figure shows that sensing errors can significantly degrade the throughput performance of SUs. In addition, the presented results validate the throughput analytical model.

1.3.3 Distributed CMAC protocol and cooperative sensing design

We have proposed joint SDCSS and MAC protocols for multi-channel and heterogeneous CRNs, which have been published in [30, 33] where [33] considers the joint design of cooperative spectrum sensing and window-based CSMA protocol.

1.3.3.1 System Model

We consider a the collocated cognitive network where $N$ pairs of SUs opportunistically exploit white spaces in $M$ channels for data transmission. We assume that each SU can exploit only one available channel for transmission. We will design a synchronized MAC protocol integrating SDCSS for channel access. We assume that each channel is either in the
idle or busy state for each predetermined periodic interval, which is referred to as a cycle. There are $M$ PUs each of which may or may not use one corresponding channel for its data transmission in each cycle. In addition, it is assumed that transmission from any pair of SUs on a particular channel will affect the primary receiver which receives data on that channel.

### 1.3.3.2 Spectrum Sensing Design

We assume that each SU $i$ is assigned a set of channels $S_i$ where it senses all channels in this assigned set in a sequential manner. Upon completing the channel sensing, each SU $i$ exchanges the sensing results with other SUs for further processing where the channel status can be represented by one bit (e.g., 1 for idle and 0 for busy status). Based on collected sensing results, each SU will decide idle/busy status for all channels. Assume that transmission signals from PUs are complex-valued PSK signals while the noise at the SUs is CSCG $\mathcal{C}\mathcal{N}(0, N_0)$ [8]. Then, the detection and false alarm probabilities experienced by SU $i$ for the channel $j$ can be calculated as in (1.1) and (1.2), respectively where sensing time, $\tau$, is modified as $\tau^{ij}$. We assume that a general cooperative sensing scheme, namely $a$-out-of-$b$ rule, is employed by each SU to determine the idle/busy status of each channel. The a-out-of-b rule is the general scheme because it is the OR rule, AND rule and majority rule if $a = 1$, $a = b$ and $a = \lceil b/2 \rceil$, respectively.

Let us consider a particular channel $j$. Let $S^U_j$ denote the set of SUs that sense channel $j$, $b_j = |S^U_j|$ be the number of SUs sensing channel $j$, and $a_j$ be the number of messages indicating that the underlying channel is busy. Then, the final decision on the spectrum status of channel $j$ under the $a$-out-of-$b$ rule has detection and false alarm probabilities that can be written as \[P^j_u(\vec{\epsilon}, \vec{\tau}, a_j) = \sum_{l=a_j}^{b_j} \sum_{k=1}^{C^l_{b_j}} \prod_{i_1 \in \Phi^l_k} P^j_{i_1 u} \prod_{i_2 \in S^U_j \setminus \Phi^l_k} \bar{P}^j_{i_2 u}, \] where $u$ represents $d$ or $f$ as we calculate the probability of detection $P^j_d$ or false alarm $P^j_f$, respectively; $\bar{P}$ is defined as $\bar{P} = 1 - P$; $\Phi^l_k$ in (1.13) denotes a particular set with $l$ SUs whose sensing outcomes suggest that channel $j$ is busy given that this channel is indeed busy and idle. Here, we generate all possible combinations of $\Phi^l_k$ where there are indeed $C^l_{b_j}$ combinations. Also, $\vec{\epsilon} = \{\epsilon^{ij}\}$, $\vec{\tau} = \{\tau^{ij}\}$, $i \in S^U_j$ represent the set of detection thresholds and sensing times, respectively.
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1.3.3.3 Cognitive MAC Protocol Design

We propose a synchronized multi-channel MAC protocol for dynamic spectrum sharing where time is divided into fixed-size cycles and it is assumed that SUs can perfectly synchronize with each other [55]. The MAC protocol has four phases in each cycle. The beacon signal is sent on the control channel to achieve synchronization in the first phase [55]. In the second phase, all SUs simultaneously perform spectrum sensing on their assigned channels. In the third phase, all SUs exchange their sensing results with each other via the control channel. Based on these received sensing results, each SU employs SDCSS techniques to decide the channel status of all channels and hence has a set of available channels. Then each SU transmitter will choose one available channel randomly and inform it to the corresponding SU receiver via the control channel. In the fourth phase, SUs will participate in contention and data transmission on their chosen channels where the \( p \)-persistent CSMA principle [4] and the 4-way handshake [3] will be employed to reserve a channel for data transmission.

1.3.3.4 Semi-Distributed Cooperative Spectrum Sensing and \( p \)-persistent CSMA Access Optimization

**Algorithm 3 Optimization of Sensing and Access Parameters**

1: Assume we have the sets of all SU \( i \), \( \{S_i\} \). Initialize \( \tau^{ij} \), \( j \in S_i \), the sets of \( \{a_j\} \) for all channel \( j \) and \( p \).
2: For each chosen \( p \in [0, 1] \), find \( \bar{\tau}^{ij} \) and \( \{\bar{a}_j\} \) as follows:
3: for each possible set \( \{a_j\} \) do
4: repeat
5: for \( i = 1 \) to \( N \) do
6: Fix all \( \tau^{ij} \), \( i \neq i \).
7: Find the optimal \( \bar{\tau}^{ij} \) as \( \bar{\tau}^{ij} = \arg\max_{0<\tau^{ij} \leq T} NT_{p} \left( \{\tau^{ij}\}, \{a_j\}, p \right) \).
8: end for
9: until convergence
10: end for
11: The best \( \left( \{\bar{\tau}^{ij}\}, \{\bar{a}_j\} \right) \) is determined for each value of \( p \) as \( \left( \{\bar{\tau}^{ij}\}, \{\bar{a}_j\} \right) = \arg\max_{\{a_j\}} NT \left( \{\tau^{ij}\}, \{a_j\}, p \right). \)
12: The final solution \( \left( \{\bar{\tau}^{ij}\}, \{\bar{a}_j\}, \bar{p} \right) \) is determined as \( \left( \{\bar{\tau}^{ij}\}, \{\bar{a}_j\}, \bar{p} \right) = \arg\max_{\{a_j\}} NT \left( \{\bar{\tau}^{ij}\}, \{\bar{a}_j\}, \bar{p} \right). \)

We first analyze the saturation throughput of the proposed cognitive \( p \)-persistent CSMA protocol assuming that there are no reporting errors in exchanging the spectrum sensing results among SUs. Then we determine optimal sensing and access parameters to maximize the normalized throughput for our proposed SDCSS and \( p \)-persistent CSMA protocol. Here, we assume that the sensing sets \( S_j^U \) for different channels \( j \) have been given. The normalized
throughput optimization problem can be presented as

$$\max_{\{\tau^{ij}\}, \{a_j\}, p} N \mathcal{T}_p \left( \{\tau^{ij}\}, \{a_j\}, p, \{S_i\} \right)$$

(1.14)

s.t. $P_d^j (\bar{\varepsilon}^j, \bar{\tau}^j, a_j) \geq \hat{P}_d^j$, $j \in [1, M]$ (1.15)

$$0 < \tau^{ij} \leq T, \quad 0 \leq p \leq 1,$$

(1.16)

where $P_d^j$ and $\hat{P}_d^j$ are the detection probability and its target for channel $j$; $\bar{\varepsilon}^j$ and $\bar{\tau}^j$ represent the vectors of detection thresholds and sensing times on channel $j$, respectively; $a_j$ describes the parameter of the $a_j$-out-of-$b_j$ aggregation rule for SDCSS on channel $j$. The optimization variables for this problem are $\tau^{ij}, a_j$ and $p$. Similar to the explanation in [8], we can set $P_d^j (\bar{\varepsilon}^j, \bar{\tau}^j, a_j) = \hat{P}_d^j$ to solve the optimization problem (1.14)-(1.16). This optimization problem is still the mixed integer non-linear problem and therefore we devise the greedy algorithm, i.e., Alg. 3, to determine the solution for this optimization problem.

### 1.3.3.5 Optimization of Channel Sensing Sets

Recall that we have assumed the channel sensing sets for SUs are fixed to optimize the sensing and access parameters in the previous section. We now determine an efficient channel assignment solution by solving the following problem

$$\max_{\{S_i\}, \{a_j\}} N \mathcal{T} \left( \{\tau^{ij}\}, \{a_j\}, \bar{p}, \{S_i\} \right).$$

(1.17)

This optimization problem (1.17) is the non-linear integer program, which is NP-hard [57]. To solve it, we can employ the brute-force search to determine the best channel assignment where we can enumerate all possible channel assignment solutions. We also propose another low-complexity and greedy algorithm to find the solution for this problem, which is described in Alg. 4. The complexity of greedy algorithm is $\mathcal{O} \left( M^2 N + M^2 N^2 \right) = \mathcal{O} \left( M^2 N^2 \right)$, which is much lower than that of the brute-force search algorithm, $2^{MN}$ (i.e., $\mathcal{O} \left( 2^{MN} \right)$).

### 1.3.3.6 Consideration of Reporting Errors

We consider the impact of reporting errors on the performance of the proposed joint SDCSS and access design. Note that each SU relies on the channel sensing results received from other SUs in $S_j^U$ to determine the sensing outcome for each channel $j$. If there are reporting errors then different SUs may receive different channel sensing results, which lead to different final channel sensing decisions. Therefore we first conduct the new throughput analytical model which must account for all possible error patterns that can occur in reporting channel
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Algorithm 4 Greedy Algorithm

1: Initial channel assignment is obtained as follows:

• Temporarily perform following channel assignments \( \tilde{S}_i = S_i, i \in [1, N] \). Then, run Alg. 3 to obtain optimal sensing and access parameters \( \{\tilde{\tau}_{ij}\}, \{\tilde{a}_j\}, \tilde{p} \).

• Employ Hungarian algorithm \([56]\) to allocate each channel to exactly one SU to minimize the total cost where the cost of assigning channel \( j \) to SU \( i \) is \( \tilde{\tau}_{ij} \).

• The result of this Hungarian algorithm is used to build the initial channel assignment sets \( \{\tilde{S}_i\} \) for different SU \( i \).

2: Set continue = 1.

3: \textbf{while} continue = 1 \textbf{do}

4: Optimize sensing and access parameters for current channel assignment solution \( \{\tilde{S}_i\} \) by using Alg. 3.

5: Calculate the normalized throughput \( \text{NT}_c = \text{NT}(\{\tilde{\tau}_{ij}\}, \{\tilde{a}_j\}, \tilde{p}, \{\tilde{S}_i\}) \) for the optimized sensing and access parameters.

6: Each SU \( i \) calculates the increase of throughput if it is assigned one further potential channel \( j \) as \( \Delta T_{ij} = \text{NT}(\{\tilde{\tau}_{ij}\}, \{\tilde{a}_j\}, \tilde{p}, \{\tilde{S}_i\}) - \text{NT}_c \) where \( \tilde{S}_i = \tilde{S}_i \cup j, \tilde{S}_l = \tilde{S}_l, l \neq i \), and \( \{\tilde{\tau}_{ij}\}, \{\tilde{a}_j\}, \tilde{p} \) are determined by using Alg. 3 for the temporary assignment sets \( \{\tilde{S}_i\} \).

7: Find the “best” assignment \( (\tilde{i}, \tilde{j}) \) as \( (\tilde{i}, \tilde{j}) = \arg \max_{i,j} \Delta T_{ij} \).

8: \textbf{if} \( \Delta T_{\tilde{i} \tilde{j}} > \delta \) \textbf{then}

9: Assign channel \( \tilde{j} \) to SU \( \tilde{i} \): \( \tilde{S}_\tilde{i} = \tilde{S}_\tilde{i} \cup \tilde{j} \).

10: \textbf{else}

11: Set continue = 0.

12: \textbf{end if}

13: \textbf{end while}

14: \textbf{if} continue = 1 \textbf{then}

15: Return to step 2.

16: \textbf{else}

17: Terminate the algorithm.

18: \textbf{end if}

sensing results. Then we perform the optimization of channel sensing/access parameters as well as channel sensing sets which are similar to that in Sections 1.3.3.4 and 1.3.3.5.

1.3.3.7 Numerical Results

To obtain numerical results, the key parameters for the proposed MAC protocol are chosen from Table II in [3]. The other parameters are \( T = 100ms, f_s = 6MHz; \) and \( t_r = 80\mu s \). Fig. 1.5(a) presents normalized throughput \( \text{NT}_p \) versus transmission probability \( p \) and sensing time \( \tau_{11} \) for the SNR shift equal to \( \Delta \gamma = -7 \) where the sensing times for other pairs of SUs and channels are optimized as in Alg. 3. This figure shows that the optimal values of \( p \) and \( \tau_{11} \) are around \( (\tilde{\tau}_{11}, \tilde{p}) = (0.0054s, 0.1026) \) to achieve the maximum normalized throughput of \( \text{NT}_p = 0.7104 \). In Fig. 1.5(b), we compare the throughput performance as the optimized and non-optimized scheme for sensing time. For the non-optimized scheme, we also employ Algs. 3 and 4 except that \( \tau_{ij} \) is chosen from the following values: \( 1\%T, 2\%T, 5\%T \) and
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Figure 1.5: (a) Normalized throughput versus transmission probability $p$ and sensing time $\tau_{11}$ for $\Delta \gamma = -7$, $N = 10$ and $M = 4$, (b) Normalized throughput versus SNR shift $\Delta \gamma$ for $N = 10$ and $M = 4$ for optimized and non-optimized scenarios.

Figure 1.6: Normalized throughput versus SNR shift $\Delta \gamma$ for (a) $N = 10$ and $M = 4$ for optimized and RR channel assignments, (b) $N = 4$ and $M = 3$ for optimized channel assignments and a-out-of-b aggregation rules considering reporting errors.

$10\% T$ where $T$ is the cycle time. This figure confirms that the optimized design achieves the largest throughput.

We compare the normalized throughput under our optimized design and the round-robin (RR) channel assignment strategies in Fig. 1.6(a). In the considered round-robin channel assignment schemes, we assign at most 1, 2 and 3 channels for each SU corresponding to cases 1, 2 and 3. Fig. 1.6(a) shows that the optimized design achieves much higher throughput than those due to RR channel assignments. These results confirm that channel assignments for cognitive radios play a very important role in maximizing the spectrum utilization for CRNs. In particular, if it would be sufficient to achieve good sensing and throughput performance if we assign a small number of nearby SUs to sense any particular
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channel instead of requiring all SUs to sense the channel. Finally, we study the impact of reporting errors on the throughput performance in Fig. 1.6(b) where the network setting has $N = 4$ SUs and $M = 3$ channels. We assume that the reporting errors between every pair of 2 SUs are the same, which are $P_e = 0\%$, $P_e = 1\%$ and $P_e = 5\%$. We can see that when $P_e$ increases, the normalized throughput decreases quite significantly if the SNR is sufficiently low.

1.3.4 Asynchronous Full–Duplex MAC protocol for CRNs

We have proposed the FD Cognitive MAC protocol (FDC–MAC) for efficient spectrum utilization and protection of PUs. The outcomes of this research have been published and submitted in [28, 29] where the FD MAC protocol in [28] employs the window-based MAC protocol and adopts the frame fragmentation during the data transmission phase.

1.3.4.1 System and PU Activity Models

We consider a collocated cognitive radio network where $n_0$ pairs of SUs opportunistically exploit white spaces on one frequency band for communications. We assume that each SU is equipped with a FD transceiver, which can perform sensing and transmission simultaneously. However, the sensing performance of SUs is impacted by self-interference from its transmission since the transmitted power is leaked into the received signal. We denote $I(P)$ as the average self-interference power, which is modeled as $I(P) = \zeta (P)^\xi$ [42] where $P$ is the SU’s transmit power, $\zeta$ and $\xi$ (0 $\leq \xi \leq 1$) are predetermined coefficients which represent the quality of self-interference cancellation (QSIC). In this work, we design an asynchronous cognitive MAC protocol where no synchronization is required among SUs and between SUs and PUs. We assume that the PU’s idle/busy status follows two independent distribution processes. To protect the PU, we assume that SUs must stop their transmissions and evacuate from the busy channel within the maximum delay of $T_{eva}$, which is referred to as channel evacuation time. Let random variables $\tau_{ac}$ and $\tau_{id}$ denote the durations of active and idle channel states, respectively. We assume that the probabilities that $\tau_{ac}$ and $\tau_{id}$ are smaller than $T_{eva}$ are sufficiently small so that we can ignore events with multiple idle/active status changes in one $T_{eva}$. 
1.3.4.2 Full-Duplex Cognitive MAC Protocol

The proposed FDC-MAC protocol consists of contention resolution, spectrum sensing, and access functions. Specifically, SUs employ the $p$-persistent CSMA principle [4] for contention resolution where each SU with data to transmit attempts to capture an available channel with a probability $p$ after the channel is sensed to be idle during the standard DIFS interval. To complete the reservation, the four-way handshake with RTS/CTS exchanges [3] is employed to reserve the available channel for transmission in the next phase.

In the data phase, there are two stages where the SU performs FD sensing in the first stage with duration $T_S$ and transmission only in the second stage with duration $T - T_S$. Here, the SU exploits the FD communication capability of its transceiver to realize concurrent sensing and transmission the first stage. The sensing outcome at the end of this stage determines whether it transmits data or not in the second stage. We assume that the duration of the SU’s data phase $T$ is smaller than the channel evacuation time $T_{eva}$ so timely evacuation from the busy channel can be realized. Furthermore, we assume that the SU transmits at power levels $P_{sen}$ and $P_{dat}$ during the FD sensing and transmission stages, respectively. We allow two possible operation modes in the transmission stage, i.e., the HD transmission and FD transmission modes (HDTx and FDTx modes).

Our proposed FDC–MAC protocol design indeed enables flexible and adaptive configuration, which can efficiently exploit the FD communications capability of the transceiver. Specifically, if the duration of the FD sensing stage is set equal to the duration of data phase (i.e., $T_S = T$), then the SU performs parallel sensing and transmission for the whole data phase as in our previous design [28]. If we set the SU transmit power $P_{sen}$ equal to zero, $P_{sen} = 0$, then we achieve the traditional two-stage cognitive HD MAC protocol as in [16, 26]. Moreover, the proposed FDC–MAC protocol is more flexible than existing designs such as the one in [28] because we propose an adaptive MAC design and different existing designs can be achieved through suitable configuration of our protocol parameters.

1.3.4.3 FDC–MAC Protocol Configuration for Throughput Maximization

We first derive the saturation throughput for the secondary network where all SUs are assumed to always have data to transmit. Then based on the theoretical analysis model, we study the optimal configuration of the proposed FDC–MAC protocol to achieve the maximum secondary throughput while satisfactorily protecting the PU. Let $N_T(T_S, p, P_{sen})$ denote the normalized secondary throughput, which is the function of the sensing time $T_S$, transmission probability $p$, and the SU’s transmit power $P_{sen}$ in the FD sensing stage. We
assume a fixed frame length $T$, where $T < T_{eva}$ to achieve timely evacuation from a busy channel for the SUs. We are interested in determining suitable configuration for $p$, $T_S$ and $P_{sen}$ to maximize $N\mathcal{J}(T_S, p, P_{sen})$. However, the achieved throughput is less sensitive to $p$ and hence we will seek to optimize the throughput over $P_{sen}$ and $T_S$ for a given value of $p$; then a good value of $p$ can be searched accordingly.

For brevity, we express the throughput as a function of $P_{sen}$ and $T_S$ only, i.e., $N\mathcal{J}(T_S, P_{sen})$. Then, the throughput maximization problem can be stated as follows:

$$\max_{T_S, P_{sen}} N\mathcal{J}(T_S, P_{sen}) \quad \text{s.t.} \quad \hat{P}_d(\varepsilon, T_S) \geq \overline{P}_d, \quad 0 \leq P_{sen} \leq P_{max}, \quad 0 \leq T_S \leq T, \quad (1.18)$$

where $P_{max}$ is the maximum power for SUs, and $T_S$ is upper bounded by $T$. In fact, the first constraint on $\hat{P}_d(\varepsilon, T_S)$ implies that the spectrum sensing should be sufficiently reliable to protect the PU which can be achieved with sufficiently large sensing time $T_S$. Moreover, the SU’s transmit power $P_{sen}$ must be appropriately set to achieve good tradeoff between the network throughput and self-interference mitigation.

To gain insights into the parameter configuration of the FDC-MAC protocol, we first study the optimization with respect to the sensing time $T_S$ for a given $P_{sen}$ which is

$$\max_{0<T_S\leq T} N\mathcal{J}(T_S, P_{sen}) \quad (1.19)$$

For a fixed $T_S$, we would need to set the sensing detection threshold $\varepsilon$ so that the detection probability constraint is met with equality, i.e., $\hat{P}_d(\varepsilon, T_S) = \overline{P}_d$ as in $[8, 16]$. We characterize the properties of function $N\mathcal{J}(T_S, P_{sen})$ with respect to $T_S$ for a given $P_{sen}$ in Theorem 1. Based on the properties stated in this theorem, we can have an unique optimal $T^*_S$ that maximizes $N\mathcal{J}(T_S)$.

**Theorem 1:** The objective function $N\mathcal{J}(T_S)$ of (1.19) satisfies the following properties

1. $\lim_{T_S \to 0} \frac{\partial N\mathcal{J}}{\partial T_S} = +\infty$,

2. (a) For HDTx mode with $\forall P_{sen}$ and FDTx mode with $P_{sen} < \overline{P}_{sen}$, we have $\lim_{T_S \to T} \frac{\partial N\mathcal{J}}{\partial T_S} < 0$,

   (b) For FDTx mode with $P_{sen} > \overline{P}_{sen}$, we have $\lim_{T_S \to T} \frac{\partial N\mathcal{J}}{\partial T_S} > 0$,

3. $\frac{\partial^2 N\mathcal{J}}{\partial T_S^2} < 0, \forall T_S$;

4. The objective function $N\mathcal{J}(T_S)$ is bounded from above,

where $\overline{P}_{sen} = N_0 \left(\left(1 + \frac{P_{sen}}{N_0 + \overline{P}_{dat}}\right)^2 - 1\right)$ is the critical value of $P_{sen}$ such that $\lim_{T_S \to T} \frac{\partial N\mathcal{J}}{\partial T_S} = 0$. 
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1.3.4.4 Numerical Results

For numerical studies, we set the key parameters for the FDC–MAC protocol as summarized in Table II in [3]. Other parameters are chosen as follows unless stated otherwise: \( f_s = 6 \) MHz; bandwidth of PU’s signal is 6 MHz; \( \gamma_P = -20 \) dB. Now we investigate the throughput performance versus SU transmit power \( P_{\text{sen}} \) and sensing time \( T_S \) for the case of high QSIC with \( \xi = 0.95 \) and \( \zeta = 0.08 \). Fig. 1.7(a) shows the throughput versus the SU transmit power \( P_{\text{sen}} \) and sensing time \( T_S \) for the FDTx mode with \( P_{\text{dat}} = 15 \) dB, \( p = 0.0022, \bar{\tau}_{\text{id}} = 150 \) ms, \( \bar{\tau}_{\text{ac}} = 50 \) ms, and \( n_0 = 40 \). It can be observed that there exists an optimal configuration of the SU transmit power \( P_{\text{sen}}^* = 4.6552 \) dB and sensing time \( T_S^* = 2.44 \) ms to achieve the maximum throughput \( NT(T_S^*, P_{\text{sen}}^*) = 2.3924 \), which is indicated by a star symbol. These results confirm that SUs must set appropriate sensing time and transmit power for the FDC–MAC protocol to achieve the maximize throughput, which cannot be achieved by setting \( T_s = T \) as proposed in existing designs such as those in [28].

In Fig. 1.7(b), we show the throughput versus the SU transmit power \( P_{\text{sen}} \) for \( T_S = 2.2 \) ms, \( p = 0.0022, \bar{\tau}_{\text{id}} = 1000 \) ms, \( \bar{\tau}_{\text{ac}} = 50 \) ms, \( n_0 = 40, \xi = 0.95, \zeta = 0.08 \) and various values of \( T \) (i.e., duration of the data phase) for the FDTx mode with \( P_{\text{dat}} = 15 \) dB. For
each value of $T$, there exists the optimal SU transmit power $P_{\text{sen}}^*$ which is indicated by an asterisk. It can be observed that as $T$ increases from 8 ms to 25 ms, the achieved maximum throughput first increases then decreases with $T$. Also in the case with $T^* = 15$ ms, the SU achieves the largest throughput which is indicated by a star symbol. Furthermore, the achieved throughput significantly decreases when the pair of $(T, P_{\text{sen}})$ deviates from the optimal values, $(T^*, P_{\text{sen}}^*)$.

1.3.5 Conclusions

We have proposed the CMAC protocols for CRNs, analyzed their throughput performance, and studied their optimal parameter configuration. Furthermore, these studies have been conducted for both single- and multiple-channel scenarios subject to protection constraints for primary receivers. The key research contributions of this dissertation can be summarized as follows. Firstly, we have proposed the CMAC protocol with parallel sensing where SUs have multiple HD transceivers, which are employed to sense/access multiple channels simultaneously. Secondly, we have developed the CMAC protocol with sequential sensing where SUs have only one half-duplex transceiver. Therefore they must perform sequential sensing over the channels and can access at most one idle channel for communications. Thirdly, we have designed a general SDCSS and access framework under the heterogeneous environment where statistics of wireless channels, and spectrum holes can be arbitrary and there is no central controller to collect sensing results and make spectrum status decisions. Finally, we have proposed the FDC–MAC protocol for asynchronous CRNs, where no synchronization is required among SUs and between SUs and PUs. Here, the design and analysis take into account the FD communication capability and the self-interference of the FD transceiver. The research outcomes in our doctoral study have resulted in three journal publications [16, 26], [30] as well as the corresponding top-tier conference publications [28, 31–34].
La prolifération des services et applications sans fil de la dernière décennie a conduit à la demande croissante en spectre sans fil. Par conséquent, nous avons été confrontés à un problème critique de pénurie de spectre. Cependant, plusieurs mesures récentes ont rapporté qu’une grande partie du spectre de radio autorisé est très sous-utilisée dans les domaines spatial et temporel \[7, 1\]. Ces faits ont motivé le développement de la radio cognitive (CR) des techniques pour l’accès dynamique du spectre pour améliorer l’utilisation du spectre \[2\]. Pour atteindre cet objectif dans le scénario populaire de l’accès au spectre hiérarchique, les nœuds radio secondaire (SUs) peuvent exploiter de manière opportuniste les trous spectraux pour les transmissions de données sans interférer avec les transmissions des nœuds radio primaires (PUs). À cette fin, les SUs peuvent effectuer ça détection de spectre à explorer des trous de spectre et adopter des mécanismes appropriés d’accès au spectre pour partager le spectre disponible découvert avec l’autre \[8\]. Bien que les fonctions de détection et d’accès de spectre soient étroitement couplées, elles n’ont pas été complètement traitées dans la littérature existante. En outre, il est souhaitable de déployer un protocole MAC distribué cognitif pour le partage du spectre dans de nombreuses applications sans fil, ce qui est généralement plus économique que le protocole MAC cognitif centralisé. Cette thèse vise à accomplir des protocoles MAC distribués cognitifs avec l’analyse approfondie de la performance et l’optimisation pour plusieurs paramètres réseaux cognitifs.

2.1 L’Accès Dynamique au Spectre

Pour résoudre la sous-utilisation du spectre sans fil et de soutenir la demande croissante de spectre, les autorités de gestion du spectre dans de nombreux pays (par exemple, Federal
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Communication Committee (FCC) des États-Unis) ont récemment adopté des politiques de gestion du spectre plus souples pour certaines parties du spectre sans fil telles que des bandes de fréquences de la télévision par rapport aux politiques rigides et fixes utilisées par le passé. Ces changements dans la réglementation du spectre ont motivé le développement du modèle hiérarchique de l’accès au spectre pour le partage dynamique du spectre entre les utilisateurs/réseaux primaires et les utilisateurs/réseaux secondaires. Dans ce modèle de partage du spectre, les SUs sont autorisés à accéder au spectre aussi longtemps que les transmissions des PU peuvent être protégées de manière satisfaisante contre les interférences causées par les SUs. À cette fin, l’une des trois approches peuvent être adoptées pour le partage opportuniste du spectre, à savoir l’approche underlay, overlay, et interweave [1, 2, 9].

Dans cette thèse, nous nous concentrons sur le paradigme de partage interweave du spectre et considérons les problèmes de conception de protocole MAC cognitifs (CMAC). Dans le paradigme interweave, les SUs exploitent de façon opportuniste les trous de spectre (à savoir, le spectre d’inactivité) de communiquer où des trous de spectre sont découverts par les SUs en utilisant la fonction de détection de spectre (par exemple, [5, 10–39]). En particulier, ils sont libres d’utiliser le spectre disponible pour leurs transmissions sans être limités à des niveaux de puissance de transmission dans le paradigme de partage interweave du spectre. Pour les SUs équipés de radios semi-duplex, ils ne peuvent pas effectuer de détection et de transmission simultanément; par conséquent, la conception sophistiquée des algorithmes de détection et d’accès de spectre doit être menée afin de parvenir à une utilisation efficace du spectre et une protection satisfaisante pour les SUs.

2.2 Les Protocoles MAC Cognitifs

Différent de protocoles MAC classiques, un protocole CMAC doit intégrer la fonction de détection de spectre pour identifier les trous de spectre avant de partager le spectre disponible par le biais d’un mécanisme d’accès au spectre. En outre, un protocole CMAC doit être conçu de manière appropriée en tenant compte de la capacité de communication de la radio de SUs, à savoir, la radio semi-duplex ou full-duplex. La plupart des travaux de recherche existants ont examiné la conception et l’analyse des protocoles CMAC semi-duplex (HD) (par exemple, voir [40, 41] et références incluses) où SU sont synchronisés les uns avec les autres pour effectuer la détection et l’accès périodique du spectre. En raison de la contrainte semi-duplex, les SUs emploient généralement une procédure des deux étages de détection et
2.3 Les Contributions à la Recherche

Figure 2.1: Positionnement nos contributions dans le vaste paysage des protocoles CMAC.

d’accès où ils détectent le spectre dans la première étape avant d’accéder à canaux disponibles pour la transmission de données dans la deuxième étape [5, 10–27, 30–39]. Certains autres travaux supposent que les réseaux primaires et secondaires sont synchronisés les uns avec les autres, donc les intervalles exactes de spectre inactif sont connus pour les SUs [11, 12, 24]. Cette hypothèse, cependant, serait difficile à réaliser en pratique.

Dans un protocole semi-duplex CMAC, si un PU passe du statut inactif au statut actif lorsque les SUs occupent le spectre, puis les transmissions des SUs peuvent causer des interférences fortes pour des PUs actifs. Avec les récents progrès dans les technologies full-duplex (par exemple, voir [42–47]), certains travaux récents proposent la conception de l’accès full-duplex (FD) au spectre pour les réseaux radio cognitifs (CRNs) [28, 48] où chaque SU peut effectuer la détection et la transmission simultanément. Cela implique que les SUs peuvent être en mesure de détecter le statut actif de PUs pendant qu’ils utilisent le spectre sous licence avec la FD radio. Toutefois, l’auto-interférence due à la détection et la transmission de FD radios simultanée peut entrainer une dégradation des performances de détection du spectre des SUs. Par conséquent, les protocoles FD CMAC doivent être conçus de manière appropriée pour gérer le FD auto-ingérence en utilisant des mécanismes appropriés, tels que le contrôle de puissance.
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Une conception efficace du CRNs impose des nombreux nouveaux défis qui ne sont pas présentés dans les réseaux sans fil classiques [6, 40, 49–51]. Dans cette thèse, nous visons à concevoir, analyser et optimiser les protocoles CMAC pour CRNs sous différents scénarios pratiquement pertinents. Plus précisément, les trois premières contributions sont liées à la conception de protocoles CMAC synchrones pour les HD CRNs en trois différents réglages tandis que la dernière contribution comprend le génie d’un protocole CMAC asynchrone pour FD CRNs. Dans la première contribution, nous proposons un protocole CMAC à deux étages avec détection parallèle où chaque SU est équipé de plusieurs HD émetteurs-récepteurs, qui permettent les SUs de déte...
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canaux disponibles pour les transmissions de données [16].

2.3.1.1 Le Modèle du Système

Nous considérons un cadre de réseau où $N$ paires des SUs exploitent de manière opportuniste les bandes disponibles de fréquences, qui appartiennent un réseau primaire, pour leur transmission de données. En particulier, nous allons considérer les deux scénarios dans lesquels un ou plusieurs canaux radio sont exploités par ces SUs. Nous concevons les protocoles MAC synchronisés pour les deux scénarios supposant que chaque canal peut être en statut disponible ou statut occupé pendant un intervalle périodique prédéterminée, qui est considéré comme un cycle dans la thèse. Nous supposons en outre que chaque paire de SUs peut entendre les transmissions d’autres paires des SUs (à savoir, les réseaux colocalisés). En outre, on suppose que la transmission de chaque paire individuelle de SUs affecte un différent récepteur primaire.

Supposons que les signaux de transmission de PUs sont des signaux PSK à valeurs complexes tandis que le bruit sur les SUs est indépendant et identiquement distribué selon la gaussienne complexe circulaire symétrique (CSCG) $CN(0, N_0)$ [8]. Ensuite, les probabilités de la détection et de la fausse alarme pour le canal $j$ et la SU $i$ peut être calculées comme [8]

$$P_{ij}^d(\varepsilon_{ij}, \tau) = \Phi\left(\frac{\varepsilon_{ij} - \gamma_{ij}}{\sqrt{\tau f_s}}\right),$$

$$P_{ij}^f(\varepsilon_{ij}, \tau) = \Phi\left(\sqrt{2\gamma_{ij} + \frac{1}{\tau f_s}}\right) = \Phi\left[\sqrt{2\gamma_{ij} + \frac{1}{\tau f_s}}\right] + \sqrt{\tau f_s - \gamma_{ij}},$$

où $i \in [1, N]$ est d’indice d’un SU, $j \in [1, M]$ est d’indice d’un canal, $\varepsilon_{ij}$ est le seuil de détection pour un détecteur d’énergie, $\gamma_{ij}$ est le rapport signal-sur-bruit (SNR) du signal de PU au SU, $f_s$ est la fréquence d’échantillonnage, $N_0$ est la puissance de bruit, $\tau$ est l’intervalle de détection, et $\Phi(\cdot)$ est défini comme $\Phi(x) = (1/\sqrt{2\pi}) \int_x^{\infty} \exp(-t^2/2) dt$. Dans ce qui suit, nous allons présenter notre conception pour le scénario de canal unique et la conception pour le scénario multi-canal peut être abordée d’une manière similaire.

2.3.1.2 La Conception de Protocole MAC pour de Cas Mono-Canal

Nous décrivons maintenant notre proposée protocole MAC synchronisée pour le partage dynamique du spectre entre les SUs. Nous supposons que chaque cycle de taille fixe de longueur $T$ est divisé en trois phases, à savoir la phase de détection, la phase de synchronisation et la
phase de transmission de données. Au cours de la phase de détection de la longueur $\tau$, tous les SUs exécutent de détection de spectre sur le canal sous-jacent. Ensuite, seuls les SUs dont les résultats de détection indiquent un canal disponible procèdent à la phase suivante (ils seront appelés les SUs actifs dans la suite). Dans la phase de synchronisation, les SUs actifs diffusent les signaux de balises à des fins de synchronisation. Enfin, seuls les SUs actifs exécutent une contention et transmettent des données en phase de transmission de données où ils emploient une technique de contention standard pour capturer le canal qui est similaire à celle du protocole CSMA/CA. Le backoff exponentiel avec la fenêtre de contention minimale $W$ et l’étape backoff maximale $m$ [3] est utilisé dans la phase de contention. Ici, soit le poignée de main en deux étapes ou le poignée de main en quatre étapes avec RTS / CTS seront utilisés pour transmettre un paquet de données sur le canal disponible.

### 2.3.1.3 La Maximisation du Débit

Compte tenu du modèle proposé de détection et de protocole MAC, nous sommes intéressés à trouver son configuration optimale pour atteindre le débit maximal soumis à des contraintes de protection pour les récepteurs primaires. Plus précisément, laissez $\mathcal{NT}(\tau, W)$ soit le débit total normalisé, qui est une fonction le temps de détection $\tau$ et la fenêtre de contention $W$. Supposons que chaque récepteur primaire exige que la probabilité de détection réalisés par son principal lien contradictoire $i$ soit au moins $\bar{P}^i_d$. Ensuite, le problème de maximisation du débit peut être énoncé comme suit:

$$
\max_{\tau, W} \quad \mathcal{NT}(\tau, W) \\
\text{s.t.} \quad \mathcal{P}_d(\varepsilon, \tau) \geq \bar{P}^i_d, \quad i = 1, 2, \ldots, N
$$

(2.3)

où $W_{\text{max}}$ est la fenêtre maximale de contention et $T$ est l’intervalle de cycle. En fait, le temps optimale de détection $\tau$ serait allouer de temps suffisamment pour protéger les récepteurs primaires et la fenêtre optimale de contention serait équilibre entre la réduction des collisions entre les SUs actifs et de limiter le surcot du protocole.

### 2.3.1.4 L’Analyse et L’Optimisation du Débit

Après avoir effectué l’analyse du débit, nous nous tournons pour résoudre le problème de maximisation du débit formulée en (2.3). On peut observer que la probabilité de détection
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\( \mathcal{P}_d (\varepsilon^i, \tau) \) dans les contraintes de protection primaires \( \mathcal{P}_d (\varepsilon^i, \tau) \geq \bar{\mathcal{P}}_d \) dépend à la fois du seuil de détection \( \varepsilon^i \) et de la variable d’optimisation \( \tau \).

Nous pouvons montrer que, en optimisant le débit normalisé sur \( \tau \) et \( W \) tout en fixant des seuils de détection \( \varepsilon^i = \varepsilon^i_0 \) où \( \mathcal{P}_d (\varepsilon^i_0, \tau) = \bar{\mathcal{P}}_d \), \( i = 1, 2, \cdots, N \), nous pouvons atteindre presque le gain de débit maximal. Dans ce qui suit, nous allons optimiser le débit normalisé sur \( \tau \) et \( W \) tout en choisissant des seuils de détection tels que \( \mathcal{P}_d (\varepsilon^i_0, \tau) = \bar{\mathcal{P}}_d \), \( i = 1, 2, \cdots, N \). À partir de ces contraintes d’égalité et (2.2), nous avons

\[
\mathcal{P}_f = Q \left( \alpha^i + \sqrt{\tau f_s \gamma^i} \right) \quad (2.4)
\]

où \( \alpha^i = \sqrt{2\gamma^i + 1} Q^{-1} (\bar{\mathcal{P}}_d) \). Par conséquent, le problème d’optimisation (2.3) devient indépendant de tous les seuils de détection \( \varepsilon^i, i = 1, 2, \cdots, N \). Malheureusement, ce problème d’optimisation est encore un programme mixte en nombres entiers (à noter que \( W \) prend des valeurs entières), ce qui est difficile à résoudre. Par conséquent, nous devons compter sur l’optimisation numérique [52] pour trouver la configuration optimale pour le protocole MAC proposé. Plus précisément, pour une fenêtre donnée de contention \( W \) nous pouvons trouver le temps optimal correspondant de détection \( \tau \) comme suit:

\[
\max_{0 < \tau \leq T} \mathcal{N} (\tau, W) = \sum_{n_0=1}^{N} \mathcal{J} (\tau, W | n = n_0) \Pr (n = n_0). \quad (2.5)
\]

Ce problème d’optimisation n’est pas convexe, cependant, nous allons prouver que \( \mathcal{N} (\tau) \) est une fonction unimodale dans la gamme de \( [0, T] \). Plus précisément, \( \mathcal{N} (\tau) \) est monotone croissante dans \( [0, \tau] \) alors qu’il est monotone décroissante dans \( (\tau, T] \) pour certains \( 0 < \tau \leq T \). Ainsi, \( \mathcal{N} (\tau) \) est le seul maximum global de l’ensemble des \( [0, T] \). Cette propriété est formellement indiquée dans la proposition suivante.

**Proposition 1:** La fonction objective \( \mathcal{N} (\tau) \) de (2.5) vérifie les propriétés suivantes

1. \( \lim_{\tau \to T} \frac{\partial \mathcal{N} (\tau)}{\partial \tau} < 0 \),
2. \( \lim_{\tau \to 0} \frac{\partial \mathcal{N} (\tau)}{\partial \tau} = +\infty \),
3. il y a un \( \tau \) unique où \( \tau \) est dans la gamme de \( [0, T] \) tel que \( \frac{\partial \mathcal{N} (\tau)}{\partial \tau} = 0 \),
4. la fonction objectif \( \mathcal{N} (\tau) \) est majorée.
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2.3.1.5 Résultats Numériques et Discussions

Nous présentons des résultats numériques pour illustrer les performances du débit des protocoles MAC cognitifs proposées. Nous prenons des paramètres clés pour les protocoles MAC du tableau II dans [3]. D’autres paramètres sont choisis comme suit: $T = 100ms$; $f_s = 6MHz$; la bande passante des signaux QPSK de PUs est $6MHz$. Nous montrons d’abord le débit normalisé $NT$ par rapport $\tau$ et $W$ pour le scénario à cas de monocanal avec $N = 15$ et $m = 4$ dans la Fig. 2.2(a). Nous montrons les paramètres optimaux à l’échelle mondiale $(\varphi^*, \tau^*)$ qui maximisent le débit normalisé $NT$ du protocole MAC cognitive proposé par un symbole étoile à ce chiffre. Cette figure montre que le gain de performances en raison de la configuration optimale de protocole MAC proposée est très important. Par conséquent, l’approche proposée d’optimisation serait très utile dans la réalisation de la plus grande performance de débit pour le réseau secondaire. De même, nous présentons les résultats numériques pour le protocole MAC multi-canaux proposé avec $N = 10$, $M = 5$ et $m = 4$ dans la Fig. 2.2(b). Notez que les $SNR^i_j$ sont choisis au hasard dans la gamme de $[-15, -20]dB$. Les probabilités de détection de cibles $\tilde{P}^{ij}_d$ et les probabilités $P^{ij}(H_0)$ pour le canal $j$ au SU $i$ sont choisis au hasard dans les intervalles $[0.7, 0.9]$ et $[0.7, 0.8]$, respectivement. Encore une fois, on montre la configuration optimale $(\tau^*, W^*)$, ce qui maximise le débit normalisé $NT$ du protocole MAC multicanaux proposé.
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2.3.2 La Protocole CMAC et L’Assignation des Canaux avec la Detection Séquentielle

Nous avons développé la conception conjointe de détection et d’accès pour le réseau secondaire colocalisé où chaque SU effectue la détection séquentielle sur des canaux multiples et peut accéder au plus un canal disponible pour les communications [26]. Cette ligne d’œuvres a été publiée dans [26, 32] où le design dans [32] est prolongé de celle de [26] pour envisager le scénario de réseau ad-hoc.

2.3.2.1 Le Modèle du Système

Nous considérons un réseau colocalisé de radio cognitive dans laquelle $M$ SUs exploitent les opportunités de spectre dans $N$ canaux. Nous supposons que chaque SU peut utiliser au plus un canal pour la transmission de données. En outre, le temps est divisé le cycle de taille fixe où les SUs effectuent la détection sur les canaux assignés au début de chaque cycle d’explorer les canaux disponibles pour les communications. On suppose que la détection parfaite peut être atteint alors une extension de la détection imparfait du spectre sera également discuté. Il est supposé que les SUs transmettent à une vitesse constante avec la valeur normalisée d’un.

2.3.2.2 La Formulation du Problème

Nous sommes intéressés dans l’exercice d’assignation des canaux pour maximiser le débit du système. Soit $T_i$ désignent le débit atteint par SU $i$. Soit $x_{ij}$ décrivent la décision d’assignation de canaux où $x_{ij} = 1$ si le canal $j$ est affecté à SU $i$ et $x_{ij} = 0$, autrement. Le problème de maximisation du débit peut être formellement écrit comme suit:

$$\max_x \sum_{i=1}^{M} T_i. \quad (2.6)$$

Pour les attributions non-chevauchements de canaux, nous avons les contraintes suivantes

$$\sum_{i=1}^{M} x_{ij} = 1, \quad \text{for all } j. \quad (2.7)$$

Nous pouvons dériver le débit atteint par SU $i$ pour l’assignation de canaux non-chevauchements comme suit. Soit $S_i$ l’ensemble de canaux affectés uniquement à SU $i$ et $p_{ij}$ la probabilité
que le canal $j$ est disponible au SU $i$ ($p_{ij} = 1 - p_{ij}$). Donc, $T_i$ peut être calculé comme
\[ T_i = 1 - \prod_{j \in S_i} p_{ij} = 1 - \prod_{j=1}^{N} (\bar{p}_{ij})^{x_{ij}}. \tag{2.8} \]

On peut observer que le problème d’optimisation (2.6)-(2.7) est un programme d’entier non-linéaire, ce qui est un problème NP-dur. Cependant, nous pouvons employer la recherche par force brute pour déterminer la meilleure assignation de canal qui se traduit par le débit total maximal. La complexité de l’algorithme de recherche de force brute optimale est le nombre total de façons d’assignation les canaux à tous les SUs qui est asymptotiquement égal à $2^{NM}$ (c.-à-d., $\Theta(2^{NM})$). Dans ce qui suit, nous allons développer des algorithmes d’assignation sous-optimales et canal de faible complexité, c.-à-d., 1) l’assignation non-chevauchement de canal et 2) l’assignation chevauchement de canal.

2.3.2.3 L’Algorithme d’Assignation Non-Chevauchement de Canal

**Algorithm 5 NON-OVERLAPPING CHANNEL ASSIGNMENT**

1: Initialize the set of available channels $S_a := \{1, 2, \ldots, N\}$ and $S_i := \emptyset$ for $i = 1, 2, \ldots, M$
2: for $i = 1$ to $M$ do
3: $j_i^* = \text{argmax}_{j \in S_a} p_{ij}$
4: if $S_i \neq \emptyset$ then
5:  Find $\Delta T_i = T_i^a - T_i^b$, where $T_i^a$ and $T_i^b$ is the throughputs after and before assigning channel $j_i^*$.
6: else
7:  Find $\Delta T_i = p_{ij_i^*}$.
8: end if
9: end for
10: $i^* = \text{argmax}_i \Delta T_i$.
11: Assign channel $j_i^*$ to user $i^*$.
12: Update $S_a = S_a \setminus j_i^*$.
13: If $S_a$ is empty, terminate the algorithm. Otherwise, return to step 2.

Nous développons un algorithme de faible complexité pour l’assignation non-chevauchement de canaux dans cette section. Rappelons que $S_i$ est l’ensemble des canaux affectés uniquement pour SU $i$ (c.-à-d., $S_i \cap S_j = \emptyset$, $i \neq j$). L’algorithme d’assignation de canaux gourmands alloue de manière itérative des canaux pour des SUs qui réalisent l’augmentation maximale du débit. Dans chaque itération de l’allocation de canal, chaque SU $i$ calcule l’augmentation du débit si le meilleur canal disponible (c.-à-d., le canal $j_i^* = \text{arg max}_{j \in S_a} p_{ij}$) est alloué. Cette augmentation de débit peut être calculée comme suit:
\[
\Delta T_i = T_i^a - T_i^b = \left[ 1 - (1 - p_{ij_i^*}) \prod_{j \in S_i} (1 - p_{ij}) \right] - \left[ 1 - \prod_{j \in S_i} (1 - p_{ij}) \right] = p_{ij_i^*} \prod_{j \in S_i} (1 - p_{ij}). \tag{2.9}
\]
Une description détaillée de l'algorithme proposé est présenté dans Alg. 5 dont la complexité est $MN (N + 1)/2$ (c.-à.-d., $O(MN^2)$).

### 2.3.2.4 L’Algorithme d’Assignation Chevauchement de Canal

Nous concevons l’assignation de canaux qui se chevauchent ce qui peut améliorer le débit du réseau en exploitant le gain de diversité multiutilisateur. Toutefois, un protocole MAC est nécessaire pour résoudre le conflit d’accès dans les assignations chevauchement de canaux.

**Algorithm 6 OVERLAPPING CHANNEL ASSIGNMENT**

1: Initialize the sets of allocated channels for all users $S_i := \emptyset$ for $i = 1, 2, \ldots, M$ and $\delta_0$
2: Run Alg. 5 to obtain non-overlapping channel assignment solution.
3: Let the group of channels shared by $h$ users be $G_h$ and $U_j$ be the set of users sharing channel $j$ and set $U_{j,\text{temp}} := \{j\}$. $\forall j = 1, 2, \ldots, N$
4: continue := 1; $h = 1$; updoverhead := 0
5: while continue = 1 do
6:   Find the group of channels shared by $h$ users, $G_h$
7:   for $j = 1$ to $|G_h|$
8:      for $l = 1$ to $M$
9:         if $l \in U_j$
10:            $\Delta T_{h, l}(j) = 0$
11:         else
12:            User $l$ calculates $\Delta T_{h, l}(j)$ assuming channel $j$ is allocated to user $l$
13:      end if
14:   end for
15:   $l^* = \arg \max_{l} \Delta T_{h, l}(j)$
16:   $j^* = \arg \max_{j} \Delta T_{h, l^*}(j)$
17:   if $\Delta T_{h, l^*}(j^*) < \epsilon$ and updoverhead = 1 then
18:      Set: continue := 0
19:      Go to step 35
20:   end if
21:   if $\Delta T_{h, l^*}(j^*) > \epsilon$ then
22:      Temporarily assign channel $j^*$ to user $l^*$, i.e., update $U_{j^*, \text{temp}} := \{l^*, j^*\}$
23:      Calculate $W$ and $\delta$ with $U_{j^*, \text{temp}}$
24:      if $|\delta - \delta_0| > \epsilon$ then
25:         Set: updoverhead := 1
26:         Return Step 7 using the updated $\delta_0 = \delta$
27:      else
28:         Update $U_{j^*, l} := U_{j^*, \text{temp}}$ (i.e., assign channel $j^*$ to user $l^*$), calculate $W$ and $\delta_0$ with $U_{j^*, l}$, and update $G_h$
29:         Update: updoverhead := 0
30:      end if
31:   end if
32:   end if
33:  Return Step 7
34:  $h = h + 1$
35: end while

- **Le Protocole MAC**

Laissez $S_i^{\text{com}}$ l’ensemble des canaux affectés pour SU $i$ et quelques autres SUs. Que représentent, $S_i^{\text{tot}} = S_i \cup S_i^{\text{com}}$ qui est l’ensemble de tous les canaux affectés au SU $i$. Supprimons qu’il y ait un canal de commande, qui est toujours disponible et utilisé pour la résolution de conflit. Nous considérons le protocole MAC suivante exécuté par tout SU notamment $i$, qui appartient la classe de protocole MAC synchronisée [53]. Ici, des phases de synchronisation et
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de détection sont employées avant la contention de canal et la phase de transmission dans chaque cycle. Un message de synchronisation est échangé entre les SUs au cours de la phase de synchronisation pour établir la même époque départ de chaque cycle. Après la détection des canaux affectés à la phase de détection, chaque SU se déroule comme suit. Si il y a au moins un canal disponible à $S_i$, le SU $i$ choisit au hasard un de ces canaux disponibles de communication. Si cela est le cas, le SU $i$ va choisir au hasard un canal disponible dans $S_{com}^i$ et ensuite va effectuer la contention fondée fenêtre pour une transmission possible [3].

- **L’Algorithme d’Assignation Chevauchement de Canal**

Nous développons un algorithme d’assignation chevauchement de canal qui possède deux phases comme suit. Tout d’abord, nous exécutons Alg. 5 pour obtenir la solution d’assignation non-chevauchement de canal. Ensuite, nous effectuons l’assignation chevauchement de canal en allouant les canaux qui ont été attribuées à certains utilisateurs à d’autres utilisateurs dans la deuxième phase. Nous employons maintenant une estimation du augmentation-de-débit, qui est calculée comme suit pour effectuer l’assignation de canaux en supposant que le surcoût du protocole MAC est $\delta < 1$. Considérons un cas où le canal $j$ est le canal commun de utilisateurs $i_1, i_2, \ldots, i_{MS}$ (le MS est le nombre d’utilisateurs partageant ce canal). L’augmentation du débit pour un utilisateur particulier $i$ peut être atteinte si le canal $j$ est assigné à cet utilisateur. Parce que l’utilisateur $i$ peut être en mesure d’exploiter le canal $j$ si ce canal est disponible ou n’est pas utilisé par d’autres utilisateurs $i_1, i_2, \ldots, i_{MS}$. Donc, l’augmentation-of-débit pour l’utilisateur $i$ peut être estimé comme

$$
\Delta T_i^{MS,est}(j) = (1 - 1/MS)(1 - \delta)p_{ij} \left( \prod_{h \in S_i} \bar{p}_{ih} \right) \left( 1 - \prod_{h \in S_{com}^i} \bar{p}_{ih} \right) \sum_{k=1}^{MS} \bar{p}_{ik,j} \left( \prod_{q=1,q \neq k}^{MS} p_{iq,j} \right) + (1 - \delta) \prod_{h \in S_i} \bar{p}_{ih} \prod_{h \in S_{com}^i} \bar{p}_{ih} \prod_{q=1}^{MS} p_{iq,j} \prod_{q=1}^{MS} \left( 1 - \prod_{h \in S_{iq}} \bar{p}_{ih} \right) + (1 - 1/MS)(1 - \delta) \prod_{h \in S_i} \bar{p}_{ih} \left( 1 - \prod_{h \in S_{com}^i} \bar{p}_{ih} \right) \prod_{q=1}^{MS} p_{iq,j} \prod_{q=1}^{MS} \left( 1 - \prod_{h \in S_{iq}} \bar{p}_{ih} \right)
$$

La description détaillée de l’algorithme est donné dans Alg. 6 dont la complexité est $O(MN(M+N))$, qui est beaucoup plus faible que celle de l’algorithme optimale de recherche par force-brute ($O(2^{NM})$).
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Figure 2.3: Le débit total en fonction du nombre de canaux en cours de conception de maximisation de débit (pour $M = 15$, Theo: Theory, Sim: Simulation, Over: Overlapping, Non: Non-overlapping, 5-Over: 5-user sharing Overlapping) (a) $M = 3$, (b) $M = 15$.

Figure 2.4: Le débit en fonction du nombre de canaux (pour $M = 5$, Theo: Theory, Sim: Simulation, Over: Overlapping, Non: Non-overlapping) (a) en vertu de la conception de l’équité max-min, (b) en vertu de la conception de la maximisation du débit (pour $\mathcal{P}_{ij}^{f} \in [0.1, 0.15], \mathcal{P}_{d}^{ij} = 0.9$, Per: Perfect sensing, Imp: Imperfect sensing).

2.3.2.5 Résultats Numériques

Pour obtenir des résultats, nous choisissons les paramètres MAC comme dans le tableau II [3] tandis que les autres paramètres sont choisis comme: le taux de transmission de 6 Mbps, $T_{cycle} = 3ms$; la probabilité cibler de collision $\epsilon_{P} = 0.03$, $p_{i,j}$ sont réalisés au hasard dans $[0,7,$
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0,9]. Dans la Fig. 2.3(a), nous comparons les débits des algorithmes de recherche proposées et de force-brute pour \( M = 3 \) sous l’objectif de la maximisation du débit. Ce chiffre confirme que Alg. 6 réalise un débit très proche de celui atteint par la solution optimale. Dans la Fig. 2.3(b), on illustre le débit total \( J \) en fonction du nombre de canaux obtenus par les Algs. 5 et 6 (indiquant par “P-ware”). Nous montrons également la performance de débit atteinte par des algorithmes round-robin (indiquant par “P-blind”). Nous pouvons voir qu’Alg. 6 réalise sensiblement plus grand débit qu’Alg. 5 pour les valeurs faibles ou modérées de \( N \) parce que ce gain de performance provient du gain de diversité multiutilisateur. Toutefois, les Algs. 5 et 6 obtenaient des performances similaires pour le \( N \) grand en raison de l’impact négatif des frais généraux de protocole MAC qui empêche Alg. 6 d’effectuer chevauchement des attributions de canaux.

Fig. 2.4(a) illustre le débit d’algorithmes proposées d’équité où \( p_{ij} \) sont choisis dans \([0.5, 0.9]\). On peut observer que l’algorithme d’assignation chevauchement de canal permet également d’améliorer la performance de débit minimum par rapport à l’homologue non-chevauchement de façon significative. Enfin, nous traçons les débits obtenus par Alg. 5 et Alg. 6 en vertu de détection parfaite et imparfaite du spectre pour \( M = 5 \) dans la Fig. 2.4(b) où les probabilités de détection sont définies comme \( P_{d}^{ij} = 0.9 \) alors que les probabilités de fausses alarmes sont réalisées au hasard comme \( P_{f}^{ij} \in [0.1, 0.15] \). Cette figure montre que les erreurs de détection peuvent dégrader significativement les performances de débit de SU. En outre, les résultats présentés valident le modèle analytique de débit.

2.3.3 La Conception de Protocole CMAC et de Détectio Coopérative Distribué

Nous avons proposé la conception conjointe de SDCSS et des protocoles MAC pour les CRNs multicanaux et hétérogènes, qui a été publié dans [30, 33] où [33] considère la conception conjointe de détection coopérative du spectre et de protocole CSMA à base de fenêtres.

2.3.3.1 Le Modèle du Système

Nous considérons un réseau cognitive colocalisé où les \( N \) paires des SUs exploitent opportuniste les espaces blancs à \( M \) canaux de transmission des données. Nous supposons que chaque SU peut exploiter un seul canal disponible pour la transmission. Nous allons concevoir un protocole MAC synchronisée intégrant le SDCSS pour l’accès au canal. Nous supposons que chaque canal est soit au statut disponible ou occupé pour chaque intervalle
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périodique prédéterminée, qui est considéré comme un cycle. Il y a \( M \) PUs dont chacun peut ou ne peut pas utiliser un canal correspondant pour son transmission de données à chaque cycle. En outre, on suppose que la transmission de toute paire de SUs sur un canal particulier aura affecté le récepteur primaire qui reçoit des données sur ce canal.

2.3.3.2 Le Désign de Detection

Nous supposons que chaque SU \( i \) est attribué un ensemble de canaux \( S_i \) où il détecte tous les canaux dans cette ensemble assignée dans une manière séquentielle. Au terme de la détection de canal, chaque SU \( i \) échange les résultats de détection avec d’autres SUs pour un traitement ultérieur où le statut de canal peut être représenté par un bit (par exemple, 1 pour le statut disponible et 0 pour le statut occupé). Basé sur les résultats recueillis de détection, chaque SU décidera le statut libre/occupé pour tous les canaux. Supposons que les signaux de transmission de PUs sont des signaux PSK valeurs complexes tandis que le bruit aux SUs est \( \mathcal{CN}(0, N_0) \) [8]. Ensuite, les probabilités de détection et de fausse alarme vécus par le SU \( i \) pour le canal \( j \) peuvent être calculé comme dans (2.1) et (2.2), respectivement, où le temps de détection, \( \tau \), est modifié comme \( \tau^i_j \). Nous supposons qu’un système de détection coopérative générale, à savoir une règle d’\( a \)-out-of-\( b \), est employé par chaque SU pour déterminer le statut inactif/occupé de chaque canal. La règle d’\( a \)-out-of-\( b \) est le régime général, car elle est la règle d’OR, et la règle d’AND et la règle de la majorité si \( a = 1 \), \( a = b \) et \( a = \lceil b/2 \rceil \), respectivement.

Prenons un canal particulier \( j \). Laissez \( S_U^j \) désignent l’ensemble des SUs qui détectent le canal \( j \), \( b_j = |S_U^j| \) soit le nombre de SUs pour détecter le canal \( j \), et \( a_j \) est le nombre de messages ce qui indique que le canal sous-jacent est occupé. Ensuite, la décision finale sur le statut du spectre du canal \( j \) sous la règle d’\( a \)-out-of-\( b \) a les probabilités de détection et de fausse alarme qui peuvent être écrits comme [54]

\[
\mathcal{P}_u^j (\vec{\varepsilon}^j, \vec{\tau}^j, a_j) = \sum_{l=a_j}^{b_j} \sum_{k=1}^{C_{b_j}^l} \prod_{i_1 \in \Phi_k^l} \mathcal{P}_{i_1}^{l,j} \prod_{i_2 \in S_U^j \setminus \Phi_k^l} \bar{\mathcal{P}}_{i_2}^{l,j},
\]

(2.13)

où \( u \) représente \( d \) ou \( f \) que nous calculons la probabilité de détection \( \mathcal{P}_d^j \) ou de fausse alarme \( \mathcal{P}_f^j \), respectivement; \( \bar{\mathcal{P}} \) est défini comme \( \bar{\mathcal{P}} = 1 - \mathcal{P} \); \( \Phi_k^l \) dans (2.13) désigne un ensemble particulier avec \( l \) SUs dont les résultats de détection suggèrent que le canal \( j \) est occupé, étant donné que ce canal est en effet occupé et disponible. Ici, nous produisons toutes les combinaisons possibles de \( \Phi_k^l \) où il y a en effet \( C_{b_j}^l \) combinaisons. Aussi, \( \vec{\varepsilon}^j = \{\varepsilon^{ij}\} \),
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\( \tau_j = \{\tau^{ij}\}, i \in S_j \) représentent l’ensemble des seuils de détection et les temps de détection, respectivement.

### 2.3.3.3 Le Désign de Protocole CMAC

Nous proposons un protocole MAC multi-canal synchronisée pour le partage dynamique du spectre où le temps est divisé en cycles de taille fixe et il est supposé que les SUs peuvent synchroniser parfaitement avec l’autre [55]. Le protocole MAC comporte quatre phases de chaque cycle. Le signal de balise est transmis sur le canal de commande pour réaliser la synchronisation dans la première phase [55]. Dans la deuxième phase, tous les SUs effectuent simultanément de détection de spectre sur leurs canaux attribués. Dans la troisième phase, toutes les SUs échangent leurs résultats de détection avec chaque autre. Basé sur ces résultats reçus de détection, chaque SU emploie des techniques de SD-CSS pour décider les statuts de tous les canaux et donc a un ensemble de canaux disponibles. Ensuite, chaque émetteur de SU va choisir au hasard un canal disponible et va l’en informer au récepteur de SU correspondant via le canal de contrôle. Dans la quatrième phase, les SUs participeront la contention et la transmission de données sur leurs canaux choisis où le principe de CSMA p-persistante [4] et le poignée de main en quatre étapes [3] seront utilisées pour réserver un canal pour la transmission de données.

### 2.3.3.4 L’Optimisation de Détection Semi-Distribué de Spectre et d’Accès CSMA p-persistant

**Algorithm 7 OPTIMIZATION OF SENSING AND ACCESS PARAMETERS**

1: Assume we have the sets of all SU \( i \), \( \{S_i\} \). Initialize \( \tau^{ij}, j \in S_i \), the sets of \( \{a_j\} \) for all channel \( j \) and \( p \).
2: For each chosen \( p \in [0, 1] \), find \( \hat{\tau}^{ij} \) and \( \{\hat{a}_j\} \) as follows:
3: for each possible set \( \{a_j\} \) do
4: repeat
5: for \( i = 1 \) to \( N \) do
6: Fix all \( \tau^{i1j}, i_1 \neq i \).
7: Find the optimal \( \hat{\tau}^{ij} \) as \( \hat{\tau}^{ij} = \arg\max_{0<\tau^{ij}\leq T} N_T(\{\tau^{ij}\},\{a_j\},p) \).
8: end for
9: until convergence
10: end for
11: The best \( \{\hat{\tau}^{ij}\},\{\hat{a}_j\}\) is determined for each value of \( p \) as \( \{\hat{\tau}^{ij}\},\{\hat{a}_j\}\) = \( \operatorname*{arg\max}_{\{a_j\},\{\hat{\tau}^{ij}\}} N_T(\{\hat{\tau}^{ij}\},\{a_j\},p) \).
12: The final solution \( \{\hat{\tau}^{ij}\},\{\hat{a}_j\},\hat{\tau}\) is determined as \( \{\hat{\tau}^{ij}\},\{\hat{a}_j\},\hat{\tau}\) = \( \operatorname*{arg\max}_{\{a_j\},\{\hat{\tau}^{ij}\}} N_T(\{\hat{\tau}^{ij}\},\{\hat{a}_j\},\hat{\tau}) \).

Nous analysons d’abord le débit de saturation de protocole CMAC proposé en supposant qu’il n’y a pas d’erreurs de déclaration en échangeant les résultats de détection parmi les SUs.
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Ensuite, nous déterminons les paramètres optimaux de détection et d’accès pour maximiser le débit normalisé pour notre conception proposée du SDCSS et du protocole CSMA p-persistant. Ici, nous supposons que les ensembles de détection $S_j^U$ pour différents canaux $j$ ont été donnés. Le problème d’optimisation de débit normalisé peut être présenté comme

$$\max_{\{\tau_{ij}\}, \{a_j\}, p} NT_p \left( \left\{ \tau_{ij} \right\}, \{a_j\}, p, \{S_i\} \right)$$

(2.14)

s.t. $P_d(\vec{\varepsilon}_j, \bar{\tau}_j, a_j) \geq \hat{P}_d^j$, $j \in [1, M]$ (2.15)

$0 < \tau_{ij} \leq T$, $0 \leq p \leq 1$ (2.16)

où $P_d$ et $\hat{P}_d^j$ sont la probabilité de détection et sa cible pour le canal $j$; $\vec{\varepsilon}_j$ et $\bar{\tau}_j$ représentent les vecteurs de seuil de détection et de temps de détection sur le canal $j$, respectivement; $a_j$ décrit le paramètre de la règle agrégation d’$a_j$-out-of-$b_j$ pour le SDCSS sur le canal $j$. Les variables d’optimisation pour résoudre ce problème sont $\tau_{ij}$, $a_j$ and $p$. Similaire à l’explication dans [8], nous pouvons mettre $P_d(\vec{\varepsilon}_j, \bar{\tau}_j, a_j) = \hat{P}_d^j$ pour résoudre le problème d’optimisation (2.14)-(2.16). Ce problème d’optimisation est toujours le problème non-linéaire mixte en nombres entiers et donc nous concevons l’algorithme glouton, c.-à.-d., Alg. 7, afin de déterminer la solution de ce problème d’optimisation.

2.3.3.5 L’Optimisation d’Ensemble des Canaux

Rappelons que nous avons supposé que les ensembles de canaux pour les SUs sont fixés pour optimiser les paramètres de détection et d’accès dans la section précédente. Nous déterminons maintenant une solution d’assignation efficace de canal en résolvant le problème suivant

$$\max_{\{S_i\}, \{a_j\}} NT \left( \left\{ \bar{\tau}_{ij} \right\}, \{a_j\}, \bar{p}, \{S_i\} \right).$$

(2.17)

Ce problème d’optimisation (2.17) est le programme entier non-linéaire, qui est NP-dur [57]. Pour le résoudre, nous pouvons employer la recherche par force-brute pour déterminer la meilleure assignation des canaux où nous pouvons énumérer toutes les solutions possibles d’assignation de canaux. Nous proposons également un autre algorithme faible complexité et glouton pour trouver la solution à ce problème, qui est décrit dans Alg. 8. La complexité de l’algorithme glouton est $O(M^2N + M^2N^2) = O(M^2N^2)$, ce qui est beaucoup plus faible que celle de l’algorithme de recherche par force-brute, $2^{MN}$ (c.-à.-d., $O(2^{MN})$).
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**Algorithm 8** Greedy Algorithm

1. Initial channel assignment is obtained as follows:
   - Temporarily perform following channel assignments \( \tilde{S}_i = S_i \), \( i \in [1, N] \). Then, run Alg. 7 to obtain optimal sensing and access parameters \( \{\tilde{\tau}_{ij}\}, \{\tilde{a}_j\}, \tilde{\rho} \).
   - Employ Hungarian algorithm [56] to allocate each channel to exactly one SU to minimize the total cost where the cost of assigning channel \( j \) to SU \( i \) is \( \tilde{\tau}_{ij} \).
   - The result of this Hungarian algorithm is used to build the initial channel assignment sets \( \{\tilde{S}_i\} \) for different SU \( i \).

2. Set \( \text{continue} = 1 \).
3. **while** \( \text{continue} = 1 \) **do**
4. **end while**

2.3.3.6 L’Examen des Erreurs de Déclaration

Nous considérons l’impact des erreurs de déclaration à la performance de la conception conjointe proposé de SDCSS et d’accès. Notez que chaque SU repose sur les résultats reçus de détection de canal d’autres SUs dans \( S^I_j \) pour déterminer le résultat de détection pour chaque canal \( j \). S’il y a des erreurs de déclaration, puis les différents SUs peuvent recevoir des différents résultats de détection de canal, qui conduisent à des différentes décisions finales de détection de canal. Par conséquent, nous effectuons d’abord le nouveau modèle d’analyse du débit, qui doit rendre compte de tous les motifs possibles d’erreurs qui peuvent survenir dans la présentation des résultats de détection de canal. Ensuite, nous effectuons l’optimisation des paramètres de détection/d’accès de canal ainsi que des ensembles de canaux qui sont semblables à ce que dans les Sections 2.3.3.4 and 2.3.3.5.
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2.3.3.7 Résultats Numériques

Pour obtenir des résultats numériques, les paramètres clés pour le protocole MAC proposé sont choisis parmi le tableau II [3]. Les autres paramètres sont $T = 100ms$, $f_s = 6MHZ$ et $t_r = 80\mu s$. Fig. 2.5(a) présente un débit normalisé $NT_p$ contre la probabilité de transmission $p$ et de temps de détection $\tau$ pour le décalage de SNR $\Delta \gamma = -7$ où les temps de détection pour les autres paires des SUs et canaux sont optimisés comme dans Alg. 7. Cette figure montre que les valeurs optimales de $p$ et $\tau$ sont autour $(\bar{\tau}, \bar{p}) = (0.0054, 0.1026)$ pour atteindre le débit normalisé maximum de $NT_p = 0.7104$. Dans la Fig. 2.5(b), nous comparons les performances de débit que les régimes optimisé et non-optimisé pour la détection. Pour le régime de non-optimisé, nous employons également Algs. 7 et 8, sauf que $\tau$ est choisi parmi les valeurs suivantes: $1\%T$, $2\%T$, $5\%T$ et $10\%T$ où $T$ est le temps de cycle. Ce chiffre confirme que la conception optimisée permet d’obtenir le plus grand débit.

Nous comparons le débit normalisé sous notre conception optimisée et la stratégie round-robin (RR) d’assignation de canal dans la Fig. 2.6(a). Dans la stratégie round-robin considéré d’assignation du canal, nous attribuons à la plupart des 1, 2 et 3 canaux pour chaque SU correspondant au cas 1, 2 et 3. Fig. 2.6(a) montre que la conception optimisée permet d’obtenir un débit beaucoup plus élevé que celles dues à des assignations RR de canaux. Ces résultats confirment que les assignations de canaux pour les radios cognitives jouent un rôle très important dans la maximisation de l’utilisation du spectre pour les CRNs. En particulier, si ce serait suffisant pour obtenir une bonne détection et un bon débit si nous assignons un petit nombre de proximité SUs pour détecter un canal particulier au lieu d’exiger tous les
2.3 Les Contributions à la Recherche

Figure 2.6: Le débit normalisé par rapport au décalage de SNR, $\Delta \gamma$ pour (a) $N = 10$ and $M = 4$ pour le régime dopaminé et le régime RR, (b) $N = 4$ and $M = 3$ pour le régime dopaminé et l’$a$-out-of-$b$ et les erreurs de déclaration.

SUs pour détecter le canal. Enfin, nous étudions l’impact des erreurs de déclaration sur la performance de débit dans la Fig. 2.6(b) lorsque les paramètres de réseaux sont $N = 4$ SUs et $M = 3$ canaux. Nous supposons que les erreurs de déclaration entre chaque paire de 2 SUs sont les mêmes, qui sont $P_e = 0\%$, $P_e = 1\%$ et $P_e = 5\%$. Nous pouvons voir que lorsque $P_e$ augmente, le débit normalisé diminue très sensiblement si le SNR est suffisamment faible.

2.3.4 Le Protocole Full–Duplex MAC Asynchrone pour CRNs

Nous avons proposé le protocole FD MAC cognitive (FDC-MAC) pour l’utilisation efficace de spectre et la protection de PUs. Les résultats de cette recherche ont été publiés et soumis dans [28, 29] où le protocole FD MAC [28] utilise le protocole MAC à base de fenêtres et adopte la fragmentation des trames lors de la phase de transmission de données.

2.3.4.1 Le Système et Le Modèle de PU Activité

Nous considérons un réseau de radio cognitive colocalisé où les $n_0$ paires des SUs exploite opportuniste des espaces blancs sur une bande de fréquence pour les communications. Nous supposons que chaque SU est équipé d’un FD émetteur-récepteur, qui peut effectuer la détection et la transmission en même temps. Cependant, la performance de détection du SUs est influencée par l’auto-interférence de sa transmission depuis la puissance transmise est divulgué dans le signal reçu. On note $I(P)$ que la puissance moyenne auto-ingérence, qui est modelisée comme $I(P) = \zeta(P)^\xi$ [42] où $P$ est la puissance de transmission du SU, $\zeta$ et $\xi$ ($0 \leq \xi \leq 1$) sont des coefficients qui représentent la qualité de l’annulation.
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auto-ingérence (QSIC) prédéterminée. Dans ce travail, nous concevons un protocole MAC cognitive asynchrone où aucune synchronisation n’est pas nécessaire entre les SUs et entre les SUs et les PUs. Nous supposons que le statut disponible/occupé du PU suit deux processus de distributions indépendants. Pour protéger le PU, nous supposons que les SUs doivent cesser leurs transmissions et évacuer du canal occupé dans le délai maximum de $T_{eva}$, qui est désigné comme le temps d’évacuation. Laissez variables aléatoires $\tau_{ac}$ et $\tau_{id}$ désigner les durées des statuts des canaux actifs et inactifs, respectivement. Nous supposons que les probabilités que $\tau_{ac}$ et $\tau_{id}$ sont plus petits que $T_{eva}$ sont suffisamment petites pour que nous pouvons ignorer les événements avec les plusieurs changements des statuts inactifs/actifs dans une $T_{eva}$.

2.3.4.2 Le Protocole Full-Duplex CMAC


Dans la phase de données, il existe deux étapes où le FD SU effectue la détection dans la première étape avec la durée $T_{S}$ et la transmission dans la deuxième étape avec la durée $T - T_{S}$. Ici, le SU exploite la capacité de FD communication de son émetteur-récepteur, pour réaliser simultanément la détection et la transmission de la première étape. Le résultat de détection à la fin de cette étape détermine s’il transmet des données ou non dans la seconde étape. Nous supposons que la durée de la phase de données du SU $T$ est plus petite que le temps d’évacuation $T_{eva}$, et alors l’évacuation de manière opportune du canal occupé peut être réalisée. En outre, nous supposons que le SU transmet à des niveaux de puissance $P_{sen}$ et $P_{dat}$ pendant les étapes de FD détection et de transmission, respectivement. Nous permettons à deux modes de fonctionnement possibles dans la phase de transmission, à savoir, la mode de HD transmission et la mode de FD transmission (HDTX mode et FDTx mode).

Notre conception du protocole FDC-MAC proposée permet en effet une configuration souple et adaptative, qui peut exploiter efficacement la capacité de FD communication de l’émetteur-récepteur. Plus précisément, si la durée de l’étape de FD détection est fixée égale
à la durée de la phase de données (c.-à.-d., $T_S = T$), ensuite le SU effectue simultanément la détection et la transmission dans la phase de données aussi dans notre modèle précédent [28]. Si nous fixons la puissance de transmission du SU $P_{sen}$ égale à zéro, $P_{sen} = 0$, alors nous atteindrons le deux-stade protocole HD CMAC traditionnel comme dans [16, 26]. En outre, le protocole FDC-MAC proposée est plus souple que les modèles existants tels que celui de [28] parce que nous proposons un design MAC adaptative et les différents modèles existants peuvent être atteints grâce à la configuration appropriée de nos paramètres de protocole.

### 2.3.4.3 La Configuration de Protocole FDC-MAC pour la Maximisation de Débit

D’abord, nous tirons le débit de saturation pour le réseau secondaire où tous les SUs sont supposés d’avoir toujours des données à transmettre. Ensuite, sur la base du modèle d’analyse théorique, nous étudions la configuration optimale du protocole FDC-MAC proposé pour atteindre le débit secondaire maximal tout en protégeant de manière satisfaisante le PU. Soit $N\mathcal{J}(T_S, p, P_{sen})$ représente le débit secondaire normalisé, ce qui est la fonction du temps de détection $T_S$, la probabilité de transmission $p$, et la puissance de transmission du SU $P_{sen}$ dans l’étape de FD détection. Nous supposons une longueur de trame fixe $T$, où $T < T_{eva}$ pour atteindre l’évacuation rapide d’un canal occupé pour le SU. Nous sommes intéressés à déterminer la configuration appropriée pour $p$, $T_S$ et $P_{sen}$ pour maximiser $N\mathcal{J}(T_S, p, P_{sen})$. Cependant, le débit atteint est moins sensible à $p$, et donc on va chercher à optimiser le débit sur $P_{sen}$ et $T_S$ pour une valeur donnée de $p$; puis une bonne valeur de $p$ peut être recherchée en conséquence.

Par souci de concision, nous exprimons seulement le débit en fonction de $P_{sen}$ et $T_S$, c.-à.-d., $N\mathcal{J}(T_S, P_{sen})$. Ensuite, le problème de maximisation de débit peut être énoncé comme suit:

$$\max_{T_S, P_{sen}} N\mathcal{J}(T_S, P_{sen})$$

s.t. $\hat{P}_d(\varepsilon, T_S) \geq \overline{P}_d$, $0 \leq P_{sen} \leq P_{\max}$, $0 \leq T_S \leq T,$

où $P_{\max}$ est la puissance maximale de SUs, et $T_S$ est délimitée supérieurement par $T$. En fait, la première contrainte sur $\hat{P}_d(\varepsilon, T_S)$ implique que la détection du spectre doit être suffisamment fiable pour protéger l’unité centrale qui peut être réalisée avec le temps suffisamment grand de détection $T_S$. En outre, la puissance de transmission du SU $P_{sen}$ doit être réglé de manière appropriée pour obtenir un bon compromis entre le débit du réseau et l’atténuation des auto-interférences.
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Pour obtenir un aperçu de la configuration des paramètres du protocole FDC-MAC, nous étudions d’abord l’optimisation par rapport au temps de détection $T_S$ pour un $P_{\text{sen}}$ donné qui est

$$\max_{0<T_S\leq T} N\mathcal{J}(T_S, P_{\text{sen}}).$$

(2.19)

Pour un $T_S$ fixé, nous aurions besoin de mettre la seuil de détection $\varepsilon$ de sorte que la contrainte de probabilité de détection est satisfaite avec l’égalité, c.-à.-d., $\hat{P}_d(\varepsilon, T_S) = P_d$ comme dans $[8, 16]$. Nous caractérisons les propriétés de la fonction $N\mathcal{J}(T_S, P_{\text{sen}})$ par rapport à $T_S$ pour un $P_{\text{sen}}$ donné dans la Théorème 2. Basé sur les propriétés indiquées dans cette théorème, nous pouvons avoir un $T^*_S$ optimale unique qui maximise $N\mathcal{J}(T_S)$.

**Théorème 2:** La fonction objective $N\mathcal{J}(T_S)$ de (2.19) vérifie les propriétés suivantes

1. $\lim_{T_S \to 0} \frac{\partial N\mathcal{J}}{\partial T_S} = +\infty$,

2. (a) Pour le mode HDTX avec $\forall P_{\text{sen}}$ et le mode FDTx avec $P_{\text{sen}} < P_{\text{sen}}$, nous avons $\lim_{T_S \to T} \frac{\partial N\mathcal{J}}{\partial T_S} < 0$,

(b) Pour le mode FDTx avec $P_{\text{sen}} > P_{\text{sen}}$, nous avons $\lim_{T_S \to T} \frac{\partial N\mathcal{J}}{\partial T_S} > 0$,

3. $\frac{\partial^2 N\mathcal{J}}{\partial T_S^2} < 0$, $\forall T_S$,

4. La fonction objectif $N\mathcal{J}(T_S)$ est délimitée en haut,

où $P_{\text{sen}} = N_0 \left[ \left(1 + \frac{P_{\text{dat}}}{N_0 K P_{\text{dat}}} \right)^2 \right] - 1$ est la valeur critique de $P_{\text{sen}}$ telle sorte que $\lim_{T_S \to T} \frac{\partial N\mathcal{J}}{\partial T_S} = 0$.

2.3.4.4 Résultats Numériques

Pour les études numériques, nous avons fixé les paramètres clés pour le protocole FDC-MAC comme résumé dans le tableau II [3]. D’autres paramètres sont choisis comme suit: $f_s = 6$ MHz; la bande passante du signal de PU est de 6 MHz; $P_d = 0.8$; $T = 15$ ms; le SNR du signal PU à chaque SU $\gamma_P = -20$ dB. Maintenant, nous étudions les performances de débit par rapport de puissance de transmission du SU $P_{\text{sen}}$ et de temps de détection $T_S$ pour le cas de haute QSIC avec $\xi = 0.95$ et $\zeta = 0.08$. Fig. 2.7(a) montre le débit en fonction de la puissance de transmission du SU $P_{\text{sen}}$ et le temps de détection $T_S$ pour le mode FDTx avec $P_{\text{dat}} = 15$ dB, $p = 0.0022$, $\bar{\tau}_{\text{id}} = 150$ ms, $\bar{\tau}_{\text{ac}} = 50$ ms, et $n_0 = 40$. Il peut être observé qu’il existe une configuration optimale de la puissance de transmission du SU $P^*_{\text{sen}} = 4.6552$ dB et le temps de détection $T^*_S = 2.44$ ms pour atteindre le débit maximal $N\mathcal{J}(T^*_S, P^*_{\text{sen}}) = 2.3924$, ce qui est indiqué par un symbole étoile. Ces résultats confirment que les SU doivent régler
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Figure 2.7: Le débit normalisé pour $p = 0.0022$, $n_0 = 40$, $\xi = 0.95$, $\zeta = 0.08$ et le mode FDTx avec $P_{dat} = 15$ dB (a) $\bar{\tau}_{id} = 150$ ms, $\bar{\tau}_{ac} = 50$ ms, (b) $T_S = 2.2$ ms, $\bar{\tau}_{id} = 1000$ ms, $\bar{\tau}_{ac} = 50$ ms.

le temps approprié de détection et la puissance de transmission du SU pour le protocole FDC-MAC pour atteindre le débit maximal, qui ne peut être atteint par la mise en $T_s = T$ comme proposé dans les modèles existants comme ceux de [28].

Dans la Fig. 2.7(b), nous montrons le débit par rapport à la puissance de transmission du SU $P_{sen}$ pour $T_S = 2.2$ ms, $p = 0.0022$, $\bar{\tau}_{id} = 1000$ ms, $\bar{\tau}_{ac} = 50$ ms, $n_0 = 40$, $\xi = 0.95$, $\zeta = 0.08$ et les divers valeurs de $T$ (c.-à.-d., la durée de la phase de données) pour le mode FDTx avec $P_{dat} = 15$ dB. Pour chaque valeur de $T$, il existe la puissance optimale de transmission du SU $P_{sen}^*$ qui est indiqué par un astérisque. On peut observer que $T$ augmente de 8 ms à 25 ms, le débit maximum augmente d’abord et puis décroît avec $T$. Toujours dans le cas de $T^* = 15$ ms, le SU réalise le plus grand débit qui est indiqué par un symbole étoile. En outre, le débit diminue de façon significative obtenue lorsque la paire de $(T, P_{sen})$ dévie à partir des valeurs optimales $(T^*, P_{sen}^*)$.

2.3.5 Conclusions

Nous avons proposé les protocoles CMAC pour CRNs, et analyse leur performance de débit, et étudié leur configuration optimale des paramètres. En outre, ces études ont été menées pour les deux scénarios monocanal et multicanaux soumises à des contraintes de protection pour les récepteurs primaires. Les contributions clés de la recherche de cette thèse peuvent être résumées comme suit. Tout d’abord, nous avons proposé le protocole...
CMAC avec la détection parallèle où les SUs ont des HD émetteurs-récepteurs multiples, qui sont utilisés pour détecter/accéder simultanément les multiples canaux. Deuxièmement, nous avons développé le protocole CMAC avec la détection séquentielle où les SUs ont seulement un HD émetteur-récepteur. Par conséquent, ils doivent effectuer la détection séquentielle sur les canaux et peuvent accéder au plus un canal disponible pour les communications. Troisièmement, nous avons conçu un SDCSS générale et un cadre d’accès dans l’environnement hétérogène où les statistiques de canaux sans fil, et les trous de spectre peuvent être arbitraire et il n’y a pas de contrôleur central pour recueillir les résultats de détection et de prendre des décisions de statut de spectre. Enfin, nous avons proposé le protocole FDC-MAC pour les CRNs asynchrones, où aucune synchronisation est nécessaire entre les SUs et entre les SUs et les PUs. Ici, la conception et l’analyse tiennent compte de la capacité de FD communication et l’auto-interférence du FD émetteur-récepteur. Les résultats de la recherche dans notre étude de doctorat ont donné lieu à trois publications de revues [16, 26], [30] ainsi que les publications correspondant conférence de haut niveau [28, 31–34].
Chapter 3

Introduction

The proliferation of wireless services and applications over the past decade has led to the rapidly increasing demand in wireless spectrum. Hence, we have been facing a critical spectrum shortage problem. Several recent measurements have, however, reported that a large portion of licensed radio spectrum is very underutilized in spatial and temporal domains [7], [1]. These facts have motivated the development of dynamic spectrum access (DSA) techniques to enhance the efficiency and flexibility of spectrum utilization. DSA can be categorized into three major models, namely dynamic exclusive use, open sharing, and hierarchical access models [1]. The third model which is also refereed to as opportunistic spectrum access (OSA), which provides fundamental ground for an extremely active research theme, i.e., the cognitive radio research. OSA in cognitive radio networks can be further divided into three access paradigms, namely underlay, overlay, and interweave [1, 2, 9].

The research in this dissertation considers the interweave paradigm where the licensed spectrum is shared between the primary and secondary networks whose users are refereed to as primary and secondary users (PUs and SUs), respectively. In particular, SUs can opportunistically exploit spectrum holes (i.e., idle spectrum in time, frequency, and space) for their data transmission as long as they do not severely interfere the transmissions of PUs. This access principle implies that PUs have strictly higher priority than SUs in accessing the underlying spectrum; hence, SUs can only access the licensed spectrum if PUs do not occupy them. Toward this end, SUs can perform spectrum sensing to explore spectrum holes and adopt suitable spectrum access mechanisms to share the discovered available spectrum with one another [8].

Although the spectrum sensing and access functions are tightly coupled, they are usually not treated jointly in the existing multi-user cognitive radio literature. Moreover, it is desir-
able to employ a distributed cognitive MAC protocol for spectrum sharing in many wireless applications, which is usually more cost-efficient compared to the centralized cognitive MAC counterpart. An efficient cognitive MAC protocol should achieve good performance in certain performance measures such as throughput (spectrum utilization), delay, fairness, and energy consumption. This dissertation aims to engineer the distributed cognitive MAC protocol with extensive performance analysis and optimization for several practically relevant cognitive network settings.

### 3.1 Dynamic Spectrum Access

To resolve the under-utilization of wireless spectrum and support the increasing spectrum demand of the wireless sector, spectrum management authorities in many countries (e.g., Federal Communication Committee (FCC) in US) have recently adopted more flexible spectrum management policies for certain parts of the wireless spectrum such as TV bands compared to the rigid and non-dynamic policies employed in the past. In the following, we describe three different DSA models, namely, dynamic exclusive use, open sharing, and hierarchical access models [1] where the DSA taxonomy is illustrated in Fig. 3.1.

**Dynamic exclusive use model:** This model can be realized through two different

![Figure 3.1: The broad landscape of Dynamic Spectrum Access (DSA) [1, 2].](image)
approaches, namely, the spectrum property right and dynamic spectrum allocation. In the spectrum property right approach [58], the unused spectrum of the licensees can be leased or traded, which can result in more flexibility in the spectrum management. Here, the market and economy play a critical role in achieving efficient use of the spectrum. The dynamic spectrum allocation approach was proposed by the European DRiVE project [59] where the spatio–temporal traffic statistics are exploited for dynamic spectrum assignment to different services, which use the assigned spectrum exclusively.

**Open sharing model**: This model is also called as *Spectrum Commons* in [60] where the spectrum can be shared by a number of peer users in a specific region under the open sharing basis. This spectrum sharing model is motivated by the very successful deployment of wireless services in the unlicensed spectrum band (e.g., WiFi). This spectrum sharing model can be realized in the centralized or distributed manner [61, 62].

**Hierarchical access model**: This model classifies the spectrum access users into PUs (i.e., licensed users) and SUs. Specifically, it adopts a hierarchical access structure where PUs must be protected from the interference created by SUs. There are three main approaches for opportunistic spectrum sharing under this model, namely underlay, overlay, and interweave [1, 2, 9].

This dissertation focuses on the cognitive MAC protocol design for cognitive radio networks under the hierarchical access model, which will be described in more details in the following section.

### 3.2 Hierarchical Access Model and Cognitive MAC Protocol

#### 3.2.1 Hierarchical Access Model

Recent changes in spectrum regulation and management have motivated the development of the hierarchical spectrum access techniques for efficient spectrum sharing between the primary users/network and secondary users/network. In this spectrum sharing model, SUs are allowed to access the spectrum as long as transmissions from PUs can be satisfactorily protected from the interference caused by the SUs. As mentioned previously, one of the three approaches can be adopted for hierarchical spectrum access, i.e., the underlay, overlay, and interweave access paradigms [1, 2, 9], which are discussed in the following.
In the underlay paradigm, PUs’ and SUs’ transmissions can co-exist on the same frequency band at the same time; however, the interference created by SUs at each PU must remain below an allowable limit \[63, 64\]. Advanced communications and signal processing techniques can be employed for efficient interference management and mitigation to maintain this interference constraint. In particular, we can set the transmit power of the secondary signal to maintain the interference constraint at the PU’s receiver by using power control techniques. Furthermore, the more advanced beamforming technique can be adopted in the multi-antenna secondary system to achieve good performance for SUs while nulling interference toward PUs. In general, SUs need to acquire suitable information related to PUs such as channel state information, PUs’ locations to maintain the interference constraint. This is, however, difficult to achieve in practice.

For the overlay paradigm, PUs’ and SUs’ signals can also co-exist at the same frequency band simultaneously; however, the SU is assumed to have knowledge about the PUs’ codebooks and messages, which can be achieved in different ways \[2\]. Knowledge about the PUs’ codebooks and/or messages can be used to mitigate or cancel the interference seen at the PUs’ and SUs’ receivers. Also, SUs can use the knowledge about the PUs’ messages to eliminate the interference generated by the PUs’ transmissions seen at the SUs’ receivers. Moreover, SUs can use part of their energy to enhance and assist the communications of PUs through cooperative communications \[65–67\] and use the remaining energy for their communications. With this cooperation, the interference due to the SUs’ signals to the PUs’ receivers can be compensated by the cooperation gain while the SUs can still exploit the spectrum for their transmissions \[65–67\]. Implementation of the overlay spectrum sharing paradigm requires SUs to acquire information about PUs’ messages before the PUs begin their transmissions, which is not easy to achieve in practice.

Finally, in the interweave paradigm, SUs opportunistically exploit the idle spectrum in time and/or frequency domains, which are called spectrum holes or white spaces, for data communication \[5, 10–39\]. To identify spectral holes, SUs must employ a suitable spectrum sensing strategy. Upon correctly discovering spectrum holes on the licensed spectrum, SUs can transmit at high power levels without subject to the interference constraints at SUs as in the underlay spectrum sharing paradigm. For the case where the SUs can synchronize their transmissions with PUs’ idle time intervals and perfect sensing can be achieved, SUs will not create any interference to active PUs. However, half-duplex SUs cannot sense the spectrum and transmit simultaneously; therefore, SUs could not detect the event in which
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an PU changes its status from idle to active during their transmissions. Consequently, SUs employing half-duplex radios may cause interference to active PUs.

In comparison with the underlay and overlay paradigms, the interweave approach requires to acquire less information about the PUs and it can also utilize the spectrum more efficiently since there is no transmit power constraint \[2\]. Moreover, PUs are not required to change or adapt their communication strategies or parameters to realize the spectrum sharing with SUs. Inspired by these advantages, we focus on the MAC protocol design issues for this interweave spectrum sharing paradigm in this dissertation.

3.2.2 Cognitive MAC Protocol

Different from conventional MAC protocols, a CMAC protocol must integrate the spectrum sensing function to identify spectrum holes before sharing the available spectrum through a spectrum access mechanism. In addition, a CMAC protocol must be designed appropriately considering the communication capability of SUs’ radio, i.e., half-duplex (HD) or full-duplex (FD) radio. Most existing research works have considered the design and analysis of HD CMAC protocols (e.g., see \[40, 41\] and references therein) where SUs are synchronized with each other to perform periodic spectrum sensing and access. Due to the HD constraint, SUs typically employ a two-stage sensing/access procedure where they sense the spectrum in the first stage before accessing available channels for data transmission in the second stage \[5, 10–27, 30–39\]. Some other works assume that the primary and secondary networks are synchronized with each other so exact idle intervals on the spectrum of interest are known to the SUs \[11, 12, 24\]. This assumption would, however, be difficult to achieve in practice.

In an HD CMAC protocol, if an PU changes from the idle to active status when the SUs are occupying the spectrum, then transmissions from SUs can cause strong interference to active PUs. With recent advances in the full-duplex technologies (e.g., see \[42–47\]), some recent works consider FD spectrum access design for cognitive radio networks (CRNs) \[48, 68\] where each SU can perform sensing and transmission simultaneously. This implies that SUs may be able to detect the PUs’ active status while they are utilizing the licensed spectrum with the FD radio. However, self-interference due to simultaneous sensing and transmission of FD radios may lead to performance degradation of the SUs’ spectrum sensing. Therefore, FD CMAC protocols must be designed appropriately to manage the FD self-interference by using suitable mechanisms such as power control.
3.3 Research Challenges and Motivations

Efficient design of CRNs imposes many new challenges that are not present in the conventional wireless networks [6, 40, 49–51]. These design challenges are originated from the variations of white spaces in time and space as well as the time-varying wireless channel quality. SUs who have the lower priority than PUs in accessing the licensed spectrum must tune their operations and transmission parameters so as not to cause harmful interference to active PUs. We can highlight some major challenges in designing opportunistic cognitive MAC (CMAC) protocols for CRNs as follows:

1) Efficient joint spectrum sensing and access design;
2) The trade-off between spectrum utilization and interference to PUs;
3) Fair spectrum access among SUs;
4) Hardware limitations;
5) Multi-channel hidden/exposed terminal problem;
6) Control channel configuration;
7) Spectrum heterogeneity seen by SUs;
8) QoS provisioning;
9) Asynchronicity between SU and PU networks.

In this dissertation, we aim to design, analyze, and optimize CMAC protocols for CRNs under different practically relevant scenarios. Specifically, the first three contributions are related to the design of synchronous CMAC protocols for the HD CRNs in three different settings whilst the last contribution involves the engineering of an asynchronous CMAC protocol to FD CRNs. To motivate our research, we briefly discuss the existing CMAC literature and describe its limitations for different considered scenarios in the following.

3.3.1 CMAC with Parallel Sensing

In many existing works, the two-stage CMAC protocol with parallel sensing is considered where SUs are equipped with multiple HD transceivers; hence, they are able to sense or access multiple channels simultaneously. In this setting, the sensing time in the first sensing phase can be quite short, hence SUs can efficiently exploit the spectrum holes to transmit data in the second transmission phase. Existing works considering this scenario have the following limitations: they i) usually assume perfect spectrum sensing [55, 69]; ii) only analyze the network throughput performance but very few of them consider optimizing the network and protocol parameters to maximize the network performance [20].

Efficient CMAC design with parallel sensing presents the following challenges. The design must integrate both spectrum sensing and access functions in the CMAC protocol. For distributed implementation, contention-based MAC mechanism based on the popular carrier sense multiple access (CSMA) principle can be employed for contention resolution. Furthermore, protocol optimization, which adapts different protocol parameters such as contention
windows, back-off durations, and access probability to maximize the network performance (e.g., throughput) while appropriately protecting active PUs is an important issue to investigate. Toward this end, performance analysis for the developed CMAC protocol is needed. Our dissertation indeed makes some contributions along these lines.

### 3.3.2 CMAC with Sequential Sensing

Deploying multiple transceivers for each SU as in the previous case leads to high implementation complexity and cost. Therefore, the scenario in which each SU has a single transceiver would be preferred in many practical applications. A CMAC protocol in this setting, however, must employ sequential sensing where spectrum sensing for multiple channels is sensed by each SU one by one in a sequential manner. Moreover, each SU can access at most one idle channel for communications.

Spectrum sensing, which is integrated into the CMAC protocol, should be carefully designed to achieve efficient tradeoff between sensing time overhead and achieved performance. Different sensing designs have been proposed to deal with this scenario, i.e., sensing-period and optimal channel sensing order optimization [10], random- and negotiation-based spectrum-sensing schemes [11–13, 15, 70]. Moreover, each SU may only sense a subset of channels to reduce the spectrum sensing time. Furthermore, the channel assignment optimization for SUs to determine the optimal subset of channels allocated for each SU is important, which is, however, not well investigated in the literature.

Therefore, efficient MAC protocol engineering in this setting must consider the interactions between achieved sensing/network performance and channel assignments. Moreover, fairness among SUs could be considered in designing the CMAC and channel assignment. Our dissertation makes some important contributions in resolving some of these issues.

### 3.3.3 CMAC with Cooperative Sensing

In order to enhance the spectrum sensing performance, cooperative spectrum sensing can be employed where a fusion center can be installed (e.g., at an access point (AP)) to collect individual sensing data from SUs based on which it makes final sensing results and broadcasts them to the SUs [71, 72]. Detailed design of such cooperative spectrum sensing can vary depending on the underlying aggregation rules and hard- or soft-decision strategy [73, 74]. In addition, the distributed cooperative spectrum sensing would be preferred to the centralized one in most practical deployments. In distributed cooperative spectrum sensing, the sensing
tasks are shared among SUs (i.e., there is fusion center (AP)) and each SU performs sensing independently and then makes its own decision of sensing outcomes with some suitable exchanges of sensing data.

In [20, 27, 75, 76], different multi-channel CMAC protocols were proposed considering either parallel or sequential spectrum sensing method. In these existing works, design and optimization of the cooperative spectrum sensing parameters are pursued. However, they do not consider spectrum access issues or they assume the availability of multiple transceivers for simultaneously sensing all channels.

In addition, the MAC protocol in these works are non-optimized standard window-based CSMA MAC protocol, which is known to achieve smaller throughput than the optimized $p$-persistent CSMA MAC protocol [4]. Furthermore, either the single-channel setting or homogeneous network scenario (i.e., SUs experience the same channel condition and spectrum statistics for different channels) was assumed in these works. Finally, existing cooperative spectrum sensing schemes rely on a central controller to aggregate sensing results for white space detection (i.e., centralized design). We have developed a CMAC protocol employing distributed cooperative spectrum sensing in this dissertation, which overcomes several limitations of existing CMAC protocols mentioned above.

### 3.3.4 Full-Duplex MAC Protocol for Cognitive Radio Networks

As discussed earlier, SUs in the HD CRN must employ the two-stage sensing/access procedure due to the HD constraint. This constraint also requires SUs be synchronized during the spectrum sensing stage, which could be difficult to achieve in practice. In general, HD-MAC protocols may not exploit white spaces very efficiently since significant sensing time may be required, which would otherwise be utilized for data transmission. Moreover, SUs may not timely detect the PUs’ activity during their transmissions, which can cause severe interference to active PUs.

Recent advances in FD technologies [42–44] has opened opportunities to develop FD cognitive MAC protocols that can overcome many aforementioned limitations of HD CMAC protocols. With FD radios, SUs can indeed perform spectrum sensing and access simultaneously. However, the presence of self-interference, which is caused by power leakage from the transmitter to the receiver of a FD transceiver, may indeed lead to sensing/transmission performance degradation.

Several FD CMAC protocols have been recently proposed. The authors in [68] investigate three operation modes for the FD cognitive radio network (i.e., transmission-only,
transmission-sensing, and transmission-reception modes) and the optimal parameter configurations by solving three corresponding optimization problems. In [48], another FD CMAC protocol is developed where both PUs and SUs are assumed to employ the same $p$-persistent MAC protocol for channel contention resolution. This design is not applicable to CRNs where PUs should have higher spectrum access priority compared to SUs. In general, it is desirable to design a FD CMAC protocol with following characteristics: 

- A distributed FD CMAC protocol can operate efficiently in an asynchronous manner where SUs are not required to be synchronized with each other;
- SUs must timely detect the PUs’ reactivation during their transmissions to protect active PUs;
- The FD CMAC protocol can be easily reconfigured where its parameters can be adapted to specific channel state and network conditions.

Our developed FD CMAC protocol satisfactorily achieve these requirements.

### 3.4 Research Contributions and Organization of the Dissertation

The overall objective of this dissertation is to design, analyze, and optimize the cognitive MAC protocol for efficient dynamic spectrum sharing in CRNs. Our main contributions, which are highlighted in Fig. 3.2, are described in the following.
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1. **CMAC protocol design with parallel sensing** [16]: We consider the setting where each SU can perform parallel sensing and exploit all available channels for data transmissions. We develop a synchronous CMAC protocol integrating the parallel spectrum sensing function. We then analyze the throughput performance and study the optimization of its access and sensing parameters for throughput maximization. This work fundamentally extends the throughput-sensing optimization framework in [8], which was proposed for the single-SU setting.

2. **CMAC protocol and channel assignment with sequential sensing** [26, 32]: This contribution covers the joint sensing and access design for the scenario where each SU performs sequential sensing over multiple channels and can access at most one idle channel for communications [26]. We devise and analyze the saturation throughput performance of the proposed CMAC protocol. Then, we develop efficient channel allocation for SUs to maximize the total throughput of the secondary network. Furthermore, we also investigate a fair channel allocation problem where each node is allocated a subset of channels which are sensed and accessed periodically by using a CMAC protocol.

3. **Distributed CMAC protocol and cooperative sensing design** [30]: We propose a distributed cooperative spectrum and $p$-persistent CMAC protocol for multi-channel and heterogeneous CRNs [30]. In particular, we develop the distributed cooperative spectrum sensing where we assume SUs directly exchange sensing results to make decisions on all channels’ statuses by using the general $a$-out-of-$b$ aggregation rule. We conduct the performance analysis and configuration optimization for the proposed CMAC protocol considering both perfect and imperfect exchanges of sensing results. We also propose a different joint cooperative spectrum and contention window-based MAC protocol for multi-channel and heterogeneous CRNs in [33].

4. **Asynchronous full-duplex MAC protocol for cognitive radio networks** [29]: We propose the FD cognitive MAC protocol (FDC–MAC) which employs the distributed $p$-persistent CSMA access mechanism and FD spectrum sensing [29]. Our design exploits the fact that FD SUs can perform spectrum sensing and access simultaneously, which enable them to detect the PUs’ activity during transmission. Each data frame is divided into the sensing and access stages to timely detect the PUs’ transmission and enable SUs’ performance optimization. Furthermore, we develop a mathematical model to analyze the throughput performance of the proposed FDC–MAC protocol.
Then, we propose an algorithm to configure the CMAC protocol so that efficient self-interference management and sensing overhead control can be achieved. The proposed FDC-MAC protocol design is very flexible, which can be configured to operate in the HD mode or having simultaneous sensing and access for the whole data frame as in [28].

The remaining of this dissertation is organized as follows. In chapter 4, we present the research background and literature review. In chapter 5, we discuss the joint MAC and sensing design under parallel sensing. We describe the proposed protocol design framework under sequential sensing in chapter 6. The developed distributed cooperative sensing and MAC design are presented in chapter 7. Chapter 8 describes the distributed MAC protocol design for FD cognitive radio networks. Chapter 9 summarizes the contributions of the dissertation and point out some future research directions.
Chapter 4

Background and Literature Review

In this chapter, we present the research background and literature survey on different research issues studied in our dissertation. In particular, some background on spectrum sensing is presented where basics of spectrum sensing and more advanced spectrum sensing methods such as cooperative spectrum sensing are discussed. Then, we describe fundamentals of MAC protocols for conventional single- and multi-channel wireless networks. Finally, we provide a comprehensive review and taxonomy of the state-of-the-art CMAC protocols.

4.1 Research Background

4.1.1 Spectrum Sensing

Spectrum sensing and channel probing, which aim at acquiring real-time spectrum/channel information required by the cognitive MAC layer, are critical components of CRNs. In particular, spectrum sensing performs the following tasks [77]: i) detection of spectrum holes; ii) determination of spectral resolution of each spectrum hole; iii) estimation of the spatial directions of incoming interfering signal; iv) signal classification. Among these tasks, detection of spectrum holes, which is probably the most important one, boils down to a binary hypothesis-testing problem. Therefore, detection of spectrum holes on a narrow frequency band is usually refereed to as spectrum sensing, which aims at deciding the presence or absence of PUs in the underlying band. Some extensive reviews of spectrum sensing techniques for CRNs can be found in [41, 77–79].

We now describe the spectrum sensing in some more details. Let $B$ be the signal bandwidth, $f_s$ be the sampling frequency, $\tau$ be the observation time over which signal samples are collected, then $N = \lceil \tau f_s \rceil$ is the number of samples (we assume $N = \tau f_s$ is an integer
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for simplicity). Let $s(n)$ denote the PU’s signal with zero mean and variance $\sigma_s$, $u(n)$ be the additive white Gaussian noise (AWGN) with zero mean and variance $N_0$, $\gamma = \frac{\sigma_s}{N_0}$ be the received signal-to-noise ratio (SNR). Note that $s(n)$ could capture the fading and multi-path effects of the wireless channels.

Let $\mathcal{H}_0$ and $\mathcal{H}_1$ represent two events (hypotheses) corresponding to the cases where PUs are absent or present in the underlying spectrum, respectively. The sampled signal received at the SU, denoted as $y(n)$, corresponding to these two hypotheses can be written as

$$
\mathcal{H}_0 : y(n) = u(n) \\
\mathcal{H}_1 : y(n) = s(n) + u(n).
$$

(4.1)

Let $Y$ denote the test statistic and $\lambda$ be the decision threshold. The objective of narrow-band spectrum sensing is to make a decision on presence or absence of the PUs’ signals (i.e., choose hypothesis $\mathcal{H}_0$ or $\mathcal{H}_1$) based on the received signals (observations). Such decision can be made by comparing the test statistic with the threshold as follows:

$$
\mathcal{H}_0 : Y < \lambda \\
\mathcal{H}_1 : Y > \lambda.
$$

(4.2)

To quantify the spectrum sensing performance, we usually employ two important performance measures, namely detection probability $P_d$ and false-alarm probability $P_f$. In particular, $P_d$ captures the probability that a spectrum sensor successfully detects a busy channel and $P_f$ represents the event where a spectrum sensor returns a busy state for an idle channel (i.e., a transmission opportunity is overlooked). Therefore, the detection and false-alarm probabilities can be expressed as

$$
P_d = \Pr(Y > \lambda | \mathcal{H}_1) \\
P_f = \Pr(Y > \lambda | \mathcal{H}_0).
$$

(4.3)

A spectrum sensing algorithm is more efficient if it achieves higher $P_d$ and lower $P_f$. With higher $P_d$, active PUs would be better protected and lower $P_f$ means that the white space is likely not overlooked by SUs (cognitive radios).

There are many different spectrum sensing strategies proposed in the literature, which can be categorized into the following three main groups, namely energy detection, matched-filter detection, and feature detection where the first one is non-coherent detection and the others belong to the coherent detection. In coherent detection, a spectrum sensor requires a
priori knowledge of PU’s signal to coherently detect the presence of the PU. In contrast, a spectrum sensor in non-coherent detection does not require a priori knowledge of PU’s signal for detection. Furthermore, SUs can perform spectrum sensing independently or several SUs can collaborate to perform detection, which are termed individual sensing and cooperative spectrum sensing, respectively in this dissertation.

4.1.1.1 Individual Sensing

1. Energy Detection:

We first discuss the energy detection which is one popular spectrum sensing method since it is simple and does not require a priori knowledge of PU’s signal. As the name suggests, this sensing method detects the PUs’ signal by using the energy of the received signal. Specifically, the test statistic is based on the energy of received signal, i.e.,

\[ Y = \frac{1}{N} \sum_{i=1}^{N} |y(n)|^2 \]  

(4.4)

Consider the scenario with a single antenna and a single sensor. Under \( \mathcal{H}_0 \), \( Y \) involves the sum of the squares of \( N \) standard Gaussian variates with zero mean and variance \( N_0 \). Therefore, \( Y \) follows a central chi-squared distribution with \( 2N \) degrees of freedom, i.e., \( Y \sim \chi^2_{2B} \). Under \( \mathcal{H}_1 \), the test statistic \( Y \) follows a non-central distribution \( \chi^2 \) with \( 2N \) degrees of freedom and a non-centrality parameter \( 2\gamma \) [80]. Therefore, we can summarize the test statistic under the two hypotheses as

\[ \mathcal{H}_0 : \quad Y \sim \chi^2_{2B} \]

\[ \mathcal{H}_1 : \quad Y \sim \chi^2_{2B} (2\gamma) . \]  

(4.5)

We now derive the detection and false alarm probabilities where we assume that transmission signals from PUs are complex-valued phase-shift keying (PSK) signals, whereas the noise is independent and identically distributed (i.i.d.) circularly symmetric complex Gaussian \( \mathcal{CN}(0, N_0) \). For large \( N \), the probability density function (PDF) of \( Y \) under hypothesis \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) can be approximated by Gaussian distributions with mean \( \mu_0 = N_0, \mu_1 = (\gamma + 1) N_0 \) and variance \( \sigma^2_0 = \frac{1}{N} N^2_0, \sigma^2_1 = \frac{1}{N} (\gamma + 1) N^2_0 \), respectively. Therefore, the detection and false-alarm probabilities given in (4.3) can be rewritten as [8]

\[ P_d (\lambda, \tau) = \Omega \left( \frac{\lambda}{N_0} - \gamma - 1 \right) \left( \sqrt{\frac{\tau f_s}{2\gamma + 1}} \right) . \]  

(4.6)
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\[ P_f(\lambda, \tau) = Q \left( \left( \frac{\lambda}{N_0} - 1 \right) \sqrt{\tau f_s} \right). \] (4.7)

Recall that \( \lambda \) is the detection threshold for an energy detector, \( \gamma \) is the SNR of the PU’s signal at the SU, \( f_s \) is the sampling frequency, \( N_0 \) is the noise power, and \( \tau \) is the sensing interval. Moreover, \( Q(\cdot) \) is defined as
\[ Q(x) = \left( \frac{1}{\sqrt{2\pi}} \right) \int_x^{\infty} \exp \left( -t^2/2 \right) dt. \]

Similarly, for other kinds of noise and primary signals, we can derive the detection and false-alarm probabilities as presented in [8]. For the i.i.d. and correlated fading channels and multi-antenna setting, the probabilities of detection and false alarm can be found in [38, 39, 81, 82].

2. Other Sensing Mechanisms:

There are other spectrum sensing methods proposed for CRNs, e.g., waveform-based sensing [83–85], cyclostationarity-based sensing, radio identification based sensing, multi-taper spectral estimation [50, 86], matched-filtering [50], wavelet transform based estimation, Hough transform, and time-frequency analysis [49, 77]. In addition, the wavelet approach can be employed for detecting edges in the power spectral density of a wideband channel [87]. The wavelet-based sensing method proposed in [87] is extended in [35–37, 88, 89] by using sub-Nyquist sampling which is termed as the compressed spectrum sensing.

4.1.1.2 Cooperative Spectrum Sensing

Cooperative spectrum sensing has been proposed to improve the sensing performance where several SUs collaborate with each other to identify spectrum holes. The detection performances of cooperative spectrum sensing in terms of detection and false-alarm probabilities can be significantly better than those due to individual spectrum sensing thanks to the spatial diversity gain. However, it is required to collect, share, and combine individual sensing information to make final sensing decisions. In addition, spectrum sensors can make soft or hard decisions based on their measurements and then share their decisions to others [73].

When the number of spectrum sensors that collaborate to sense one particular channel increases, the sensing overhead is increased because more sensing information must be exchanged, which would consume more system resources. Therefore, optimized design of cooperative sensing is important, e.g., we can optimize the number of sensors assigned to sense each channel to achieve good balance between sensing performance and overhead. In the following, we describe cooperative spectrum sensing with hard and soft decisions.
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1. Cooperative spectrum sensing with hard decisions

Cooperative spectrum sensing can be realized via centralized and distributed implementations. In the centralized approach, a central unit (e.g., an AP) collects sensing information from SUs, makes sensing decisions then broadcasts them to all SUs. In the distributed sensing method, all SUs perform sensing on their assigned channels then exchange the sensing results with others. Finally, SUs make their sensing decisions independently by themselves.

We now study the centralized spectrum sensing algorithm. We assume that each SU $i$ is assigned in advance a set of channels $S_i$ for sensing at the beginning of each sensing cycle. Upon completing the channel sensing, each SU $i$ sends the idle/busy states of all channels in $S_i$ to the central unit for further processing. Suppose that the channel status of each channel can be represented by one bit (e.g., 1 for idle and 0 for busy status). Upon collecting sensing results from all SUs, the central unit decides the idle/busy status for all channels, then it broadcasts the list of available channels to all SUs for exploitation.

Consider a general cooperative sensing rule, namely $a$-out-of-$b$ rule, which is employed by the central unit to determine the idle/busy status of each channel based on reported sensing

![Figure 4.1: Cooperative sensing examples with (a) centralized processing, (b) distributed processing.](image-url)
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results from all SUs. In this scheme, the central unit declares that a channel is idle if \(a\) or more SUs out of \(b\) SUs report that the underlying channel is idle. The \(a\)-out-of-\(b\) rule covers different other rules including OR, AND and Majority rules as special cases. In particular, when \(a = 1\), it is the OR rule; when \(a = b\), it is the AND rule; and when \(a = \lfloor b/2 \rfloor\), it is the Majority rule.

We now analyze the cooperative sensing performance for a particular channel \(j\). Let \(S_j^U\) denote the set of SUs that sense channel \(j\) and \(b_j = |S_j^U|\) be the number of SUs sensing channel \(j\). Then, the detection and false alarm probabilities for this channel can be calculated respectively as \([54]\)

\[
P_d^j (\vec{\varepsilon}^j, \vec{\tau}^j, a_j) = \sum_{l=a_j}^{b_j} \sum_{k=1}^{C_{l_j}^k} \prod_{i_1 \in \Phi^k} P_{i_1}^j \prod_{i_2 \in S_j^U \setminus \Phi^k} \bar{P}_{i_2}^j,
\]

where \(u\) represents \(d\) or \(f\) as we calculate the probability of detection \(P_d^j\) or false alarm \(P_f^j\), respectively; \(P_d^j\) and \(P_f^j\) are the probabilities of detection and false alarm at SU \(i\) for channel \(j\), respectively; \(\bar{P}\) is defined as \(\bar{P} = 1 - P\); \(\Phi^k\) in \((4.8)\) denotes a particular set with \(l\) SUs whose sensing outcomes suggest that channel \(j\) is busy given that this channel is indeed busy and idle as \(u\) represents \(d\) and \(f\), respectively. In this calculation, we generate all possible sets \(\Phi^k\) where there are indeed \(C_{l_j}^k\) combinations. Also, \(\vec{\varepsilon}^j = \{\varepsilon^{ij}\}\), \(\vec{\tau}^j = \{\tau^{ij}\}\), \(i \in S_j^U\) represent the set of detection thresholds and sensing times, respectively.

To illustrate the operations of the \(a\)-out-of-\(b\) rule, let us consider a simple example for the centralized cooperative spectrum sensing implementation shown in Fig. 4.1(a). Here, we assume that 3 SUs collaborate to sense channel one (C1) with \(a = 2\) and \(b = 3\). After sensing the channel, all SUs report their sensing outcomes to an AP. Here, the AP receives the reporting results comprising two “1s” and one “0” where “1” means that the channel is busy and “0” means channel is idle. Because the total number of “1s” is two which is larger than or equal to \(a = 2\), the AP outputs the “1” in the final sensing result, i.e., the channel is busy. Then, the AP broadcast this final sensing result to all SUs.

Now we investigate the distributed cooperative spectrum sensing. Upon completing the channel sensing, each SU \(i\) exchanges the sensing results (i.e., idle/busy status of all channels in \(S_i\)) with other SUs for further processing. After collecting the sensing results, each SU will decide the idle/busy status for each channel. Fig. 4.1(b) illustrates the distributed cooperative spectrum sensing using the \(a\)-out-of-\(b\) rule where 3 SUs collaborate to sense channel one with \(a = 2\) and \(b = 3\). After sensing the channel, all SUs exchange their sensing
outcomes. SU3 receives the reporting results comprising two “1s” and one “0”. Because the total number of “1s” is two which is larger than or equal to \( a = 2 \), SU3 outputs the “1” in the final sensing result, i.e., the channel is busy.

2. **Cooperative spectrum sensing with soft decisions**

In this sensing method, the SUs must send their measurements (not the decisions) to the central unit and then the central unit will make final sensing decisions and broadcast them to all SUs. Performance analysis of this method for the i.i.d., correlated fading channels, and multi-antenna settings is conducted in [38, 39, 81, 82]. Here, different combining techniques such as maximal ratio combining (MRC), selection combining (SC), equal gain combining (EGC), switch and stay combining (SSC), square-law selection (SLS), square-law combining (SLC), and generalized selection combining (GSC) schemes can be employed to exploit the spatial diversity for sensing performance enhancement.

### 4.1.2 MAC Protocol in Traditional Wireless Networks

#### 4.1.2.1 Single-channel MAC Protocols

There are many random-access-based MAC protocols, which have been developed over the past decades and employed in different wireless systems and standards. Popular MAC protocols include ALOHA, Slotted ALOHA, \( p \)-persistent carrier sense multiple access (CSMA) [4] (including non-persistent, \( p \)-persistent, and 1-persistent) and CSMA/CA (CSMA with collision avoidance) [3] (or window-based CSMA) MAC protocols. In these MAC protocols, active stations (users) perform contention to capture the channel for data transmission in the distributed manner. Moreover, suitable mechanisms are adopted to mitigate the potential collisions among users (e.g., the well-known backoff mechanism for contention resolution in the CSMA/CA protocol). We provide more detailed discussions and performance analysis for some of these popular MAC protocols in the following where a single channel is shared by multiple users.

1. **Window-based CSMA MAC Protocol**

   (a) **MAC protocol**

   To capture the channel for data transmission, all active users employ the same contention resolution mechanism, which is described in the following [3]. To avoid collisions among contending users, each user takes a random waiting time before access, which is chosen
based on the so-called contention window $W$. Moreover, the value of this contention window $W$ is doubled after each collision until the contention window reaches $2^m W_0$ where $W_0$ is the minimum value of contention window and $m$ is called maximum backoff stage.

Suppose that the current back-off stage of a particular user is $i$ then it starts the contention by choosing a random back-off time uniformly distributed in the range $[0, 2^i W_0 - 1]$, $0 \leq i \leq m$. This user then starts decrementing its back-off time counter while carrier sensing transmissions from other users. Let $\sigma$ denote a mini-slot interval, each of which corresponds one unit of the back-off time counter. Upon hearing a transmission from any other users, the underlying user will “freeze” its back-off time counter and reactivate when the channel is sensed idle again. Otherwise, if the back-off time counter reaches zero, the underlying user wins the contention and transmits its data.

Either two-way or four-way handshake with Request-to-send/Clear-to-send (RTS/CTS) exchange can be employed. In the four-way handshake, the transmitter sends RTS to the receiver and waits until it successfully receives CTS from the receiver before sending a data
packet. Note that the RTS and CTS contain the information of the packet length, hence other users can obtain this information by listening to the channel. With these information, users can update the so-called network allocation vector (NAV) which indicates the period of a busy channel. In both handshake mechanisms, after sending each data packet the transmitter expects an acknowledgment (ACK) from the receiver to indicate a successful reception of the packet. Standard small intervals, namely short inter-frame space (SIFS) and distributed inter-frame space (DIFS), are used before the back-off countdown process and ACK packet transmission as described in [3]. We refer to the CSMA MAC protocol using the two-way handshaking technique as a basic access scheme in the following. Timing diagram for basic and RTS/CTS based CSMA MAC protocols are illustrated in Figs. 4.2 and 4.3, respectively.

(b) Markov Chain Model for Throughput Analysis of CSMA Protocol

Figure 4.4: Markov chain model for window–based CSMA MAC protocol [3].
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In the following, we present the throughput analysis of the CSMA/CA protocol for a network with \(n_0\) users [3]. We consider the 2D Markov chain (MC) for CSMA/CA MAC protocol \((s(t), c(t))\) where \(s(t)\) represents the backoff stage of the station at time \(t\) where \(s(t) = [0, m]\). Moreover, we have \(c(t) = [0, W_i - 1]\) where \(W_i = 2^W_0\) describes the states of the backoff counter. Fig. 4.4 shows the state transition diagram of this MC.

Let \(b_{i,k} = \lim_{t \to \infty} \Pr (s(t) = i, c(t) = k)\) \((i \in [0, m], k \in [0, W_i - 1])\) denote the stationary probability of the Markov chain. For convenience, we define \(W = W_0\) in the following derivations. Using the analysis as in [3], we can arrive at the following relationship for the steady-state probabilities:

\[
b_{0,0} = \frac{2(1 - 2p)(1 - p)}{(1 - 2p)(W + 1) + pW [1 - (2p)^m]}.
\]

(4.10)

From these results, we can find the relationship among \(b_{0,0}, p, W\) as follows [3]:

\[
\phi = \frac{2 (1 - 2p)}{(1 - 2p) (W + 1) + Wp (1 - (2p)^m)},
\]

(4.11)

where \(m\) is the maximum back-off stage, \(p\) is the conditional collision probability (i.e., the probability that a collision occurs given that there is one user transmitting its data).

The probability that at least one user transmits its data packet can be written as

\[
\mathcal{P}_t = 1 - (1 - \phi)^{n_0}.
\]

(4.13)

However, the probability that a transmission on the channel is successful given there is at least one user transmitting can be written as

\[
\mathcal{P}_s = \frac{n_0 \phi (1 - \phi)^{n_0 - 1}}{\mathcal{P}_t}.
\]

(4.14)
The average duration of a generic slot time can be calculated as

\[ \bar{T}_{sd} = (1 - \mathcal{P}_t) T_e + \mathcal{P}_t \mathcal{P}_s T_s + \mathcal{P}_t (1 - \mathcal{P}_s) T_c, \]  

(4.15)

where \( T_e = \sigma \), \( T_s \) and \( T_c \) represent the duration of an empty slot, the average time the channel is sensed busy due to a successful transmission, and the average time the channel is sensed busy due to a collision, respectively. These quantities can be calculated as \([3]\)

For basic mechanism:

\[
\begin{align*}
T_s &= T_s^1 = H + PS + SIFS + 2PD + ACK + DIFS \\
T_c &= T_c^1 = H + PS + DIFS + PD \\
H &= H_{PHY} + H_{MAC}
\end{align*}
\]

(4.16)

where \( H_{PHY} \) and \( H_{MAC} \) are the packet headers for physical and MAC layers, \( PS \) is the average packet size, \( PD \) is the propagation delay, \( SIFS \) is the length of a short inter-frame space, \( DIFS \) is the length of a distributed inter-frame space, \( ACK \) is the length of an acknowledgment.

For RTS/CTS mechanism:

\[
\begin{align*}
T_s &= T_s^2 = H + PS + 3SIFS + 2PD + RTS + CTS + ACK + DIFS \\
T_c &= T_c^2 = H + DIFS + RTS + PD
\end{align*}
\]

(4.17)

where \( RTS \) and \( CTS \) represent the length of RTS and CTS control packets, respectively.

Based on these quantities, we can express the normalized throughput as follows:

\[ \bar{T} = \frac{\mathcal{P}_s \mathcal{P}_t PS}{\bar{T}_{sd}}. \]

(4.18)

2. The \( p \)-persistent CSMA MAC Protocol

(a) MAC protocol

We briefly describe the \( p \)-persistent CSMA MAC protocol and then present the saturation throughput analysis for this protocol. In this protocol, each user attempts to transmit on the chosen channel with a probability of \( p \) if it senses an available channel (i.e., no other users transmit data) \([4]\). In case the user decides not to transmit (with probability of \( 1 - p \)), it will carrier sense the channel and attempt to transmit again in the next slot with probability \( p \).
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If there is a collision, the user will wait until the channel is available and attempt to transmit with probability $p$ as before.

The basic 2-way or 4-way handshake with RTS/CTS [3] can be employed to reserve a channel for data transmission. An ACK from the receiver is transmitted to the transmitter to indicate the successful reception of a packet. The timing diagram of this MAC protocol is presented in Fig. 4.5 which will be further clarified later. In this MAC protocol, transmission time is divided into time slot (we call time slot or slot size interchangeably). The average packet size is assumed to be $PS$ time slots.

(b) **Saturation Throughput Analysis**

In the following, we will derive the saturation throughput $T$ where each user always has data packets ready to transmit. As shown in Fig. 4.5, each contention and access cycle (called epoch in this figure) between two consecutive successful packet transmissions comprises several idle and busy periods denoted as $I$ and $B$, respectively. In particular, an epoch starts with an idle period $I(1)$ and then followed by several collisions ($C(i)$) and idle periods ($I(i+1)$) and finally ends with a successful transmission ($U$). Note that an idle period is the time interval between two consecutive packet transmissions (a collision or a successful transmission).
Let us define $\bar{T}_{\text{cont}}$ as the average time due to contention, collisions, and RTS/CTS exchanges before a successful packet transmission; $T_S$ is the total time due to data packet transmission, ACK control packet, and overhead between these data and ACK packets. Then, the saturation throughput $\mathcal{J}$ can be written as

$$\mathcal{J} = \frac{T_S}{\bar{T}_{\text{cont}} + T_S}. \tag{4.19}$$

To calculate $\bar{T}_{\text{cont}}$, we define some further parameters as follows. Let denote $T_C$ as the duration of a collision; $T_S$ as the duration required for a successful data transmission (including the overhead); $\bar{T}_S$ is the required time for successful RTS/CTS transmission. These quantities can be calculated under the 4-way handshake as

$$\begin{align*}
T_S &= PS + 2SIFS + 2PD + ACK \\
\bar{T}_S &= DIFS + RTS + CTS + 2PD, \tag{4.20} \\
T_C &= RTS + DIFS + PD
\end{align*}$$

where $PS$ is the packet size, $ACK$ is the length of an ACK packet, $SIFS$ is the length of a short interframe space, $DIFS$ is the length of a distributed interframe space, $PD$ is the propagation delay where $PD$ is usually relatively small compared to the slot time $\sigma$.

Let $T_i^j$ be the $i$-th idle duration between two consecutive RTS/CTS transmissions (they can be collisions or successes). Then, $T_{i,j}^{i,j}$ can be calculated based on its probability mass function (pmf), which is derived as follows. Recall that all quantities are defined in terms of number of time slots. Now, suppose there are $n_0$ users contending to capture the channel, let $P_S$, $P_C$ and $P_I$ denote the probabilities that a generic slot corresponds to a successful transmission, a collision, and an idle slot, respectively. These quantities can be calculated as follows:

$$\begin{align*}
P_S &= n_0p (1 - p)^{n_0 - 1} \tag{4.21} \\
P_I &= (1 - p)^{n_0} \tag{4.22} \\
P_C &= 1 - P_S - P_C, \tag{4.23}
\end{align*}$$

where $p$ is the transmission probability of any user in a generic slot. Note that $\bar{T}_{\text{cont}}$ is a random variable (RV) consisting of several intervals corresponding to idle periods, collisions, and one successful RTS/CTS transmission. Hence, this quantity can be calculated as

$$\bar{T}_{\text{cont}} = \sum_{i=1}^{N_c} (T_C + T_i^c) + T_i^{N_c+1} + \bar{T}_S, \tag{4.24}$$
where $N_c$ is the number of collisions before the first successful RTS/CTS exchange, which is a geometric RV with parameter $1 - \frac{P_C}{\bar{P}_I}$ (where $\bar{P}_I = 1 - P_I$). Its pmf can be expressed as

$$f_{N_c}^X(x) = \left(\frac{P_C}{\bar{P}_I}\right)^x \left(1 - \frac{P_C}{\bar{P}_I}\right), \quad x = 0, 1, 2, \ldots$$  \hspace{1cm} (4.25)$$

Also, $T_I^i$ represents the number of consecutive idle slots, which is also a geometric RV with parameter $1 - P_I$ with the following pmf

$$f_X^I(x) = (P_I)^x (1 - P_I), \quad x = 0, 1, 2, \ldots$$  \hspace{1cm} (4.26)$$

Therefore, $\bar{T}_{\text{cont}}$ can be written as follows [4]:

$$\bar{T}_{\text{cont}} = \bar{N}_c T_C + \bar{T}_I (\bar{N}_c + 1) + \bar{T}_S,$$  \hspace{1cm} (4.27)$$

where $\bar{T}_I$ and $\bar{N}_c$ can be calculated as

$$\bar{T}_I = \frac{(1 - p)^{n_0}}{1 - (1 - p)^{n_0}}$$  \hspace{1cm} (4.28)$$

$$\bar{N}_c = \frac{1 - (1 - p)^{n_0}}{n_0 p (1 - p)^{n_0-1}} - 1.$$  \hspace{1cm} (4.29)$$

These expressions are obtained by using the pmfs of the corresponding RVs given in (4.25) and (4.26), respectively [4].

3. **Other MAC Protocols**

   (a) **ALOHA protocol**

   The ALOHA protocol was initially developed for satellite communication [90], which has been then employed for other wireless networks such as wireless sensor networks [91, 92]. The original design objective of the ALOHA protocol is to provide a random access mechanism to multiplex a large number of users that communicate with a satellite using a single communication channel [90]. Whenever the satellite correctly receives a frame, it will broadcast an ACK including the addresses of the source user to all users. Hence, the source user can recognize a possible collision and re-transmit the frame in the case that it does not receive the ACK of the transmitted frame.

   There is also another method without ACK where the satellite will rebroadcast the received data frame from a source user. Therefore, the source user can listen to the channel and decode the received broadcast frame from the satellite to know the outcome of its transmitted
data frame. In this method, the satellite ignores all corrupted frames due to collisions or interference, and hence the source users must re-send their frames. Different from the CSMA/CA MAC protocol, a user with data backlogs in the ALOHA protocol will transmit its data with a certain probability without carrier sensing the channel. There are two basic types of ALOHA protocols, namely pure ALOHA and slotted ALOHA. In the pure ALOHA, a user can start transmission at any time whereas in the slotted ALOHA, all users have to be synchronized and perform data transmissions in fixed-size time slots.

(b) **Other persistent CSMA protocols**

There are different kinds of persistent CSMA protocols, namely 1-persistent CSMA, non-persistent CSMA beside the $p$-persistent CSMA [4, 93, 94]. The 1-persistent CSMA protocol operates as follows. Whenever a user senses the idle channel, it will transmit the data packet immediately (i.e., it transmits packet data with a probability of 1). If the channel is sensed to be busy, a user keeps listening the channel and transmits immediately when the channel becomes idle. In the case of collisions, each user will wait and start over again.

We now discuss the main difference between non-persistent and 1-persistent CSMA protocols. In the non-persistent CSMA protocol, if a user senses the busy channel, it waits for a period of time, and senses the channels again. Hence, the non-persistent CSMA protocol can reduce the collision probability and the efficiency as well while the 1-persistent CSMA protocol increases the efficiency and also the collision probability. The $p$-persistent CSMA protocol can result in more efficient trade-off between transmission efficiency and the collision probability, which can, therefore, achieve better performance than the other two counterparts.

4.1.2.2 **Multi-channel MAC Protocols**

When there are multiple channels for data transmissions, the overall network throughput and communication delay can be improved because of the increasing spectrum resources. The critical design issues here are how to efficiently arrange simultaneous transmissions on multiple channels by using distributed contention resolution. In this section, we present some important multi-channel MAC protocols which are categorized accordingly four different approaches employed to perform data channel arrangement for the users [5]. The first three approaches are the dedicated control channel, common hopping, and split phase approaches which result in the so-called single rendezvous protocols, while the last approach leads to the multiple rendezvous MAC protocol.
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![Diagram of dedicated control channel mechanism for multi-channel MAC protocols](image)

**Figure 4.6**: Dedicated control channel mechanism for multi-channel MAC protocols [5].

![Diagram of common hopping mechanism for multi-channel MAC protocols](image)

**Figure 4.7**: Common hopping mechanism for multi-channel MAC protocols [5].

![Diagram of split phase mechanism for multi-channel MAC protocols](image)

**Figure 4.8**: Split phase mechanism for multi-channel MAC protocols [5].

1. **Dedicated Control Channel Approach**

In this approach, each user is equipped with two transceivers where the first transceiver is used for channel agreement operating on the control channel while the second transceiver is used for data transmission on a data channel. MAC protocol design in this case is quite simple since every user can always have the knowledge of other users’ channel agreements and network state by listening to the control channel. Moreover, we can efficiently reduce loads for busy channels with large number of sharing users during the channel selection process.

Operations of a multi-channel MAC protocol using the dedicated control channel approach
and RTS/CTS handshake is illustrated in Fig. 4.6. Here, RTS and CTS exchanges are performed on the control channel and the RTS and CTS packets can include information of channel agreements obtained by using certain channel selection criteria. Moreover, the RTS and CTS packets can also carry a NAV to inform the duration of busy time on the selected channel. After the successful RTS/CTS exchange, the user transmits data on the selected channel.

2. **Common Hopping Approach**

Users are required to have only one transceiver in the common hopping approach; hence, they perform a channel agreement on one common channel \([5, 95]\). To achieve this goal, all users follow the same hopping pattern and they can negotiate to choose one data channel through exchanging the RTS/CTS control messages. After the channel selection, the involved pair of users stops the hopping and jumps to the chosen channel for data transmission. After the transmission is completed, the users return to the hopping pattern with other users. Detailed operations of this approach is illustrated in Fig. 4.7.

3. **Split Phase Mechanism**

In this approach, the user is equipped with only one transceiver, which alternatively performs channel selection and data transmission in the control and data phases. A control channel is needed for channel agreement in the control phase; however, the control channel can be used for data transmission in the data phase. Active users again exchange RTS/CTS control packets on the control channel containing the chosen data channel (e.g., the idle channel with the lowest channel index). In the second data phase, all users start their data transmissions on the chosen channels. Note that one channel may be chosen by multiple users. If it is the case, further scheduling or contention would be performed in the data phase. Detailed operation of the split phase mechanism is illustrated in Fig. 4.8.

4. **Parallel Rendezvous Approach**

Different from the previous approaches, the parallel rendezvous approach allows multiple pairs of users to make simultaneously channel agreements on different channels. Therefore, we can resolve the congestion problem due to the single control channel. However, a sophisticated coordination is required to make successful channel agreements in this design. Toward this end, each transmitter can be assigned a hopping sequence and it then finds the intended receiver based on its hopping sequence. When both transmitter and receiver hops to the same channel, they can negotiate to choose the data channel for data communications.
Further information for this approach can be found in the descriptions of the SSCH protocol [96] and McMAC protocol [97].

### 4.1.3 Cognitive MAC Protocol for CRNs

Different from the conventional wireless networks, a CMAC protocol must perform both exploration and exploitation of the spectrum holes in a dynamic manner because the spectrum holes are opportunistic resources [6, 40, 98]. In addition, various practical constraints must be carefully considered in the CMAC design including the availability of a control channel for channel agreements and the number of available transceivers to perform contention, sensing, and transmission. In general, a good CMAC protocol should well balance between spectrum sensing and access times to achieve high spectrum utilization and network performance.

Specifically, spectrum sensing should be designed so that minimum sensing time is required while maintaining the target sensing performance (in terms of detection and/or false-alarm probabilities). Furthermore, spectrum sensing operations should be scheduled repeated to timely detect PUs’ active status and avoid creating intolerable interference to PUs’ transmissions.

Basic functions of the CMAC protocol include spectrum sensing, spectrum sharing, and control channel management [6], which are tightly coupled as illustrated in Fig. 4.9. While spectrum sensing is a physical layer functionality providing information about spectrum holes for the MAC layer, spectrum access aims at improving the spectrum utilization efficiency whilst assuring transparency and protection for PUs. Moreover, the spectrum sharing function aims at coordinating the medium access, allocation, and sharing of spectrum holes for SUs, which can be implemented in either centralized or distributed manner (see [6, 40, 98]). Finally, the control channel management provides mechanisms for coordination and collaboration between the SUs and the spectrum sensing and sharing processes. In addition, the control channel management is responsible for many tasks in CRNs, e.g., allocation, establishment, and monitoring of available channels via broadcasting relevant control information [6].

### 4.2 Literature Review

Hierarchical spectrum sharing between the primary and secondary networks is one of the most important research topics in cognitive radio literature. For this spectrum sharing paradigm, PUs have strictly higher priority than SUs in accessing the underlying spectrum.
Here, primary and secondary networks can transmit simultaneously on the same spectrum with appropriate interference control to protect the primary network [64], [63]. In particular, it is typically required that a certain interference constraint due to SUs’ transmissions must be maintained at each primary receiver.

Instead of imposing interference constraints, spectrum sensing can be employed by SUs to seek and exploit spectrum holes over space and time [8]. There are several challenging issues related to this spectrum exploration and exploitation problem. On one hand, SUs should spend sufficient time for spectrum sensing so that they can correctly identify spectrum holes, which avoid creating undesirable interference for PUs. On the other hand, SUs wish to spend more time for data transmission for better utilization of spectrum holes. In what follows, we will provide the comprehensive survey of the state-of-the-art spectrum sensing and CMAC protocol designs.

**Figure 4.9:** The generic functionalities of the CMAC protocol [6].
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4.2.1 Spectrum Sensing

There is a rich literature on spectrum sensing for cognitive radio networks (e.g., see [41] and references therein). Spectrum sensing literature is very diverse ranging from the popular energy detection scheme to advanced cooperative sensing strategies [99] where multiple SUs collaborate to achieve more reliable sensing performance [54, 71, 76, 100–102]. In a typical cooperative sensing strategy, each SU performs sensing independently and then sends its sensing results to a control center, which then makes sensing decisions on the idle/busy status of each channel using certain aggregation rule.

Cooperative spectrum sensing has been proposed to improve the sensing performance via collaborations among SUs [54, 71–73, 76, 100–103]. To combine individual sensing results from different SUs, a central controller (e.g., an AP) can employ various aggregation rules to decide whether or not a particular frequency band is available for secondary access. In [73], the authors studied the performance of hard decisions and soft decisions at a central controller (fusion center). They also investigated the impact of reporting errors on the cooperative sensing performance. Recently, the authors of [74] proposed a novel cooperative spectrum sensing scheme using hard decision combining considering feedback errors. In [100], weighted data based fusion is proposed to improve sensing performance.

In [54, 101–103], optimization of cooperative sensing under the a-out-of-b aggregation rule was studied. In [54], the game-theoretic based method was proposed for cooperative spectrum sensing. In [76], the authors investigated the multi-channel scenario where the central controller collects statistics from SUs to decide whether it should stop at the current time slot. In [104, 105], two different optimization problems for cooperative sensing were studied. The first one focuses on throughput maximization where throughput depends on the false alarm probability and the second one attempts to perform interference management where the objective function is related to the detection probability.

4.2.2 Cognitive MAC Protocol Design

There is the rich literature on CMAC protocol design and analysis for CRNs [3, 5, 10–27, 40, 53, 55, 70, 75, 106–110] (see [6, 40, 51, 98] for a survey of recent works). In the following, we provide survey of existing works in this topic according to four main scenarios considered in our dissertation, i.e., CMAC with parallel sensing, CMAC with sequential sensing, CMAC with cooperative sensing, and FD CMAC protocols.
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4.2.2.1 CMAC with Parallel Sensing

In [10], sensing-time optimization and optimal channel sequencing algorithms were proposed to efficiently discover spectrum holes and to minimize the exploration delay. Another work along this line was conducted in [11], where a control-channel-based MAC protocol was proposed for SUs to exploit white spaces in the cognitive ad hoc network. In particular, the authors of this paper developed both random- and negotiation-based spectrum-sensing schemes and performed throughput analysis for both saturation and non-saturation scenarios. There are several other proposed synchronous CMAC protocols that rely on a control channel for spectrum negotiation and access [12, 13, 15, 70]. Since in these existing works, the spectrum sensing and access aspects are addressed separately; development of a concrete CMAC framework considering both aspects and optimized configuration for the sensing and access parameters would be important research issues to tackle.

4.2.2.2 CMAC with Sequential Sensing

The above CMAC protocols use parallel sensing with the requirement that each SU is equipped by multiple transceivers. However, having multiple transceivers at the SUs will increase the complexity and deployment cost; therefore, the MAC protocol with a single transceiver would be preferred in many CRN deployments [10–15, 70, 108]. There have been many existing works that propose different CMAC protocols with sequential sensing where each SU must perform sequential sensing over multiple channels and can access at most one idle channel for communications. Here, the channel assignment is an important design task since it would reduce the sensing time while efficiently exploring spectrum holes if each SU is assigned a “best” subset of channels for sensing. Reduction of sensing time through effective channel assignment for sensing can then result in improving cognitive network throughput.

4.2.2.3 CMAC with Cooperative Sensing

In [75], a multi-channel MAC protocol was proposed considering location-dependent detection performance of SUs on different channels so that white spaces can be efficiently exploited while satisfactorily protecting PUs. In [20, 27], the authors conducted design and analysis for a CMAC protocol using cooperative spectrum sensing where parallel spectrum sensing on different channels was assumed at each SU.

Most existing works focused on designing and optimizing parameters for the cooperative spectrum sensing algorithm; however, they did not consider spectrum access issues. Fur-
thermore, either the single channel setting or multi-channel scenario with parallel sensing was assumed. Moreover, existing cooperative spectrum sensing schemes rely on a central controller to aggregate sensing results for white space detection (i.e., centralized design). Finally, homogeneous environments (i.e., SUs experience the same channel condition and spectrum statistics for different channels) have been commonly assumed in the literature, which would not be very realistic.

4.2.2.4 Full–Duplex CMAC Protocol for CRNs

Despite recent advances on self-interference cancellation (SIC) techniques for FD radios [42–44] (e.g., propagation SIC, analog-circuit SIC, and digital baseband SIC), self-interference still exists due to various reasons such as the limitation of hardware and channel estimation errors. The FD technology has been employed for more efficient spectrum access design in CRNs [28, 48, 68, 111–113] where SUs can perform sensing and transmission simultaneously.

In [68], the authors considered the cognitive FD-MAC design assuming that SUs perform sensing in multiple small time slots to detect the PU’s activity during their transmissions, which may not be very efficient. Furthermore, they proposed three operation modes for the SU network, i.e., transmission-only, transmission-sensing, and transmission-reception modes. Then, they study the optimal parameter configurations for these modes by solving three corresponding optimization problems. In practice, it would be desirable to design a single adaptable MAC protocol, which can be configured to operate in an optimal fashion depending on specific channel and network conditions.

In [48], a FD-MAC protocol which allows simultaneous spectrum access of the SU and PU networks was developed. In addition, both PUs and SUs are assumed to employ the same $p$-persistent MAC protocol for channel contention resolution. This design is, however, not applicable to the hierarchical spectrum access in the CRNs where PUs should have higher spectrum access priority compared to SUs. Moreover, engineering of a cognitive FD relaying network was considered in [111–113] where various resource allocation algorithms to improve the outage probability are proposed. In addition, the authors in [114] developed the joint routing and distributed resource allocation for FD wireless networks. In [115], Choi et al. studied the distributed power allocation for a hybrid FD/HD system where all network nodes operate in the HD mode but the AP communicates using the FD mode.
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5.1 Abstract

In this paper, we investigate the joint optimal sensing and distributed MAC protocol design problem for cognitive radio networks. We consider both scenarios with single and multiple channels. For each scenario, we design a synchronized MAC protocol for dynamic spectrum sharing among multiple secondary users (SUs), which incorporates spectrum sensing for protecting active primary users. We perform saturation throughput analysis for the corresponding proposed MAC protocols that explicitly capture spectrum sensing performance. Then, we find their optimal configuration by formulating throughput maximization problems subject to detection probability constraints for primary users. In particular, the optimal solution of the optimization problem returns the required sensing time for primary users’ protection and optimal contention window for maximizing total throughput of the secondary network.
Finally, numerical results are presented to illustrate developed theoretical findings in the paper and significant performance gains of the optimal sensing and protocol configuration.

5.2 Introduction

Emerging broadband wireless applications have been demanding unprecedented increase in radio spectrum resources. As a result, we have been facing a serious spectrum shortage problem. However, several recent measurements reveal very low spectrum utilization in most useful frequency bands [1]. To resolve this spectrum shortage problem, the Federal Communications Commission (FCC) has opened licensed bands for unlicensed users’ access. This important change in spectrum regulation has resulted in growing research interests on dynamic spectrum sharing and cognitive radio in both industry and academia. In particular, IEEE has established an IEEE 802.22 workgroup to build the standard for WRAN based on CR techniques [116].

Hierarchical spectrum sharing between primary networks and secondary networks is one of the most widely studied dynamic spectrum sharing paradigms. For this spectrum sharing paradigm, primary users (PUs) typically have strictly higher priority than SUs (SUs) in accessing the underlying spectrum. One potential approach for dynamic spectrum sharing is to allow both primary and secondary networks to transmit simultaneously on the same frequency with appropriate interference control to protect the primary network [63, 64]. In particular, it is typically required that a certain interference temperature limit due to SUs’ transmissions must be maintained at each primary receiver. Therefore, power allocation for SUs should be carefully performed to meet stringent interference requirements in this spectrum sharing model.

Instead of imposing interference constraints for PUs, spectrum sensing can be adopted by SUs to search for and exploit spectrum holes (i.e., available frequency bands) [8, 101]. Several challenging technical issues are related to this spectrum discovery and exploitation problem. On one hand, SUs should spend sufficient time for spectrum sensing so that they do not interfere with active PUs. On the other hand, SUs should efficiently exploit spectrum holes to transmit their data by using an appropriate spectrum sharing mechanism. Even though these aspects are tightly coupled with each other, they have not been treated thoroughly in the existing literature.

In this paper, we make a further bold step in designing, analyzing, and optimizing Medium Access Control (MAC) protocols for cognitive radio networks, considering sensing
performance captured in detection and false alarm probabilities. In particular, the contributions of this paper can be summarized as follows.

1. We design distributed synchronized MAC protocols for cognitive radio networks incorporating spectrum sensing operation for both single and multiple channel scenarios.

2. We analyze saturation throughput of the proposed MAC protocols.

3. We perform throughput maximization of the proposed MAC protocols against their key parameters, namely sensing time and minimum contention window.

4. We present numerical results to illustrate performance of the proposed MAC protocols and the throughput gains due to optimal protocol configuration.

The remaining of this paper is organized as follows. In Section 5.3, we discuss some important related works in the literature. Section 5.4 describes system and sensing models. MAC protocol design, throughput analysis, and optimization for the single channel case are performed in Section 5.5. The multiple channel case is considered in Section 5.6. Section 5.7 presents numerical results followed by concluding remarks in Section 5.8.

5.3 Related Works

Various research problems and solution approaches have been considered for a dynamic spectrum sharing problem in the literature. In [64], [63], a dynamic power allocation problem for cognitive radio networks was investigated considering fairness among SUs and interference constraints for primary users. When only mean channel gains averaged over short term fading can be estimated, the authors proposed more relaxed protection constraints in terms of interference violation probabilities for the underlying fair power allocation problem. In [117], information theory limits of cognitive radio channels were derived. Game theoretic approach for dynamic spectrum sharing was considered in [118], [119].

There is a rich literature on spectrum sensing for cognitive radio networks (e.g., see [41] and references therein). Classical sensing schemes based on, for example, energy detection techniques or advanced cooperative sensing strategies [99] where multiple SUs collaborate with one another to improve the sensing performance have been investigated in the literature. There are a large number of papers considering MAC protocol design and analysis for cognitive radio networks [10–15, 40, 55] (see [40] for a survey of recent works in this topic). However, these existing works either assumed perfect spectrum sensing or did not
explicitly model the sensing imperfection in their design and analysis. In [8], optimization of sensing and throughput tradeoff under a detection probability constraint was investigated. It was shown that the detection constraint is met with equality at optimality. However, this optimization tradeoff was only investigated for a simple scenario with one pair of SUs. The extension of this sensing and throughput tradeoff to wireless fading channels was considered in [67].

There are also some recent works that propose to exploit cooperative relays to improve sensing and throughput performance of cognitive radio networks. In particular, a novel selective fusion spectrum sensing and best relay data transmission scheme was proposed in [66]. A closed-form expression for the spectrum hole utilization efficiency of the proposed scheme was derived and significant performance improvement compared with other sensing and transmission schemes was demonstrated through extensive numerical studies. In [120], a selective relay based cooperative spectrum sensing scheme was proposed that does not require a separate channel for reporting sensing results. In addition, the proposed scheme can achieve excellent sensing performance with controllable interference to primary users. These existing works, however, only consider a simple setting with one pair of SUs.

## 5.4 System and Spectrum Sensing Models

In this section, we describe the system and spectrum sensing models. Specifically, sensing performance in terms of detection and false alarm probabilities are explicitly described.

### 5.4.1 System Model

We consider a network setting where \( N \) pairs of SUs opportunistically exploit available frequency bands, which belong a primary network, for their data transmission. Note that the optimization model in [8] is a special case of our model with only one pair of SUs. In particular, we will consider both scenarios in which one or multiple radio channels are exploited by these SUs. We will design synchronized MAC protocols for both scenarios assuming that each channel can be in idle or busy state for a predetermined periodic interval, which is referred to as a cycle in this paper.

We further assume that each pair of SUs can overhear transmissions from other pairs of SUs (i.e., collocated networks). In addition, it is assumed that transmission from each individual pair of SUs affects one different primary receiver. It is straightforward to relax this assumption to the scenario where each pair of SUs affects more than one primary receiver.
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Figure 5.1: Considered network and spectrum sharing model (PU: primary user, SU: secondary user).

and/or each primary receiver is affected by more than one pair of SUs. The network setting under investigation is shown in Fig. 5.1. In the following, we will refer to pair $i$ of SUs as secondary link $i$ or flow $i$ interchangeably.

Remark 1: In practice, SUs can change their idle/busy status any time (i.e., status changes can occur in the middle of any cycle). Our assumption on synchronous channel status changes is only needed to estimate the system throughput. In general, imposing this assumption would not sacrifice the accuracy of our network throughput calculation if primary users maintain their idle/busy status for sufficiently long time on average. This is actually the case for many practical scenarios such as in TV bands as reported by several recent studies (see [116] and references therein). In addition, our MAC protocols developed under this assumption would result in very few collisions with primary users because the cycle time is quite small compared to typical active/idle periods of PUs.

5.4.2 Spectrum Sensing

We assume that secondary links rely on a distributed synchronized MAC protocol to share available frequency channels. Specifically, time is divided into fixed-size cycles and it is
assumed that secondary links can perfectly synchronize with each other (i.e., there is no synchronization error) [55], [53]. It is assumed that each secondary link performs spectrum sensing at the beginning of each cycle and only proceeds to contention with other links to transmit on available channels if its sensing outcomes indicate at least one available channel (i.e., channels not being used by nearby PUs). For the multiple channel case, we assume that there are $M$ channels and each secondary transmitter is equipped with $M$ sensors to sense all channels simultaneously. Detailed MAC protocol design will be elaborated in the following sections.

Let $H_0$ and $H_1$ denote the events that a particular PU is idle and active, respectively (i.e., the underlying channel is available and busy, respectively) in any cycle. In addition, let $P_{ij}^a (H_0)$ and $P_{ij}^a (H_1) = 1 - P_{ij}^a (H_0)$ be the probabilities that channel $j$ is available and not available at secondary link $i$, respectively. We assume that SUs employ an energy detection scheme and let $f_s$ be the sampling frequency used in the sensing period whose length is $\tau$ for all secondary links. There are two important performance measures, which are used to quantify the sensing performance, namely detection and false alarm probabilities. In particular, detection event occurs when a secondary link successfully senses a busy channel and false alarm represents the situation when a spectrum sensor returns a busy state for an idle channel (i.e., a transmission opportunity is overlooked).

Assume that transmission signals from PUs are complex-valued PSK signals while the noise at the secondary links is independent and identically distributed circularly symmetric complex Gaussian $CN(0, N_0)$ [8]. Then, the detection and false alarm probability for the channel $j$ at secondary link $i$ can be calculated as [8]

$$P_{ij}^d (\varepsilon_{ij}, \tau) = Q \left( \frac{\varepsilon_{ij}}{N_0} - \gamma_{ij}^{\text{SNR}} - 1 \right) \sqrt{\frac{\tau f_s}{2 \gamma_{ij}^{\text{SNR}}} + 1},$$

(5.1)

$$P_{ij}^f (\varepsilon_{ij}, \tau) = Q \left( \frac{\varepsilon_{ij}}{N_0} - 1 \right) \sqrt{\tau f_s} = Q \left( \sqrt{2 \gamma_{ij}^{\text{SNR}} + 1} Q^{-1} \left( P_{ij}^d (\varepsilon_{ij}, \tau) \right) + \sqrt{\tau f_s} \gamma_{ij}^{\text{SNR}} \right),$$

(5.2)

where $i \in [1, N]$ is the index of a SU link, $j \in [1, M]$ is the index of a channel, $\varepsilon_{ij}^{\text{SNR}}$ is the detection threshold for an energy detector, $\gamma_{ij}^{\text{SNR}}$ is the signal-to-noise ratio (SNR) of the PU’s signal at the secondary link, $f_s$ is the sampling frequency, $N_0$ is the noise power, $\tau$ is the sensing interval, and $Q(\cdot)$ is defined as $Q (x) = (1/\sqrt{2\pi}) \int_x^\infty \exp (-t^2/2) dt$. In the analysis performed in the following sections, we assume a homogeneous scenario where sensing performance on different channels is the same for each SU. In this case, we denote these probabilities for SU $i$ as $P_{ij}^d$ and $P_{ij}^f$ for brevity.
Remark 2: For simplicity, we do not consider the impact of wireless channel fading in modeling the sensing performance in (5.1), (5.2). This enables us to gain insight into the investigated spectrum sensing and access problem while keeping the problem sufficiently tractable. Extension of the model to capture wireless fading will be considered in our future works. Relevant results published in some recent works such as those in [67] would be useful for these further studies.

Remark 3: The analysis performed in the following sections can be easily extended to the case where each secondary transmitter is equipped with only one spectrum sensor or each secondary transmitter only senses a subset of all channels in each cycle. Specifically, we will need to adjust the sensing time for some spectrum sensing performance requirements. In particular, if only one spectrum sensor is available at each secondary transmitter, then the required sensing time should be $M$ times larger than the case in which each transmitter has $M$ spectrum sensors.

5.5 MAC Design, Analysis and Optimization: Single Channel Case

We consider the MAC protocol design, its throughput analysis and optimization for the single channel case in this section.

5.5.1 MAC Protocol Design

We now describe our proposed synchronized MAC for dynamic spectrum sharing among secondary flows. We assume that each fixed-size cycle of length $T$ is divided into 3 phases, namely sensing phase, synchronization phase, and data transmission phase. During the sensing phase of length $\tau$, all SUs perform spectrum sensing on the underlying channel. Then, only secondary links whose sensing outcomes indicate an available channel proceed to the next phase (they will be called active SUs/links in the following). In the synchronization phase, active SUs broadcast beacon signals for synchronization purposes. Finally, active SUs perform contention and transmit data in the data transmission phase. The timing diagram of one particular cycle is illustrated in Fig. 5.2. For this single channel scenario, synchronization, contention, and data transmission occur on the same channel.

We assume that the length of each cycle is sufficiently large so that SUs can transmit several packets during the data transmission phase. Indeed, the current 802.22 standard
specifies the spectrum evacuation time upon the return of PUs is 2 seconds, which is a relatively large interval. Therefore, our assumption would be valid for most practical cognitive systems. During the data transmission phase, we assume that active SUs employ a standard contention technique to capture the channel similar to that in the CSMA/CA protocol. Exponential back-off with minimum contention window $W$ and maximum back-off stage $m$ [3] is employed in the contention phase. For brevity, we refer to $W$ simply as contention window in the following. Specifically, suppose that the current back-off stage of a particular SU is $i$ then it starts the contention by choosing a random back-off time uniformly distributed in the range $[0, 2^i W - 1]$, $0 \leq i \leq m$. This user then starts decrementing its back-off time counter while carrier sensing transmissions from other secondary links.

Let $\sigma$ denote a mini-slot interval, each of which corresponds one unit of the back-off time counter. Upon hearing a transmission from any secondary link, each secondary link will “freeze” its back-off time counter and reactivate when the channel is sensed idle again. Otherwise, if the back-off time counter reaches zero, the underlying secondary link wins the contention. Here, either two-way or four-way handshake with RTS/CTS will be employed to transmit one data packet on the available channel. In the four-way handshake, the trans-
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Transmitter sends RTS to the receiver and waits until it successfully receives CTS before sending a data packet. In both handshake schemes, after sending the data packet the transmitter expects an acknowledgment (ACK) from the receiver to indicate a successful reception of the packet. Standard small intervals, namely DIFS and SIFS, are used before back-off time decrements and ACK packet transmission as described in [3]. We refer to this two-way handshaking technique as a basic access scheme in the following analysis.

5.5.2 Throughput Maximization

Given the sensing model and proposed MAC protocol, we are interested in finding its optimal configuration to achieve the maximum throughput subject to protection constraints for primary receivers. Specifically, let $N_T(\tau, W)$ be the normalized total throughput, which is a function of sensing time $\tau$ and contention window $W$. Suppose that each primary receiver requires that detection probability achieved by its conflicting primary link $i$ be at least $P^i_d$. Then, the throughput maximization problem can be stated as follows:

Problem 1:

$$\max_{\tau,W} N_T(\tau, W)$$

subject to:

$$P^i_d(\varepsilon^i, \tau) \geq \tilde{P}^i_d, \quad i = 1, 2, \ldots, N$$

where $W_{\text{max}}$ is the maximum contention window and recall that $T$ is the cycle interval. In fact, optimal sensing $\tau$ would allocate sufficient time to protect primary receivers and optimal contention window would balance between reducing collisions among active secondary links and limiting protocol overhead.

5.5.3 Throughput Analysis and Optimization

We perform saturation throughput analysis and solve the optimization problem (5.3) in this subsection. Throughput analysis for the cognitive radio setting under investigation is more involved compared to standard MAC protocol throughput analysis (e.g., see [53], [3]) because the number of active secondary links participating in the contention in each cycle varies depending on the sensing outcomes. Suppose that all secondary links have same packet length. Let $\Pr (n = n_0)$ and $\mathcal{F}(\tau, \phi | n = n_0)$ be the probability that $n_0$ secondary links participating in the contention and the conditional normalized throughput when $n_0$
secondary links join the channel contention, respectively. Then, the normalized throughput can be calculated as

\[ NT = \sum_{n_0=1}^{N} \mathcal{T}(\tau, W | n = n_0) \Pr(n = n_0), \] (5.4)

where recall that \( N \) is the number of secondary links, \( \tau \) is the sensing time, \( W \) is the contention window. In the following, we show how to calculate \( \Pr(n = n_0) \) and \( \mathcal{T}(\tau, \phi | n = n_0) \).

### 5.5.3.1 Calculation of \( \Pr(n = n_0) \)

Note that only secondary links whose sensing outcomes in the sensing phase indicate an available channel proceed to contention in the data transmission phase. This case can happen for a particular secondary link \( i \) in the following two scenarios:

- The PU is not active, and no false alarm is generated by the underlying secondary link.
- The PU is active, and secondary link \( i \) mis-detects its presence.

Therefore, secondary link \( i \) joins contention in the data transmission phase with probability

\[ \mathcal{P}_{\text{idle}}^i = \left[ 1 - \mathcal{P}_f^i (\varepsilon^i, \tau) \right] \mathcal{P}_0^i (H_0) + \mathcal{P}_m^i (\varepsilon^i, \tau) \mathcal{P}_1^i (H_1), \] (5.5)

where \( \mathcal{P}_m^i (\varepsilon^i, \tau) = 1 - \mathcal{P}_d^i (\varepsilon^i, \tau) \) is the mis-detection probability. Otherwise, it will be silent for the whole cycle and waits until the next cycle. This occurs with probability

\[ \mathcal{P}_{\text{busy}}^i = 1 - \mathcal{P}_{\text{idle}}^i = \mathcal{P}_f^i (\varepsilon^i, \tau) \mathcal{P}_0^i (H_0) + \mathcal{P}_d^i (\varepsilon^i, \tau) \mathcal{P}_1^i (H_1). \] (5.6)

We assume that interference of active PUs to the SU is negligible; therefore, a transmission from any secondary link only fails when it collides with transmissions from other secondary links. Now, let \( S_k \) denote one particular subset of all secondary links having exactly \( n_0 \) secondary links. There are \( C_{N}^{n_0} = \frac{N!}{n_0!(N-n_0)!} \) such sets \( S_k \). The probability of the event that \( n_0 \) secondary links join contention in the data transmission phase can be calculated as

\[ \Pr(n = n_0) = \sum_{k=1}^{C_{N}^{n_0}} \prod_{i \in S_k} \mathcal{P}_{\text{idle}}^i \prod_{j \in S \setminus S_k} \mathcal{P}_{\text{busy}}^j, \] (5.7)

where \( S \) denotes the set of all \( N \) secondary links, and \( S \setminus S_k \) is the complement of \( S_k \) with \( N-n_0 \) secondary links. If all secondary links have the same \( SNR_p \) and the same probabilities...
\( \mathcal{P}^i (\mathcal{H}_0) \) and \( \mathcal{P}^i (\mathcal{H}_1) \), then we have \( \mathcal{P}^i_{\text{idle}} = \mathcal{P}_{\text{idle}} \) and \( \mathcal{P}^i_{\text{busy}} = \mathcal{P}_{\text{busy}} = 1 - \mathcal{P}_{\text{idle}} \) for all \( i \). In this case, (5.7) becomes

\[
\Pr (n = n_0) = C^n_N (1 - \mathcal{P}_{\text{busy}})^{n_0} (\mathcal{P}_{\text{busy}})^{N - n_0},
\]

where all terms in the sum of (5.7) become the same.

**Remark 4:** In general, interference from active PUs will impact transmissions of SUs. However, strong interference from PUs would imply high SNR of sensing signals collected at PUs. In this high SNR regime, we typically require small sensing time while still satisfactorily protecting PUs. Therefore, for the case in which interference from active PUs to SUs is small, sensing time will have the most significant impact on the investigated sensing-throughput tradeoff. Therefore, consideration of this setting enables us to gain better insight into the underlying problem. Extension to the more general case is possible by explicitly calculating transmission rates achieved by SUs as a function of SINR. Due to the space constraint, we will not explore this issue further in this paper.

### 5.5.3.2 Calculation of Conditional Throughput

The conditional throughput can be calculated by using the technique developed by Bianchi in [3] where we approximately assume a fixed transmission probability \( \phi \) in a generic slot time. Specifically, Bianchi shows that this transmission probability can be calculated from the following two equations [3]

\[
\phi = \frac{2 (1 - 2p)}{(1 - 2p) (W + 1) + W p (1 - (2p)^m)},
\]

\[
p = 1 - (1 - \phi)^{n-1},
\]

where \( m \) is the maximum back-off stage, \( p \) is the conditional collision probability (i.e., the probability that a collision is observed when a data packet is transmitted on the channel).

Suppose there are \( n_0 \) secondary links participating in contention in the third phase, the probability of the event that at least one secondary link transmits its data packet can be written as

\[
\mathcal{P}_t = 1 - (1 - \phi)^{n_0}.
\]

However, the probability that a transmission occurring on the channel is successful given there is at least one secondary link transmitting can be written as

\[
\mathcal{P}_s = \frac{n_0 \phi (1 - \phi)^{n_0-1}}{\mathcal{P}_t}.
\]
The average duration of a generic slot time can be calculated as

\[
\bar{T}_{sd} = (1 - P_t) T_e + P_t P_s T_s + P_t (1 - P_s) T_c,
\]

(5.13)

where \(T_e = \sigma\), \(T_s\) and \(T_c\) represent the duration of an empty slot, the average time the channel is sensed busy due to a successful transmission, and the average time the channel is sensed busy due to a collision, respectively. These quantities can be calculated as [3]

For basic mechanism:

\[
\begin{aligned}
T_s &= T_s^1 = H + P S + SIFS + 2PD + ACK + DIFS \\
T_c &= T_c^1 = H + P S + DIFS + PD \\
H &= H_{PHY} + H_{MAC}
\end{aligned}
\]

(5.14)

where \(H_{PHY}\) and \(H_{MAC}\) are the packet headers for physical and MAC layers, \(PS\) is the packet size, which is assumed to be fixed in this chapter, \(PD\) is the propagation delay, \(SIFS\) is the length of a short inter-frame space, \(DIFS\) is the length of a distributed inter-frame space, \(ACK\) is the length of an acknowledgment.

For RTS/CTS mechanism:

\[
\begin{aligned}
T_s &= T_s^2 = H + P S + 3SIFS + 2PD + RTS + CTS + ACK + DIFS \\
T_c &= T_c^2 = H + DIFS + RTS + PD
\end{aligned}
\]

(5.15)

where we abuse notations by letting \(RTS\) and \(CTS\) represent the length of \(RTS\) and \(CTS\) control packets, respectively.

Based on these quantities, we can express the conditional normalized throughput as follows:

\[
\mathcal{T}(\tau, \phi | n = n_0) = \left\lfloor \frac{T - \tau}{\bar{T}_{sd}} \right\rfloor \frac{P_s P_t PS}{T},
\]

(5.16)

where \(\left\lfloor . \right\rfloor\) denotes the floor function and recall that \(T\) is the duration of a cycle. Note that \(\left\lfloor \frac{T - \tau}{\bar{T}_{sd}} \right\rfloor\) denotes the average number of generic slot times in one particular cycle excluding the sensing phase. Here, we omit the length of the synchronization phase, which is assumed to be negligible.
5.5.3.3 Optimal Sensing and MAC Protocol Design

Now, we turn to solve the throughput maximization problem formulated in (5.3). Note that we can calculate the normalized throughput given by (5.4) by using $\Pr(n = n_0)$ calculated from (5.7) and the conditional throughput calculated from (5.16). It can be observed that the detection probability $P^i_d(\varepsilon^i, \tau)$ in the primary protection constraints $P^i_d(\varepsilon^i, \tau) \geq \bar{P}^i_d$ depends on both detection threshold $\varepsilon^i$ and the optimization variable $\tau$.

We can show that by optimizing the normalized throughput over $\tau$ and $W$ while fixing detection thresholds $\varepsilon^i = \varepsilon^i_0$ where $P^i_d(\varepsilon^i_0, \tau) = \bar{P}^i_d$, $i = 1, 2, \cdots, N$, we can achieve almost the maximum throughput gain. The intuition behind this observation can be interpreted as follows. If we choose $\varepsilon^i < \varepsilon^i_0$ for a given $\tau$, then both $P^i_d(\varepsilon^i, \tau)$ and $P^i_f(\varepsilon^i, \tau)$ increase compared to the case $\varepsilon^i = \varepsilon^i_0$. As a result, $P^i_{bus}$ given in (5.6) increases. Moreover, it can be verified that the increase in $P^i_{bus}$ will lead to the shift of the probability distribution $\Pr(n = n_0)$ to the left. Specifically, $\Pr(n = n_0)$ given in (5.7) increases for small $n_0$ and decreases for large $n_0$ as $P^i_{bus}$ increases. Fortunately, with appropriate choice of contention window $W$ the conditional throughput $\mathcal{T}(\tau, W | n = n_0)$ given in (5.16) is quite flat for different $n_0$ (i.e., it only decreases slightly when $n_0$ increases). Therefore, the normalized throughput given by (5.4) is almost a constant when we choose $\varepsilon^i < \varepsilon^i_0$.

In the following, we will optimize the normalized throughput over $\tau$ and $W$ while choosing detection thresholds such that $P^i_d(\varepsilon^i_0, \tau) = \bar{P}^i_d$, $i = 1, 2, \cdots, N$. From these equality constraints and (5.2) we have

$$P^i_f = \Omega \left( \alpha^i + \sqrt{\tau f_s \gamma^i} \right)$$

where $\alpha^i = \sqrt{2\gamma^i + \Omega^{-1} (\bar{P}^i_d)}$. Hence, the optimization problem (5.3) becomes independent of all detection thresholds $\varepsilon^i$, $i = 1, 2, \cdots, N$. Unfortunately, this optimization problem is still a mixed integer program (note that $W$ takes integer values), which is difficult to solve. In fact, it can be verified even if we allow $W$ to be a real number, the resulting optimization problem is still not convex because the objective function is not concave $[121]$. Therefore, standard convex optimization techniques cannot be employed to find the optimal solution for the optimization problem under investigation. Therefore, we have to rely on numerical optimization $[52]$ to find the optimal configuration for the proposed MAC protocol. Specifically, for a given contention window $W$ we can find the corresponding optimal sensing time $\tau$ as follows:
Problem 2:

\[ \max_{0 < \tau \leq T} N \bar{J}(\tau, W) = \sum_{n_0=1}^{N} \mathcal{J}(\tau, W | n = n_0) \Pr(n = n_0). \quad (5.18) \]

This optimization problem is not convex because its objective function is not concave in general. However, we will prove that \( N \bar{J}(\tau) \) is an unimodal function in the range of \([0, T]\). Specifically, \( N \bar{J}(\tau) \) is monotonically increasing in \([0, \tau]\) while it is monotonically decreasing in \((\tau, T]\) for some \(0 < \tau \leq T\). Hence, \( N \bar{J}(\tau) \) is the only global maximum in the entire range of \([0, T]\). This property is formally stated in the following proposition.

**Proposition 1:** The objective function \( N \bar{J}(\tau) \) of (5.18) satisfies the following properties

1. \( \lim_{\tau \to T} \frac{\partial N \bar{J}}{\partial \tau} < 0 \),
2. \( \lim_{\tau \to 0} \frac{\partial N \bar{J}}{\partial \tau} = +\infty \),
3. there is an unique \( \overline{\tau} \) where \( \overline{\tau} \) is in the range of \([0, T]\) such that \( \frac{\partial N \bar{J}(\tau)}{\partial \tau} = 0 \),
4. the objective function \( N \bar{J}(\tau) \) is bounded from above.

**Proof.** The proof is provided in Appendix 5.9.1. \( \square \)

We would like to discuss the properties stated in Proposition 1. Properties 1, 2, and 4 imply that there must be at least one \( \tau \) in \([0, T]\) that maximizes \( N \bar{J}(\tau) \). The third property implies that indeed such an optimal solution is unique. Therefore, one can find the globally optimal \((W^*, \tau^*)\) by finding optimal \( \tau \) for each \( W \) in its feasible range \([1, W_{\max}]\). The procedure to find \((W^*, \tau^*)\) can be described in Alg. 9. Numerical studies reveal that this algorithm has quite low computation time for practical values of \( W_{\max} \) and \( T \).

**Algorithm 9 Optimization of Cognitive MAC Protocol**

1. For each integer value of \( W \in [1, W_{\max}] \), find the optimal \( \tau \) according to (5.18), i.e.,

\[
\tau(W) = \arg\max_{0 < \tau \leq T} N \bar{J}(\tau, W) \quad (5.19)
\]

2. The globally optimal \((W^*, \tau^*)\) can then be found as

\[
(W^*, \tau^*) = \arg\max_{W, \tau(W)} N \bar{J}(\tau(W), W). \quad (5.20)
\]
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5.5.4 Some Practical Implementation Issues

Implementation for the proposed optimal MAC protocol configuration can be done as follows. Each SU will need to spend some time to estimate the channel availability probabilities, channel SNRs, and the number of SUs sharing the underlying spectrum. When these system parameters have been estimated, each SU can independently calculate the optimal sensing time and minimum contention window and implement them. Therefore, implementation for optimal MAC protocol can be performed in a completely distributed manner, which would be very desirable.

5.6 MAC Design, Analysis, and Optimization: Multiple Channel Case

We consider the MAC protocol design, analysis and optimization for the multi-channel case in this section.

5.6.1 MAC Protocol Design

We propose a synchronized multi-channel MAC protocol for dynamic spectrum sharing in this subsection. To exploit spectrum holes in this case, we assume that there is one control channel which belongs to the secondary network (i.e., it is always available) and $M$ data channels which can be exploited by SUs. We further assume that each transmitting SU employ a reconfigurable transceiver which can be tuned to the control channel or vacant channels for data transmission easily. In addition, we assume that this transceiver can turn on and off the carriers on the available or busy channels, respectively (e.g., this can be achieved by the OFDM technology).

There are still three phases for each cycle as in the single-channel case. However, in the first phase, namely the sensing phase of length $\tau$, all SUs simultaneously perform spectrum sensing on all $M$ underlying channels. Because the control channel is always available, all SUs exchange beacon signals to achieve synchronization in the second phase. Moreover, only active secondary links whose sensing outcomes indicate at least one vacant channel participate in the third phase (i.e., data transmission phase). As a result, the transmitter of the winning link in the contention phase will need to inform its receiver about the available channels. Finally, the winning secondary link will transmit data on all vacant channels in
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the data transmission phase. The timing diagram of one particular cycle is illustrated in Fig. 5.2.

Again, we also assume that the length of each cycle is sufficiently large such that secondary links can transmit several packets on each available channel during the data transmission phase. In the data transmission phase, we assume that active secondary links adopt the standard contention technique to capture the channels similar to that employed by the CSMA/CA protocol using exponential back-off and either two-way or four-way handshake as described in Section 5.5. For the case with two-way handshake, both secondary transmitters and receivers need to perform spectrum sensing. With four-way handshake, only secondary transmitters need to perform spectrum sensing and the RTS message will contain additional information about the available channels on which the receiver will receive data packets. Also, multiple packets (i.e., one on each available channel) are transmitted by the winning secondary transmitter. Finally, the ACK message will be sent by the receiver to indicate successfully received packets on the vacant channels.

5.6.2 Throughput Maximization

In this subsection, we discuss how to find the optimal configuration to maximize the normalized throughput under sensing constraints for PUs. Suppose that each primary receiver requires that detection probability achieved by its conflicting primary link \(i\) on channel \(j\) be at least \(\bar{P}_{ij}^d\). Then, the throughput maximization problem can be stated as follows:

Problem 3:

\[
\max_{\tau, W} \mathcal{N}\mathcal{T} (\tau, W) \\
\text{s.t.} \quad \mathcal{P}_d^{ij} (\varepsilon^{ij}, \tau) \geq \bar{P}_{ij}^d, i \in [1, N], j \in [1, M] \\
0 < \tau \leq T, \quad 0 < W \leq W_{\text{max}},
\]

where \(\mathcal{P}_d^{ij}\) is the detection probability for SU \(i\) on channel \(j\), \(W_{\text{max}}\) is the maximum contention window and recall that \(T\) is the cycle interval. We will assume that for each SU \(i\), \(\mathcal{P}_d^{ij} (\varepsilon^{ij}, \tau)\) and \(\bar{P}_{ij}^d\) are the same for all channel \(j\), respectively. This would be valid because sensing performance (i.e., captured in \(\mathcal{P}_d^{ij} (\varepsilon^{ij}, \tau)\) and \(\mathcal{P}_f^{ij} (\varepsilon^{ij}, \tau)\)) depends on detection thresholds \(\varepsilon^{ij}\) and the SNR \(\gamma^{ij}\), which would be the same for different channels \(j\). In this case, the optimization problem reduces to that of the same form as (5.3) although the normalized throughput \(\mathcal{N}\mathcal{T} (\tau, W)\) will need to be derived for this multi-channel case. For brevity, we will drop all channel index \(j\) in these quantities whenever possible.
5.6.3 Throughput Analysis and Optimization

We analyze the saturation throughput and show how to obtain an optimal solution for Problem 3. Again we assume that all secondary links transmit data packets of the same length. Let \( \Pr(n = n_0) \), \( \mathbb{E}[l] \) and \( \mathcal{T} (\tau, \phi | n = n_0) \) denote the probability that \( n_0 \) secondary links participating in the contention phase, the average number of vacant channels at the winning SU link, and the conditional normalized throughput when \( n_0 \) secondary links join the contention, respectively. Then, the normalized throughput can be calculated as

\[
\mathcal{N} \mathcal{T} = \sum_{n_0=1}^{N} \mathcal{T} (\tau, W | n = n_0) \Pr(n = n_0) \frac{\mathbb{E}[l]}{M},
\]

where recall that \( N \) is the number of secondary links, \( M \) is the number of channels, \( \tau \) is the sensing time, \( W \) is the contention window. Note that this is the average system throughput per channel. We will calculate \( \mathcal{T} (\tau, \phi | n = n_0) \) using (5.16) for the proposed MAC protocol with four-way handshake and exponential random back-off. In addition, we also show how to calculate \( \Pr(n = n_0) \).

5.6.3.1 Calculation of \( \Pr(n = n_0) \) and \( \mathbb{E}[l] \)

Recall that only secondary links whose sensing outcomes indicate at least one available channel participate in contention in the data transmission phase. Again, as in the single channel case derived in Section 5.5.3.1 the sensing outcome at SU \( i \) indicates that channel \( j \) is available or busy with probabilities \( \mathcal{P}_{\text{idle}}^i \) and \( \mathcal{P}_{\text{busy}}^i \), which are in the same forms with (5.6) and (5.5), respectively (recall that we have dropped the channel index \( j \) in these quantities). Now, \( \Pr(n = n_0) \) can be calculated from these probabilities. Recall that secondary link \( i \) only joins the contention if its sensing outcomes indicate at least one vacant channel. Otherwise, it will be silent for the whole cycle and waits until the next cycle. This occurs if its sensing outcomes indicate that all channels are busy.

To gain insight into the optimal structure of the optimal solution while keeping mathematical details sufficiently tractable, we will consider the homogeneous case in the following where \( \mathcal{P}_f^i, \mathcal{P}_d^i \) (therefore, \( \mathcal{P}_{\text{idle}}^i \) and \( \mathcal{P}_{\text{busy}}^i \)) are the same for all SUs \( i \). The obtained results, however, can extended to the general case even though the corresponding expressions will be more lengthy and tedious. For the homogeneous system, we will simplify \( \mathcal{P}_{\text{SUIdle}}^i \) and \( \mathcal{P}_{\text{SUbaby}}^i \) to \( \mathcal{P}_{\text{SUIdle}} \) and \( \mathcal{P}_{\text{SUbaby}} \), respectively for brevity. Therefore, the probability that a particular channel is indicated as busy or idle by the corresponding spectrum sensor can be written as

\[
\mathcal{P}_{\text{busy}} = \mathcal{P}_f \mathcal{P}(\mathcal{H}_0) + \mathcal{P}_d \mathcal{P}(\mathcal{H}_1),
\]

(5.23)
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\[ P_{\text{idle}} = 1 - P_{\text{busy}}. \]  

(5.24)

Let \( P_r (l = l_0) \) denote the probability that \( l_0 \) out of \( M \) channels are indicated as available by the spectrum sensors. Then, this probability can be calculated as

\[ \Pr (l = l_0) = \binom{M}{l_0} P_{\text{idle}}^{l_0} P_{\text{busy}}^{M-l_0}. \]  

(5.25)

Now, let \( P_{\text{SU idle}} \) be the probability that a particular secondary link \( i \) participates in the contention (i.e., its spectrum sensors indicate at least one available channel) and \( P_{\text{SU busy}} \) be the probability that secondary link \( i \) is silent (i.e., its spectrum sensors indicate that all channels are busy). Then, these probabilities can be calculated as

\[ P_{\text{SU busy}} = \Pr (l = 0) = P_{\text{busy}}, \]  

(5.26)

\[ P_{\text{SU idle}} = \sum_{l_0=1}^{M} \Pr (l = l_0) = 1 - P_{\text{SU busy}}. \]  

(5.27)

Again we assume that a transmission from a particular secondary link only fails if it collides with transmissions from other secondary links. The probability that \( n_0 \) secondary links join the contention can be calculated by using (5.27) and (5.26) as follows:

\[ \Pr (n = n_0) = \binom{M}{n_0} P_{\text{SU idle}}^{n_0} P_{\text{SU busy}}^{M-n_0} = \binom{M}{n_0} (1 - P_{\text{busy}})^{n_0} P_{\text{busy}}^{M-n_0}. \]  

(5.28)

From (5.25), we can calculate the average number of available channels, denoted by the expectation \( \mathbb{E} [l] \), at one particular secondary link as

\[ \mathbb{E} [l] = \sum_{l_0=0}^{M} l_0 \Pr (l = l_0) = \sum_{l_0=0}^{M} l_0 \binom{M}{l_0} P_{\text{idle}}^{l_0} P_{\text{busy}}^{M-l_0} = MP_{\text{idle}} = M (1 - P_{\text{busy}}). \]  

(5.29)

5.6.3.2 Optimal Sensing and MAC Protocol Design

We now tackle the throughput maximization problem formulated in (5.21). In this case, the normalized throughput given by (5.22) can be calculated by using \( \Pr (n = n_0) \) in (5.28), the conditional throughput in (5.16), and the average number of available channels in (5.29). Similar to the single-channel case, we will optimize the normalized throughput over \( \tau \) and \( W \) while choosing a detection threshold such that \( P_d (\varepsilon_0, \tau) = \bar{P}_d \). Under these equality constraints, the false alarm probability can be written as

\[ P_f = Q \left( \alpha + \sqrt{\tau f_s \gamma} \right). \]  

(5.30)
where $\alpha = \sqrt{2\gamma + 1}\Omega^{-1}(\bar{P}_d)$. Hence, Problem 3 is independent of detection thresholds. Again, for a given contention window $W$ we can find the corresponding optimal sensing time $\tau$ in the following optimization problem

**Problem 4:**

$$\max_{\tau} \quad \tilde{\mathcal{N}}(\tau) \triangleq \mathcal{N}(\tau, W) \big|_{W = \bar{W}}$$

s.t. $0 \leq \tau \leq T$ \quad (5.31)

Similar to the single-channel case, we will prove that $\tilde{\mathcal{N}}(\tau)$ is a unimodal function in the range of $[0, T]$. Therefore, there is a unique global maximum in the entire range of $[0, T]$. This is indeed the result of several properties stated in the following proposition.

**Proposition 2:** The function $\tilde{\mathcal{N}}(\tau)$ satisfies the following properties

1. $\lim_{\tau \to 0} \frac{\partial \tilde{\mathcal{N}}(\tau)}{\partial \tau} > 0$,

2. $\lim_{\tau \to T} \frac{\partial \tilde{\mathcal{N}}(\tau)}{\partial \tau} < 0$,

3. there is an unique $\bar{\tau}$ where $\bar{\tau}$ is in the range of $[0, T]$ such that $\frac{\partial \tilde{\mathcal{N}}(\tau)}{\partial \tau} = 0$,

4. and the objective function $\tilde{\mathcal{N}}(\tau)$ is bounded from above.

Therefore, it is a unimodal function in the range of $[0, T]$.

**Proof.** The proof is provided in Appendix 5.9.2. \qed

Therefore, given one particular value of $W$ we can find a unique optimal $\bar{\tau}(W)$ for the optimization problem (5.31). Then, we can find the globally optimal $(W^*, \tau^*)$ by finding optimal $\tau$ for each $W$ in its feasible range $[1, W_{\text{max}}]$. The procedure to find $(W^*, \tau^*)$ is the same as that described in Alg. 9.

### 5.7 Numerical Results

We present numerical results to illustrate throughput performance of the proposed cognitive MAC protocols. We take key parameters for the MAC protocols from Table II in [3]. Other parameters are chosen as follows: cycle time is $T = 100ms$; mini-slot (i.e., generic empty slot time) is $\sigma = 20\mu s$; sampling frequency for spectrum sensing is $f_s = 6MHz$; bandwidth of PUs’ QPSK signals is $6MHz$. In addition, the exponential back-off mechanism with the maximum back-off stage $m$ is employed to reduce collisions.
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For the results in this section, we choose other parameters of the cognitive network as follows. The signal-to-noise ratio of PU signals at secondary links $SNR^i_p$ are chosen randomly in the range $[-15, -20]dB$. The target detection probability for secondary links and the probabilities $P^i(H_0)$ are chosen randomly in the intervals $[0.7, 0.9]$ and $[0.7, 0.8]$, respectively. The basic scheme is used as a handshaking mechanism for the MAC protocol.

In Fig. 5.3, we show the normalized throughput $NT$ versus contention window $W$ for different values of $N$ when the sensing time is fixed at $\tau = 1 ms$ and the maximum backoff stage is chosen at $m = 3$ for one particular realization of system parameters. The maximum throughput on each curve is indicated by a star symbol. This figure indicates that the maximum throughput is achieved at larger $W$ for larger $N$. This is expected because larger contention window can alleviate collisions among active secondary for larger number of secondary links. It is interesting to observe that the maximum throughput can be larger than 0.8 although $P^i(H_0)$ are chosen in the range $[0.7, 0.8]$. This is due to a multiuser gain because secondary links are in conflict with different primary receivers.

In Fig. 5.4 we present the normalized throughput $NT$ versus sensing time $\tau$ for a fixed contention window $W = 32$, maximum backoff stage $m = 3$, and different number of secondary links $N$. The maximum throughput is indicated by a star symbol on each curve. This figure confirms that the normalized throughput $NT$ increases when $\tau$ is small and decreases with large $\tau$ as being proved in Proposition 1. Moreover, for a fixed contention window the

5.7.1 Performance of Single Channel MAC Protocol

Figure 5.3: Normalized throughput versus contention window $W$ for $\tau = 1 ms$, $m = 3$, different $N$ and basic access mechanism.
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**Figure 5.4:** Normalized throughput versus the sensing time $\tau$ for $W = 32, m = 3$, different $N$ and basic access mechanism.

**Figure 5.5:** Normalized throughput versus sensing time $\tau$ and contention window $W$ for $N = 15, m = 4$ and basic access mechanism.

Optimal sensing time indeed decreases with the number of secondary links $N$. Finally, the multi-user diversity gain can also be observed in this figure.

To illustrate the joint effects of contention window $W$ and sensing time $\tau$, we show the normalized throughput $NT$ versus $\tau$ and contention window $W$ for $N = 15$ and $m = 4$ in Fig. 5.5. We show the globally optimal parameters $(\phi^*, \tau^*)$ which maximize the normalized throughput $NT$ of the proposed cognitive MAC protocol by a star symbol in this figure. This figure reveals that the performance gain due to optimal configuration of the proposed MAC
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protocol is very significant. Specifically, while the normalized throughput $N\tilde{T}$ tends to be less sensitive to the contention window $W$, it decreases significantly when the sensing time $\tau$ deviates from the optimal value $\tau^*$. Therefore, the proposed optimization approach would be very useful in achieving the largest throughput performance for the secondary network.

5.7.2 Performance of Multi-Channel MAC Protocol

In this section, we present numerical results for the proposed multi-channel MAC protocol. Although, we analyze the homogeneous scenario in Section 5.6 for brevity, we present simulation results for the heterogeneous settings in this subsection. The same parameters for the MAC protocol as in Section 5.7 are used. However, this model covers for the case in which each secondary link has multiple channels. In addition, some key parameters are chosen as follows. The SNRs of the signals from the primary user to secondary link $i$ (i.e., $SNR_{ij}^p$) are randomly chosen in the range of $[-15, -20]$ dB. The target detection probabilities $\tilde{P}_{ij}^d$ and the probabilities $P_{ij}(H_0)$ for channel $j$ at secondary link $i$ are randomly chosen in the intervals $[0.7, 0.9]$ and $[0.7, 0.8]$, respectively. Again the exponential backoff mechanism with the maximum backoff stage $m$ is employed to reduce collisions.

In Fig. 5.6, we illustrate the normalized throughput $N\tilde{T}$ versus sensing times $\tau$ and contention windows $W$ for $N = 10, M = 5$ and $m = 4$ and the basic access mechanism. We show the optimal configuration $(\tau^*, W^*)$, which maximizes the normalized throughput $N\tilde{T}$ of the proposed multichannel MAC protocol. Again it can be observed that the normalized
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Table 5.1: Comparison between the normalized throughputs of basic access and RTS/CTS access

<table>
<thead>
<tr>
<th>(N, M, m) = (10, 5, 4)</th>
<th>(N, M, m) = (5, 3, 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(W)</td>
<td>(\tau (\text{ms}))</td>
</tr>
<tr>
<td>16</td>
<td>0.4865</td>
</tr>
<tr>
<td>64</td>
<td>0.5803</td>
</tr>
<tr>
<td>182</td>
<td>0.6053</td>
</tr>
<tr>
<td>512</td>
<td>0.6014</td>
</tr>
<tr>
<td>1024</td>
<td>0.5744</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(N, M, m) = (5, 3, 4)</th>
<th>(N, M, m) = (5, 3, 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(W)</td>
<td>(\tau (\text{ms}))</td>
</tr>
<tr>
<td>16</td>
<td>0.5442</td>
</tr>
<tr>
<td>64</td>
<td>0.6015</td>
</tr>
<tr>
<td>100</td>
<td>0.6094</td>
</tr>
<tr>
<td>512</td>
<td>0.5735</td>
</tr>
<tr>
<td>1024</td>
<td>0.5210</td>
</tr>
</tbody>
</table>

Throughput \(NT\) tends to be less sensitive to the contention window \(W\) while it significantly decreases when the sensing time \(\tau\) deviates from the optimal sensing time \(\tau^*\).

In order to study the joint effect of contention window \(W\) and sensing time \(\tau\) in greater details, we show the normalized throughput \(NT\) versus \(W\) and \(\tau\) in Table 5.1. In this table, we consider both handshaking mechanisms, namely basic access and RTS/CTS access schemes. Each set of results applies to a particular setting with certain number of secondary links \(N\), number of channels \(M\) and maximum backoff stage \(m\). In particular, we will consider two settings, namely \((N, M, m) = (10, 5, 4)\) and \((N, M, m) = (5, 3, 4)\). Optimal normalized throughput is indicated by a bold number. It can be confirmed from this table that as \((\tau, W)\) deviate from the optimal \((\tau^*, W^*)\), the normalized throughput decreases significantly.

This table also demonstrates potential effects of the number of secondary links \(N\) on the network throughput and optimal configuration for the MAC protocols. In particular, for secondary networks with the small number of secondary links, the probability of collision is lower than that for networks with the large number of secondary links. We consider the two scenarios corresponding to different combinations \((N, M, m)\). The first one which has a smaller number of secondary links \(N\) indeed requires smaller contention window \(W\) and maximum back-off stage \(m\) to achieve the maximum throughput. Finally, it can be observed
that for the same configuration of \((N, M, m)\), the basic access mechanism slightly outperforms the RTS/CTS access mechanism, while the RTS/CTS access mechanism can achieve the optimal normalized throughput at lower \(W\) compared to the basic access mechanism.

5.8 Conclusion

In this paper, we have proposed MAC protocols for cognitive radio networks that explicitly take into account spectrum sensing performance. Specifically, we have derived normalized throughput of the proposed MAC protocols and determined their optimal configuration for throughput maximization. These studies have been performed for both single and multiple channel scenarios subject to protection constraints for primary receivers. Finally, we have presented numerical results to confirm important theoretical findings in the paper and to show significant performance gains achieved by the optimal configuration for proposed MAC protocols.

5.9 Appendices

5.9.1 Proof of Proposition 1

We start the proof by defining the following quantities: \(\varphi^i := -\frac{(\alpha^i + \sqrt{T_{sd}}\gamma)^2}{2}\) and \(c_{n_0} := \frac{p_i p_i P_s T}{T_{sd}}\). Taking the derivative of \(N\mathcal{T}\) versus \(\tau\), we have

\[
\frac{\partial N\mathcal{T}}{\partial \tau} = \sum_{n_0=1}^{N} c_{n_0} \sum_{k=1}^{N} c_{n_0} \left\{ \left( \frac{-1}{T_{sd}} \right) \prod_{i \in S_k} P_i^{idle} \prod_{j \in S \setminus S_k} P_j^{busy} \left[ \frac{T - \tau}{T_{sd}} \right] \sqrt{\frac{j_s}{8\pi \tau}} \times \right. \\
\left. \sum_{i \in S_k} \gamma^i \exp (\varphi^i) P_i^i (H_0) \prod_{l \in S_k \setminus i} P_l^{idle} \prod_{j \in S \setminus S_k} P_j^{busy} \right\}.
\]

(5.32)

From this we have

\[
\lim_{\tau \to T} \frac{\partial N\mathcal{T}}{\partial \tau} = \sum_{n_0=1}^{N} c_{n_0} \sum_{k=1}^{N} c_{n_0} \left( \frac{-1}{T_{sd}} \right) \prod_{i \in S_k} P_i^{idle} \prod_{j \in S \setminus S_k} P_j^{busy} < 0.
\]

(5.33)
Now, let us define the following quantity

\[ K_{\tau} = \sum_{n_0=1}^{N} C_N^{n_0} \left[ \sum_{i \in S_k} \gamma^i \exp (\varphi^i) \prod_{l \in S_k \setminus i} P_{idle} \prod_{j \in S_k \setminus i} P_{busy}^j \right] \cdot \left( n_0 - 1 \right) \]  

(5.34)

Then, it can be shown that \( K_{\tau} > 0 \) as being explained in the following. First, it can be verified that the term \( c_{n_0} \) is almost a constant for different \( n_0 \). Therefore, to highlight intuition behind the underlying property (i.e., \( K_{\tau} > 0 \)), we substitute \( K = c_{n_0} \) into the above equation. Then, \( K_{\tau} \) in (5.34) reduces to

\[ K_{\tau} = K_a \sum_{n_0=1}^{N} C_N^{n_0} \left( n_0 P_{idle}^{n_0-1} P_{busy}^{N-n_0} - (N-n_0) P_{busy}^{N-n_0-1} \right), \]  

(5.35)

where \( K_a = K_\gamma \exp (\varphi) \mathbb{P}(\mathcal{H}_0) \). Let define the following quantities \( x = P_{busy}, x \in \mathbb{R} \) \( \triangleq [\mathbb{P}_d \mathbb{P}(\mathcal{H}_1), \mathbb{P}(\mathcal{H}_0) + \mathbb{P}_d \mathbb{P}(\mathcal{H}_1)] \). After some manipulations, we have

\[ K_{\tau} = K_a \sum_{n_0=1}^{N} f(x) \left( \frac{n_0}{x (1-x)} - \frac{N - n_0}{x} \right), \]  

(5.36)

where \( f(x) = C_N^{n_0} (1-x)^{n_0} x^{N-n_0} \) is the binomial mass function \([122]\) with \( p = 1-x \) and \( q = x \). Because the total probabilities and the mean of this binomial distribution are 1 and \( Np = N(1-x) \), respectively, we have

\[ \sum_{n_0=0}^{N} f(x) = 1, \]  

(5.37)

\[ \sum_{n_0=0}^{N} n_0 f(x) = N (1-x). \]  

(5.38)

It can be observed that in (5.36), the element corresponding to \( n_0 = 0 \) is missing. Apply the results in (5.37) and (5.38) to (5.36) we have

\[ K_{\tau} = K_a N x^{N-1} > 0, \quad \forall x. \]  

(5.39)

Therefore, we have

\[ \lim_{\tau \to 0} \frac{\partial N\mathcal{J}}{\partial \tau} = +\infty. \]  

(5.40)
Hence, we have completed the proof for first two properties of Proposition 1.

In order to prove the third property, let us find the solution of \( \frac{\partial N_T}{\partial \tau} = 0 \). After some simple manipulations and using the properties of the binomial distribution, this equation reduces to

\[
h(\tau) = g(\tau),
\]

where

\[
g(\tau) = \left( \alpha + \gamma \sqrt{f_s \tau} \right)^2,
\]

and

\[
h(\tau) = 2 \log \left( \mathbb{P}(H_0) \gamma \sqrt{\frac{f_s T - \tau}{8\pi \sqrt{\tau}}} \right) + h_1(x)
\]

where \( h_1(x) = 2 \log \frac{x_s/\lambda_s}{\sum_{n=1}^{N} c_n p f(x)} = 2 \log \frac{N^{x-1}}{1-x^N} \).

To prove the third property, we will show that \( h(\tau) \) intersects \( g(\tau) \) only once. We first state one important property of \( h(\tau) \) in the following lemma.

**Lemma 1:** \( h(\tau) \) is an decreasing function.

**Proof.** Taking the first derivative of \( h(.) \), we have

\[
\frac{\partial h}{\partial \tau} = -\frac{1}{\tau} - \frac{2}{T - \tau} + \frac{\partial h_1}{\partial x} \frac{\partial x}{\partial \tau}.
\]

We now derive \( \frac{\partial x}{\partial \tau} \) and \( \frac{\partial h_1}{\partial x} \) as follows:

\[
\frac{\partial x}{\partial \tau} = -\mathbb{P}(H_0) \gamma \sqrt{\frac{f_s}{8\pi \tau}} \exp \left( -\frac{(\alpha + \gamma \sqrt{f_s \tau})^2}{2} \right) < 0,
\]

\[
\frac{\partial h_1}{\partial x} = 2 \frac{N - 1 + x^N}{x (1 - x^N)} > 0.
\]

Hence, \( \frac{\partial h_1}{\partial x} \frac{\partial x}{\partial \tau} < 0 \). Using this result in (5.44), we have \( \frac{\partial h}{\partial \tau} < 0 \). Therefore, we can conclude that \( h(\tau) \) is monotonically decreasing.

We now consider function \( g(\tau) \). Take the derivative of \( g(\tau) \), we have

\[
\frac{\partial g}{\partial \tau} = \left( \alpha + \gamma \sqrt{f_s \tau} \right) \frac{\gamma \sqrt{f_s}}{\sqrt{\tau}}.
\]
Therefore, the monotonicity property of \( g(\tau) \) only depends on \( y = \alpha + \gamma \sqrt{f_s \tau} \). Properties 1 and 2 imply that there must be at least one intersection between \( h(\tau) \) and \( g(\tau) \). We now prove that there is indeed a unique intersection. To proceed, we consider two different regions for \( \tau \) as follows:

\[
\Omega_1 = \{ \tau \mid \alpha + \gamma \sqrt{f_s \tau} < 0, \; \tau \leq T \} = \left\{ 0 < \tau < \frac{\alpha^2}{\gamma f_s} \right\}
\]

and

\[
\Omega_2 = \{ \tau \mid \alpha + \gamma \sqrt{f_s \tau} \geq 0, \; \tau \leq T \} = \left\{ \frac{\alpha^2}{\gamma f_s} \leq \tau \leq T \right\}.
\]

From the definitions of these two regions, we have \( g(\tau) \) decreases in \( \Omega_1 \) and increases in \( \Omega_2 \). To show that there is a unique intersection between \( h(\tau) \) and \( g(\tau) \), we prove the following.

**Lemma 2:** The following statements are correct:

1. If there is an intersection between \( h(\tau) \) and \( g(\tau) \) in \( \Omega_2 \) then it is the only intersection in this region and there is no intersection in \( \Omega_1 \).

2. If there is an intersection between \( h(\tau) \) and \( g(\tau) \) in \( \Omega_1 \) then it is the only intersection in this region and there is no intersection in \( \Omega_2 \).

**Proof.** We now prove the first statement. Recall that \( g(\tau) \) monotonically increases in \( \Omega_2 \); therefore, \( g(\tau) \) and \( h(\tau) \) can intersect at most once in this region (because \( h(\tau) \) decreases). In addition, \( g(\tau) \) and \( h(\tau) \) cannot intersect in \( \Omega_1 \) for this case if we can prove that \( \frac{\partial h}{\partial \tau} < \frac{\partial g}{\partial \tau} \). This is because both functions decrease in \( \Omega_1 \). We will prove that \( \frac{\partial h}{\partial \tau} < \frac{\partial g}{\partial \tau} \) in Lemma 3 after this proof.

We now prove the second statement of Lemma 2. Recall that we have \( \frac{\partial h}{\partial \tau} < \frac{\partial g}{\partial \tau} \). Therefore, there is at most one intersection between \( g(\tau) \) and \( h(\tau) \) in \( \Omega_1 \). In addition, it is clear that there cannot be any intersection between these two functions in \( \Omega_2 \) for this case. \( \square \)

**Lemma 3:** We have \( \frac{\partial h}{\partial \tau} < \frac{\partial g}{\partial \tau} \).

**Proof.** From (5.44), we can see that Lemma 3 holds if we can prove the following stronger result

\[
\frac{-1}{\tau} + \frac{\partial h_1}{\partial \tau} < \frac{\partial g}{\partial \tau}, \quad (5.48)
\]

where \( \frac{\partial h_1}{\partial \tau} = \frac{\partial h_1}{\partial x} \frac{\partial x}{\partial \tau} \), \( \frac{\partial x}{\partial \tau} \) is derived in (5.45), \( \frac{\partial h_1}{\partial x} \) is derived in (5.46) and \( \frac{\partial g}{\partial \tau} \) is given in (5.47).
To prove (5.48), we will prove the following

\[-\frac{1}{\tau} + \frac{y\mathcal{P}(\mathcal{H}_0) \gamma \sqrt{\frac{L}{\tau}}}{\mathcal{P}(\mathcal{H}_0) + \sqrt{2\pi}\mathcal{P}(\mathcal{H}_1)(1 - \bar{P}_d)(-y)\exp\left(\frac{y^2}{2}\right)} < \frac{\partial g}{\partial \tau},\]  

(5.49)

where \(y = (\alpha + \gamma \sqrt{fs\tau} < 0)\). Then, we show that

\[\frac{\partial h_1}{\partial \tau} < \frac{y\mathcal{P}(\mathcal{H}_0) \gamma \sqrt{\frac{L}{\tau}}}{\mathcal{P}(\mathcal{H}_0) + \sqrt{2\pi}\mathcal{P}(\mathcal{H}_1)(1 - \bar{P}_d)(-y)\exp\left(\frac{y^2}{2}\right)}.\]  

(5.50)

Therefore, the result in (5.48) will hold. Let us prove (5.50) first. First, let us prove the following

\[\frac{\partial h_1}{\partial x} > \frac{2}{1 - x}.\]  

(5.51)

Using the result in \(\frac{\partial h_1}{\partial x}\) from (5.46), (5.51) is equivalent to

\[2 \frac{N - 1 + x^N}{x(1 - x^N)} > \frac{2}{1 - x},\]  

(5.52)

After some manipulations, we get

\[(1 - x) \left( N - 1 - \left(x + x^2 + \cdots + x^{N-1}\right) \right) > 0.\]  

(5.53)

It can be observed that \(0 < x < 1\) and \(0 < x^i < 1, i \in [1, N-1]\). So \(N - 1 - \left(x + x^2 + \cdots + x^{(N-1)}\right) > 0\); hence (5.53) holds. Therefore, we have completed the proof for (5.51).

We now show that the following inequality holds

\[\frac{2}{1 - x} > \frac{2\sqrt{2}\pi (-y)\exp\left(\frac{y^2}{2}\right)}{\mathcal{P}(\mathcal{H}_0) + \sqrt{2\pi}\mathcal{P}(\mathcal{H}_1)(1 - \bar{P}_d)(-y)\exp\left(\frac{y^2}{2}\right)}.\]  

(5.54)

This can be proved as follows. In [123], it has been shown that \(Q(t)\) with \(t > 0\) satisfies

\[\frac{1}{Q(t)} > \sqrt{2\pi t}\exp\left(\frac{t^2}{2}\right).\]  

(5.55)

Apply this result to \(\mathcal{P}_f = Q(y) = 1 - Q(-y)\) with \(y = (\alpha + \gamma \sqrt{fs\tau} < 0\) we have

\[\frac{1}{1 - \mathcal{P}_f} > \sqrt{2\pi (-y)\exp\left(\frac{y^2}{2}\right)}.\]  

(5.56)
After some manipulations, we obtain
\[ P_f > 1 - \frac{1}{\sqrt{2\pi}} (y - \exp \left( \frac{y^2}{2} \right)). \] (5.57)

Recall that we have defined \[ x = P_f (\mathcal{H}_0) + \bar{P}_d (\mathcal{H}_1) \]. Using the result in (5.57), we can obtain the lower bound of \[ \frac{2}{1-x} \] given in (5.54). Using the results in (5.51) and (5.54), and the fact that \[ \frac{\partial x}{\partial \tau} < 0, \] we finally complete the proof for (5.50).

To complete the proof of the lemma, we need to prove that (5.49) holds. Substitute \( \frac{\partial y}{\partial \tau} \) from (5.47) to (5.49) and make some further manipulations, we have
\[ -1 \leq y (y - \alpha) \leq \frac{4}{\alpha^2} \geq \frac{4}{(2\gamma + 1) (Q^{-1} (\bar{P}_d))^2} > 1. \] (5.59)

Hence
\[ \frac{1}{y (y - \alpha)} \geq \frac{4}{\alpha^2} = \frac{4}{(2\gamma + 1) (Q^{-1} (\bar{P}_d))^2} > 1. \] (5.60)

It can be observed that the RHS of (5.58) is less than 1. Therefore, (5.58) holds, which implies that (5.49) and (5.48) also hold.

Finally, the last property holds because because \( \Pr (n = n_0) < 1 \) and conditional throughput are all bounded from above. Therefore, we have completed the proof of Proposition 1.

5.9.2 Proof of Proposition 2

To prove the properties stated in Proposition 2, we first find the derivative of \( \tilde{N}\mathcal{T} (\tau) \). Again, it can be verified that \( \tilde{N}\mathcal{T} (\tau) \) is almost a constant for different \( n_0 \). To demonstrate the proof for the proposition, we substitute this term as a constant value, denoted as \( \mathcal{K} \), in the throughput formula. In addition, for large \( T, \) \[ \left\lfloor \frac{T - \tau}{T_{sd}} \right\rfloor \] is very close to \( \frac{T - \tau}{T_{sd}} \). Therefore, \( \tilde{N}\mathcal{T} \) can be accurately approximated as
\[ \tilde{N}\mathcal{T} (\tau) = \sum_{n_0=1}^{N} \mathcal{K} C_{N}^{n_0} (T - \tau) (1 - x^M)^{n_0} x^M (N - n_0) (1 - x), \] (5.61)
where $\mathcal{K} = \frac{P_i P_s P_{PS}}{F}$, and $x = P_{busy}$. Now, let us define the following function

$$f'(x) = \left(1 - x^M\right)^{n_0} x^{M(N-n_0)} \left(1 - x\right).$$

(5.62)

Then, we have

$$\frac{\partial f'}{\partial x} = f'(x) \left[\frac{-1}{1-x} - \frac{M n_0}{1-x^M} x^{M-1} + \frac{M (N-n_0)}{x}\right],$$

(5.63)

and $\frac{\partial x}{\partial \tau}$ is the same as (5.45). Hence, the first derivation of $\hat{N\bar{T}}(\tau)$ can be written as

$$\frac{\partial \hat{N\bar{T}}(\tau)}{\partial x} = \sum_{n_0=1}^{N} \mathcal{K} C_{N}^{n_0} \left[-f'(x) + (T-\tau) \frac{\partial f'}{\partial x} \frac{\partial x}{\partial \tau}\right].$$

(5.64)

From (5.23), the range of $x$, namely $\mathbb{R}_x$ can be expressed as $[\mathcal{P}_d \mathcal{P}(\mathcal{H}_1), \mathcal{P}(\mathcal{H}_0) + \mathcal{P}_d \mathcal{P}(\mathcal{H}_1)]$. Now, it can be observed that

$$\lim_{\tau \to T} \frac{\partial \hat{N\bar{T}}(\tau)}{\partial \tau} = -\sum_{n_0=1}^{N} \mathcal{K} C_{N}^{n_0} f'(x) < 0.$$  

(5.65)

Therefore, the second property of Proposition 2 holds.

Now, let us define the following quantity

$$\mathcal{K}'_\tau = \sum_{n_0=1}^{N} C_{N}^{n_0} f'(x) \left[\frac{1}{1-x} + \frac{M n_0}{1-x^M} x^{M-1} - \frac{M (N-n_0)}{x}\right].$$

(5.66)

Then, it can be seen that $\lim_{\tau \to 0} \frac{\partial \hat{N\bar{T}}(\tau)}{\partial \tau} = +\infty > 0$ if $\mathcal{K}'_\tau > 0, \forall M, N, x \in \mathbb{R}_x$. This last property is stated and proved in the following lemma.

**Lemma 4:** $\mathcal{K}'_\tau > 0, \forall M, N, x \in \mathbb{R}_x$.

**Proof.** Making some manipulations to (5.66), we have

$$\mathcal{K}'_\tau = \left(1 - \frac{(1-x)M}{x}\right) \sum_{n_0=1}^{N} C_{N}^{n_0} \left(1 - x^M\right)^{n_0} x^{M(N-n_0)} + \frac{M(1-x)}{x^2(1-x^M)} \sum_{n_0=1}^{N} C_{N}^{n_0} n_0 \left(1 - x^M\right)^{n_0} x^{M(N-n_0)}.$$  

(5.67)
It can be observed that
\[
\sum_{n_0=1}^{N} C_N^{n_0} (1 - x^M)^{n_0} \cdot x^{M(N-n_0)} \quad \text{and} \quad \sum_{n_0=1}^{N} C_N^{n_0} n_0 (1 - x^M)^{n_0} x^{M(N-n_0)}
\]
represent a cumulative distribution function (CDF) and the mean of a binomial distribution [122] with parameter \( p \), respectively missing the term corresponding to \( n_0 = 0 \) where \( p = 1 - x^M \). Note that the CDF and mean of such a distribution are 1 and \( Np = N(1 - x^M) \), respectively. Hence, (5.67) can be rewritten as
\[
\mathcal{K}'_\tau = \left( \frac{1 - (1-x)M}{x} \right) (1-x^M) + \frac{M(1-x)}{x} \cdot N(1-x^M).
\] (5.68)

After some manipulations, we have
\[
\mathcal{K}'_\tau = 1 - x^{MN} + MNx^{MN-1}(1-x) \geq 0, \forall x.
\] (5.69)

Therefore, we have completed the proof. \( \Box \)

Hence, the first property of Proposition 1 also holds.

To prove the third property, let us consider the following equation
\[
\frac{\partial \mathcal{N}_\tau}{\partial \tau} = 0.
\] After some manipulations, we have the following equivalent equation
\[
g(\tau) = h'(\tau),
\] (5.70)

where
\[
g(\tau) = \left( \alpha + \gamma \sqrt{f_s} \tau \right)^2,
\] (5.71)
\[
h'(\tau) = 2 \log \left( \mathcal{P}(\mathcal{H}_0) \gamma \sqrt{f_s} \frac{T - \tau}{\sqrt{\tau}} \right) + h'_1(x),
\] (5.72)
\[
h'_1(x) = 2 \log \left( \frac{\mathcal{K}'_\tau}{\sum_{n_0=1}^{N} C_N^{n_0} f'(x)} \right)
\] (5.73)

\( K'_\tau \) is given in (5.66). We have the following result for \( h'(\tau) \).

**Lemma 5:** \( h'(\tau) \) monotonically decreases in \( \tau \).

**Proof.** The derivative of \( h'(\tau) \) can be written as
\[
\frac{\partial h'}{\partial \tau} = \frac{-1}{\tau} - \frac{2}{T - \tau} + \frac{\partial h'_1}{\partial \tau}.
\] (5.74)
In the following, we will show that $\frac{\partial h'_1}{\partial x} > 0$ for all $x \in \mathbb{R}_x$, all $M$ and $N$, and $\frac{\partial g}{\partial \tau} < 0$. From this, we have $\frac{\partial h'_1}{\partial \tau} < 0$; therefore, the property stated in lemma 5 holds.

We now show that $\frac{\partial h'_1}{\partial x} > 0$ for all $x \in \mathbb{R}_x$, all $M$ and $N$. Substitute $\mathcal{K}'_\tau$ in (5.69) to (5.73) and exploit the property of the CDF of the binomial distribution function, we have

$$h'_1(x) = 2 \log \frac{1-x^{MN}+MNx^{MN-1}(1-x)}{(1-x) \sum_{n_q=1}^N c_n x^{(1-M)^n q x^{M(N-n_q)}}}.$$ (5.75)

Taking the first derivative of $h'_1(x)$ and performing some manipulations, we obtain

$$\frac{\partial h'_1}{\partial x} = 2 \frac{r (r-1) x^{r-2} (1-x)^2 (1-x^r) + (1-x^r)^2 + r^2 x^{2(r-1)}(1-x)^2}{(1-x^r + rx^{(r-1)}(1-x))(1-x)(1-x^r)},$$ (5.76)

where $r = MN$. It can be observed that there is no negative term in (5.76); hence, $\frac{\partial h'_1}{\partial x} > 0$ for all $x \in \mathbb{R}_x$, all $M$ and $N$. Therefore, we have proved the lemma.

To prove the third property, we show that $g(\tau)$ and $h'(\tau)$ intersect only once in the range of $[0, T]$. This will be done using the same approach as that in Appendix A. Specifically, we will consider two regions $\Omega_1$ and $\Omega_2$ and prove two properties stated in Lemma 2 for this case. As in Appendix A, the third property holds if we can prove $-\frac{1}{\tau} + \frac{\partial h'_1}{\partial \tau} < \frac{\partial g}{\partial \tau}$. It can be observed that all steps used to prove this inequality are the same as those in the proof of (5.48) for Proposition 1. Hence, we need to prove

$$\frac{\partial h'_1}{\partial x} > \frac{2}{1-x}.$$ (5.77)

Substitute $\frac{\partial h'_1}{\partial x}$ from (5.76) to (5.77), this inequality reduces to

$$\frac{r (r-1) x^{r-2} (1-x)^2 (1-x^r) + (1-x^r)^2 + r^2 x^{2(r-1)}(1-x)^2}{(1-x^r + rx^{(r-1)}(1-x))(1-x)(1-x^r)} > \frac{2}{1-x}.$$ (5.78)

After some manipulations, this inequality becomes equivalent to

$$rx^{(r-2)}(1-x)^2 \left[ r - (1+x+x^2+\cdots+x^{(r-1)}) \right] > 0.$$ (5.79)
It can be observed that $0 < x < 1$ and $0 < x^i < 1$, $i \in [0, r - 1]$. Hence, we have $r - (1 + x + x^2 + \cdots + x^{r-1}) > 0$ which shows that (5.79) indeed holds. Therefore, (5.77) holds and we have completed the proof of the third property. Finally, the last property of the Proposition is obviously correct. Hence, we have completed the proof of Proposition 2.
Chapter 6

Channel Assignment With Access Contention Resolution for Cognitive Radio Networks

The content of this chapter was published in IEEE Transactions on Vehicular Technology in the following paper:


6.1 Abstract

In this paper, we consider the channel allocation problem for throughput maximization in cognitive radio networks with hardware-constrained secondary users. In particular, we assume that secondary users (SUs) exploit spectrum holes on a set of channels where each SU can use at most one available channel for communication. We present the optimal brute-force search algorithm and its complexity for this non-linear integer optimization problem. Because the optimal solution has exponential complexity with the numbers of channels and SUs, we develop two low-complexity channel assignment algorithms that can efficiently utilize spectrum opportunities on these channels. In the first algorithm, SUs are assigned distinct sets of channels. We show that this algorithm achieves the maximum throughput limit if the number of channels is sufficiently large. In addition, we propose an overlapping channel assignment algorithm, that can improve the throughput performance compared to the non-overlapping channel assignment counterpart. Moreover, we design a distributed
6.2 Introduction

Emerging broadband wireless applications have been demanding unprecedented increase in radio spectrum resources. As a result, we have been facing a serious spectrum shortage problem. However, several recent measurements reveal very low spectrum utilization in most useful frequency bands [1]. Cognitive radio technology is a promising technology that can fundamentally improve the spectrum utilization of licensed frequency bands through secondary spectrum access. However, transmissions from primary users (PUs) should be satisfactorily protected from secondary spectrum access due to their strictly higher access priority.

Protection of primary communications can be achieved through interference avoidance or interference control approach (i.e., spectrum overlay or spectrum underlay) [1]. For the interference control approach, transmission powers of SUs should be carefully controlled so that the aggregated interference they create at primary receivers does not severely affect ongoing primary communications [63]. In most practical scenarios where direct coordination between PUs and SUs is not possible and/or if distributed communications strategies are desired, it would be very difficult to maintain these interference constraints. The interference avoidance approach instead protects primary transmissions by requiring SUs to perform spectrum sensing to discover spectrum holes over which they can transmit data [8], [41]. This paper focuses on developing efficient channel assignment algorithms for a cognitive radio network with hardware-constrained secondary nodes using the interference avoidance spectrum sharing approach.

In particular, we consider the scenario where each SU can exploit at most one available channel for communications. This can be the case if SUs are equipped with only one radio employing a narrow-band RF front end [107]. In addition, it is assumed that white spaces are so dynamic that it is not affordable for each SU to sense all channels to discover available ones.
and/or to exchange sensing results with one another. Under this setting, we are interested in determining a set of channels allocated to each SU in advance so that maximum network throughput can be achieved in a distributed manner. To the best of our knowledge, this important problem has not been considered before. The contributions of this paper can be summarized as follows.

- We formulate the channel assignment problem for throughput maximization as an integer optimization problem. We then derive user and total network throughput for the case SUs are assigned distinct sets of channels. We present the optimal brute-force search algorithm and analyze its complexity.

- We develop two greedy non-overlapping and overlapping channel assignment algorithms to solve the underlying NP-hard problem. We prove that the proposed non-overlapping channel assignment algorithm achieves the maximum throughput as the number of channels is sufficiently large. For the overlapping channel assignment algorithm, we design a medium access control (MAC) protocol for access contention resolution and we integrate the MAC protocol overhead analysis into the channel assignment algorithm.

- We analyze the saturation throughput and complexity of the proposed channel assignment algorithms. Moreover, we investigate the impact of contention collisions on the developed throughput analytical framework.

- We show how to extend the proposed channel assignment algorithms when max-min fairness is considered. We also extend the throughput analytical model to consider sensing errors and propose an alternative MAC protocol that can relieve congestion on the control channel.

- We demonstrate through numerical studies the interactions among various MAC protocol parameters and suggest its configuration. We show that the overlapping channel assignment algorithm can achieve noticeable network throughput improvement compared to the non-overlapping counterpart. In addition, we present the throughput gains due to both proposed channel assignment algorithms compared to the round-robin algorithms, which do not exploit the heterogeneity in the channel availability probabilities.

The remaining of this paper is organized as follows. In Section 6.3, we discuss important related works on spectrum sharing algorithms and MAC protocols. Section 6.4 describes the
system model and problem formulation. We present the non-overlapping channel assignment algorithm and describe its performance in Section 6.5. The overlapping channel assignment and the corresponding MAC protocol are developed in Section 6.6. Performance analysis of the overlapping channel assignment algorithm and the MAC protocol is presented in Section 6.7. Several potential extensions are discussed in Section 6.8. Section 6.9 demonstrates numerical results followed by concluding remarks in Section 6.10.

### 6.3 Related Works

Developing efficient spectrum sensing and access mechanisms for cognitive radio networks has been a very active research topic in the last several years [8, 10–16, 40, 55, 70, 106, 124–126]. A great survey of recent works on MAC protocol design and analysis is given in [40]. In [8], it was shown that by optimizing the sensing time, a significant throughput gain can be achieved for a SU. In [16], we extended the result in [8] to the multi-user setting where we design, analyze, and optimize a MAC protocol to achieve optimal tradeoff between sensing time and contention overhead. In fact, in [16], we assumed that each SU can use all available channels simultaneously. Therefore, the channel assignment problem and the exploitation of multi-user diversity do not exist in this setting, which is the topic of our current paper. Another related effort along this line was conducted in [10] where sensing-period optimization and optimal channel-sequencing algorithms were proposed to efficiently discover spectrum holes and to minimize the exploration delay.

In [11], a control-channel-based MAC protocol was proposed for secondary users to exploit white spaces in the cognitive ad hoc network setting. In particular, the authors of this paper developed both random and negotiation-based spectrum sensing schemes and performed throughput analysis for both saturation and non-saturation scenarios. There exists several other synchronous cognitive MAC protocols, which rely on a control channel for spectrum negotiation and access including those in [12–15, 70]. A synchronous MAC protocols without using a control channel was proposed and studied in [55]. In [106], a MAC layer framework was developed to dynamically reconfigure MAC and physical layer protocols. Here, by monitoring current network metrics the proposed framework can achieve great performance by selecting the best MAC protocol and its corresponding configuration.

In [124], a power-controlled MAC protocol was developed to efficiently exploit spectrum access opportunities while satisfactorily protecting PUs by respecting interference constraints. Another power control framework was described in [125], which aims to meet the
rate requirements of SUs and interference constraints of PUs. A novel clustering algorithm was devised in [126] for network formation, topology control, and exploitation of spectrum holes in a cognitive mesh network. It was shown that the proposed clustering mechanism can efficiently adapt to the changes in the network and radio transmission environment.

Optimal sensing and access design for cognitive radio networks were designed by using optimal stopping theory in [108]. In [75], a multichannel medium access control (McMAC) protocol was proposed taking into account the distance among users so that the white spaces can be efficiently exploited while satisfactorily protecting PUs. Different power and spectrum allocation algorithms were devised to maximize the secondary network throughput in [17, 18, 109]. Optimization of spectrum sensing and access in which either cellular or TV bands can be employed was performed in [19].

In [20], cooperative sequential spectrum sensing and packet scheduling were designed for cognitive radios which are equipped with multiple spectrum sensors. An energy-efficient MAC protocol was proposed for cognitive radio networks in [21]. Spectrum sensing, access, and power control algorithms were developed considering QoS protection for PUs and QoS provisioning for SUs in [22, 23]. Finally, a channel hopping based MAC protocol was proposed in [24] for cognitive radio networks to alleviate the congestion problem in the fixed control channel design. All these existing works, however, did not consider the scenario where cognitive radios have hardware constraints which allows them to access at most one channel at any time. Moreover, exploiting the multichannel diversity through efficient channel assignment is very critical to optimize the throughput performance of the secondary network for this problem. We will investigate this problem considering its unique design issues in this paper.

6.4 System Model and Problem Formulation

6.4.1 System Model

We consider a collocated cognitive radio network in which $M$ SUs exploit spectrum opportunities in $N$ channels. We assume that any SU can hear the transmissions of other SUs. In addition, each SU can use at most one channel for its data transmission. In addition, time is divided fixed-size cycle where SUs perform sensing on assigned channels at the beginning of each cycle to explore available channels for communications. We assume that perfect sensing can be achieved with no sensing error. Extension to the imperfect spectrum sensing
will be discussed in Section 6.8.2. It is assumed that SUs transmit at a constant rate with the normalized value of one.

6.4.2 Problem Formulation

We are interested in performing channel assignment to maximize the system throughput. Let $T_i$ denote the throughput achieved by SU $i$. Let $x_{ij}$ describe the channel assignment decision where $x_{ij} = 1$ if channel $j$ is assigned to SU $i$ and $x_{ij} = 0$, otherwise. The throughput maximization problem can be formally written as follows:

$$\max_x \sum_{i=1}^{M} T_i.$$  \hspace{1cm} (6.1)

For non-overlapping channel assignments, we have following constraints

$$\sum_{i=1}^{M} x_{ij} = 1, \quad \text{for all} \ j.$$  \hspace{1cm} (6.2)

We can derive the throughput achieved by SU $i$ for non-overlapping channel assignment as follows. Let $S_i$ be the set of channels solely assigned to SU $i$. Let $p_{ij}$ be the probability that channel $j$ is available at SU $i$. For simplicity, we assume that $p_{ij}$ are independent from one another. This assumption holds when each SU impacts different set of PUs on each channel. This can indeed be the case because spectrum holes depend on space. Note, however, that this assumption can be relaxed if the dependence structure of these probabilities is available. Under this assumption, $T_i$ can be calculated as

$$T_i = 1 - \prod_{j \in S_i} \bar{p}_{ij} = 1 - \prod_{j=1}^{N} (\bar{p}_{ij})^{x_{ij}}$$  \hspace{1cm} (6.3)

where $\bar{p}_{ij} = 1 - p_{ij}$ is the probability that channel $j$ is not available for SU $i$. In fact, $1 - \prod_{j \in S_i} \bar{p}_{ij}$ is the probability that there is at least one channel available for SU $i$. Because each SU can use at most one available channel, its maximum throughput is 1. In the overlapping channel assignment scheme, constraints in (6.2) are not needed. From this calculation, it can be observed that the optimization problem (6.1)-(6.2) is a non-linear integer program, which is a NP-hard problem (interest readers can refer to Part VIII of reference [57] for detailed treatment of this hardness result).
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6.4.3 Optimal Algorithm and Its Complexity

Due to the non-linear and combinatorial structure of the formulated channel assignment problem, it would be impossible to explicitly determine its optimal closed form solution. However, we can employ the brute-force search (i.e., exhaustive search) to determine the best channel assignment that results in the maximum total throughput. In particular, we can enumerate all possible channel assignment solutions then determine the best one by comparing their achieved throughput. This solution method requires a throughput analytical model that calculates the throughput for any particular channel assignment solution. We will develop such a model in Section 6.7.1 of this paper.

We now quantify the complexity of the optimal brute-force search algorithm. Let us consider SU \(i\) (i.e., \(i \in \{1, \ldots, M\}\)). Suppose we assign \(k\) channels to this SU \(i\) where \(k \in \{1, \ldots, N\}\). Then, there are \(C^k_N\) ways to do so. Since \(k\) can take any values in \(k \in \{1, \ldots, N\}\), the total number of ways to assign channels to SU \(i\) is \(\sum_{k=1}^{N} C^k_N \approx 2^N\). Hence, the total number of ways to assign channels to all SUs is asymptotically equal to \((2^N)^M = 2^{NM}\). Recall that we need to calculate the throughputs achieved by \(M\) SUs for each potential assignment to determine the best one. Therefore, the complexity of the optimal brute-force search algorithm is \(O(2^{NM})\). Given the exponentially large complexity required to find the optimal channel assignment solution, we will develop sub-optimal and low-complexity channel assignment algorithms in the following sections. In particular, we consider two different channel assignment schemes: 1) non-overlapping channel assignment and 2) overlapping channel assignment.
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We develop a low-complexity algorithm for non-overlapping channel assignment in this section. Recall that \(S_i\) is the set of channels solely assigned for SU \(i\) (i.e., \(S_i \cap S_j = \emptyset, i \neq j\)). The greedy channel assignment algorithm iteratively allocates channels to SUs that achieves the maximum increase in the throughput. A detailed description of the proposed algorithm is presented in Alg. 10. In each channel allocation iteration, each SU \(i\) calculates its increase in throughput if the best available channel (i.e., channel \(j_i^* = \arg\max_{j \in S_i} p_{ij}\)) is allocated. This increase in throughput can be calculated as follows:

\[
\Delta T_i = T_i^a - T_i^b = \left[ 1 - (1 - p_{ij_i^*}) \prod_{j \in S_i} (1 - p_{ij}) \right] - \left[ 1 - \prod_{j \in S_i} (1 - p_{ij}) \right] = p_{ij_i^*} \prod_{j \in S_i} (1 - p_{ij})(6.4)
\]
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Based on (6.4), it can be observed that $\Delta T_i$ will quickly decrease over allocation iterations because $\prod_{j \in S_i} (1 - p_{ij})$ tends to zero as the set $S_i$ is expanded. We have the following property for the resulting channel assignment due to Alg. 10.

**Algorithm 10 Non-Overlapping Channel Assignment**

1: Initialize the set of available channels $S_a := \{1, 2, \ldots, N\}$ and $S_i := \emptyset$ for $i = 1, 2, \ldots, M$
2: for $i = 1$ to $M$ do
3: $j^*_i = \arg\max_{j \in S_a} p_{ij}$
4: if $S_i \neq \emptyset$ then
5: Find $\Delta T_i = T^a_i - T^b_i$, where $T^a_i$ and $T^b_i$ is the throughputs after and before assigning channel $j^*_i$.
6: else
7: Find $\Delta T_i = p_{ij^*_i}$.
8: end if
9: end for
10: $i^* = \arg\max_i \Delta T_i$.
11: Assign channel $j^*_i$ to user $i^*$.
12: Update $S_a = S_a \setminus j^*_i$.
13: If $S_a$ is empty, terminate the algorithm. Otherwise, return to step 2.

**Proposition 1:** If we have $N >> M$, then the throughput achieved by any SU $i$ due to Alg. 10 is very close to the maximum value of 1.

**Proof.** This proposition can be proved by showing that if the number of channels is much larger than the number of SUs (i.e., $N >> M$) then each SU will be assigned a large number of channels. Recall that Alg. 10 assigns channels to a particular SU $i$ based on the increase-in-throughput metric $\Delta T_i$. This property can be proved by observing that if a particular SU $i$ has been assigned a large number of channels, its $\Delta T_i$ is very close to zero. Therefore, other SUs who have been assigned a small number of channels will have a good chance to receive more channels. As a result, all SUs are assigned a large number of channels if $N >> M$. According to (6.3), throughput achieved by SU $i$ will reach its maximum value of 1 if its number of assigned channels is sufficiently large. Hence, we have proved the proposition. □

In practice, we do not need a very large number of channels to achieve the close-to-maximum throughput. In particular, if each channel is available for secondary spectrum access with probability at least 0.8 then the throughput achieved by a SU assigned three channels is not smaller than $1 - (1 - 0.8)^3 = 0.992$, which is less than 1% below the maximum throughput. Note that after running Alg. 10, we can establish the set of channels allocated to each SU, from which we calculate its throughput by using (6.3). Then, the total throughput of the secondary network can be calculated by summing the throughputs of all SUs. When the number of channel is not sufficiently large, we can potentially improve the system
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Overlapping channel assignment can improve the network throughput by exploiting the multiuser diversity gain. However, a MAC protocol is needed to resolve the access contention under the overlapping channel assignments. The MAC protocol incurs overhead that offsets the throughput gain due to the multiuser diversity. Hence, a sophisticated channel assignment algorithm is needed to balance the protocol overhead and throughput gain.

6.6.1 MAC Protocol

Let $S_i$ be the set of channels solely assigned for SU $i$ and $S_i^{\text{com}}$ be the set of channels assigned for SU $i$ and some other SUs. Let denote $S_i^{\text{tot}} = S_i \cup S_i^{\text{com}}$, which is the set of all channels assigned to SU $i$. Assume that there is one control channel, which is always available and used for access contention resolution. We consider the following MAC protocol run by any particular SU $i$, which belongs the class of synchronized MAC protocol [53]. The MAC protocol is illustrated in Fig. 6.1 where synchronization and sensing phases are employed before the channel contention and transmission phase in each cycle. A synchronization message is exchanged among SUs during the synchronization phase to establish the same
starting epoch of each cycle. After sensing the assigned channels in the sensing phase, each SU \( i \) proceeds as follows. If there is at least one channel in \( S_i \) available, then SU \( i \) chooses one of these available channels randomly for communication. If this is not the case, SU \( i \) will choose one available channel in \( S_{i}^{\text{com}} \) randomly (if there is any channel in this set available). For brevity, we simply call \( \textit{users} \) instead of \( \textit{SUs} \) when there is no confusion. Then, it chooses a random backoff value which is uniformly distributed in the interval \([0, W - 1]\) (i.e., \( W \) is the contention window) and starts decreasing its backoff counter while listening on the control channel.

Table 6.1: Channel Assignment Example (\( M=3, N =6 \))

<table>
<thead>
<tr>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_{1}^{\text{com}} )</th>
<th>( S_{2}^{\text{com}} )</th>
<th>( S_{3}^{\text{com}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C5</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>C6</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

If it overhears transmissions of RTS/CTS from any other users, it will freeze from decreasing its backoff counter until the control channel is free again. As soon as a user’s backoff counter reaches zero, its transmitter transmits an RTS message containing a chosen channel to its receiver. If the receiver successfully receives the RTS, it will reply with CTS and user \( i \) starts its communication on the chosen channel for the remaining of the cycle. If the RTS/CTS message exchange fails due to collisions, the corresponding user will quit the contention and wait until the next cycle. In addition, by overhearing RTS/CTS messages of neighboring users, which convey information about the channels chosen for communications, other users compared these channels with their chosen ones.

Any user who has its chosen channel coincides with the overheard channels quits the contention and waits until the next cycle. Otherwise, it will continue to decrease its backoff counter before exchanging RTS/CTS messages. Note that the fundamental aspect that makes this MAC protocol different from that proposed in [16] is that in [16] we assumed each winning user can use all available channels for communications while at most one available channel can be exploited by hardware-constrained secondary users in the current paper. Therefore, the channel assignment problem does not exist for the setting considered.
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in [16]. One example of overlapping channel assignment for three users and six channels is illustrated in Table 6.1, where channel assignments are indicated by an “x”.

Algorithm 11 OVERLAPPING CHANNEL ASSIGNMENT

1: Initialize the sets of allocated channels for all users $S_i := \emptyset$ for $i = 1, 2, \ldots, M$ and $\delta_0$
2: Run Alg. 10 to obtain non-overlapping channel assignment solution.
3: Let the group of channels shared by $l$ users be $\mathcal{G}_l$ and $\mathcal{U}_j$ be the set of users sharing channel $j$ and set $\mathcal{U}_j^{\text{temp}} := \mathcal{U}_j$, $\forall j = 1, 2, \ldots, N$.
4: continue := 1; $h = 1$; updoverhead := 0
5: while continue = 1 do
6: Find the group of channels shared by $h$ users, $\mathcal{G}_h$
7: for $j = 1$ to $|\mathcal{G}_h|$ do
8: for $l = 1$ to $M$ do
9: if $l \in \mathcal{U}_j$ then
10: $\Delta T^{\text{h, est}}_l(j) = 0$
11: else
12: User $l$ calculates $\Delta T^{\text{h, est}}_l(j)$ assuming channel $j$ is allocated to user $l$
13: end if
14: end for
15: $l^* = \arg\max_l \Delta T^{\text{h, est}}_l(j)$.
16: end for
17: $j^*_l = \arg\max_j \Delta T^{\text{h, est}}_j(j)$.
18: if $\Delta T^{\text{h, est}}_l(j^*_l) \leq \epsilon$ and updoverhead = 1 then
19: Set: continue := 0
20: Go to step 35
21: end if
22: if $\Delta T^{\text{h, est}}_l(j^*_l) > \epsilon$ then
23: Temporarily assign channel $j^*_l$ to user $l^*$, i.e., update $\mathcal{U}_j^{\text{temp}} = \mathcal{U}_j \cup \{l^*\}$.
24: Calculate $W$ and $\delta$ with $\mathcal{U}_j^{\text{temp}}$ by using methods in Sections 6.6.3 and 6.6.4, respectively.
25: if $|\delta - \delta_0| > \epsilon$ then
26: Set: updoverhead := 1
27: Return Step 7 using the updated $\delta_0 = \delta$
28: else
29: Update $\mathcal{U}_j^{\text{temp}}$ (i.e., assign channel $j^*_l$ to user $l^*$), calculate $W$ and $\delta_0$ with $\mathcal{U}_j^{\text{temp}}$, and update $\mathcal{S}_h$
30: Update: updoverhead := 0
31: end if
32: end if
33: Return Step 7
34: $h = h + 1$
35: end while

Remark 1: We focus on the saturation-buffer scenario in this paper. In practice, cognitive radios may have low backlog or, sometimes, even empty buffers. In addition, because the data transmission phase is quite large compared to a typical packet size, we should allow users to transmit several packets to completely fill the transmission phase in our MAC design. This condition can be realized by allowing only sufficiently backlogged users to participate in the sensing and access contention processes.
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6.6.2 Overlapping Channel Assignment Algorithm

We develop an overlapping channel assignment algorithm that possesses two phases as follows. We run Alg. 10 to obtain the non-overlapping channel assignment solution in the first phase. Then, we perform overlapping channel assignment by allocating channels that have been assigned to some users to other users in the second phase. We devise a greedy overlapping channel assignment algorithm using the increase-of-throughput metric similar to that employed in Alg. 10. However, calculation of this metric exactly turns out to be a complicated task. Hence, we employ an estimate of the increase-of-throughput, which is derived as follows to perform channel assignment assuming that the MAC protocol overhead is $\delta < 1$. In fact, $\delta$ depends on the outcome of the channel assignment algorithm (i.e., sets of channels assigned to different users). We will show how to calculate $\delta$ and integrate it into this channel assignment algorithm later.

Consider a case where channel $j$ is the common channel of users $i_1, i_2, \ldots, i_{MS}$. Here, $MS$ is the number of users sharing this channel. We are interested in estimating the increase in throughput for a particular user $i$ if channel $j$ is assigned to this user. Indeed, this increase of throughput can be achieved because user $i$ may be able to exploit channel $j$ if this channel is not available or not used by other users $i_1, i_2, \ldots, i_{MS}$. To estimate the increase of throughput, in the remaining of this paper we are only interested in a practical scenario where all $p_{ij}$ are close to 1 (e.g., at least 0.8). This assumption would be reasonable, given several recent measurements reveal that spectrum utilization of useful frequency bands is very low (e.g., less that 15%). Under this assumption, we will show that the increase-of-throughput for user $i$ can be estimated as

$$
\Delta T_i^{MS,\text{est}}(j) = (1 - 1/MS)(1 - \delta)p_{ij} \left(\prod_{h \in S_i} p_{ih}\right) \left(1 - \prod_{h \in S_i^{\text{com}}} p_{ih}\right) \sum_{k=1}^{MS} \left[p_{i_kj} \left(\prod_{q=1, q \neq k}^{MS} p_{iqj}\right)\right] (6.5)
$$

$$
+ (1 - \delta)p_{ij} \prod_{h \in S_i} p_{ih} \prod_{h \in S_i^{\text{com}}} p_{ih} \prod_{q=1}^{MS} p_{iqj} \prod_{q=1}^{MS} \left(1 - \prod_{h \in S_q} p_{ih}\right) (6.6)
$$

$$
+ (1 - 1/MS)(1 - \delta)p_{ij} \prod_{h \in S_i} p_{ih} \left(1 - \prod_{h \in S_i^{\text{com}}} p_{ih}\right) \prod_{q=1}^{MS} p_{iqj} \prod_{q=1}^{MS} \left(1 - \prod_{h \in S_q} p_{ih}\right) (6.7)
$$

This estimation is obtained by listing all possible scenarios/events in which user $i$ can exploit channel $j$ to increase its throughput. Because the user throughput is bounded by 1, we only count events that occur with non-negligible probabilities. In particular, under the assumption that $p_{ij}$ are high (or $p_{ij}$ are small) we only count events whose probabilities have
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at most two such elements $p_{ij}$ in the product. In addition, we can determine the increase of throughput for user $i$ by comparing its achievable throughput before and after channel $j$ is assigned to it. It can be verified we have the following events for which the average increases of throughput are significant.

- Channel $j$ is available for all users $i$ and $i_q$, $q = 1, 2, \ldots, MS$ except $i_k$ where $k = 1, 2, \ldots, MS$. In addition, all channels in $S_i$ are not available and there is at least one channel in $S^\text{com}_i$ available for user $i$. User $i$ can achieve a maximum average throughput of $1 - \delta$ by exploiting channel $j$, while its minimum average throughput before being assigned channel $i$ is at least $(1 - \delta)/MS$ (when user $i$ needs to share the available channel in $S^\text{com}_i$ with $MS$ other users). The increase of throughput for this case is at most $(1 - 1/MS)(1 - \delta)$ and the upper-bound for the increase of throughput of user $i$ is written in (6.5).

- Channel $j$ is available for user $i$ and all users $i_q$, $q = 1, 2, \ldots, MS$ but each user $i_q$ uses other available channel in $S_{iq}$ for his/her transmission. Moreover, there is no channel in $S^\text{tot}_i$ available. In this case, the increase of throughput for user $i$ is $1 - \delta$ and the average increase of throughput of user $i$ is written in (6.6).

- Channel $j$ is available for user $i$ and all users $i_q$, $q = 1, 2, \ldots, MS$ but each user $i_q$ uses other available channel in $S_{iq}$ for transmission. Moreover, there is at least one channel in $S^\text{com}_i$ available. In this case, the increase of throughput for user $i$ is upper-bounded by $(1 - 1/MS)(1 - \delta)$ and the average increase of throughput of user $i$ is written in (6.7).

The detailed description of the algorithm is given in Alg. 11. This algorithm has outer and inter loops where the outer loop increases the parameter $h$, which represents the maximum of users allowed to share any particular channel (i.e., $MS$ in the above estimation of the increase of throughput) and the inner loop performs channel allocation for one particular value of $h = MS$. In each assignment iteration of the inner loop, we assign one “best” channel $j$ to user $i$ that achieves maximum $\Delta T^{h, \text{est}}_i(j)$. This assignment continues until the maximum $\Delta T^{h, \text{est}}_i(j)$ is less than a pre-determined number $\epsilon > 0$. As will be clear in the throughput analysis developed later, it is beneficial to maintain at least one channel in each set $S_i$. This case is because the throughput contributed by channels in $S_i$ constitutes a significant fraction of the total throughput. Therefore, we will maintain this constraint when running Alg. 11.
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6.6.3 Calculation of Contention Window

We show how to calculate contention window $W$ so that collision probabilities among contending secondary users are sufficiently small. In fact, there is a trade-off between collision probabilities and the average overhead of the MAC protocol, which depends on $W$. In particular, larger values of $W$ reduce collision probabilities at the cost of higher protocol overhead and vice versa. Because there can be several collisions during the contention phase each of which occurs if two or more users randomly choose the same value of backoff time. In addition, the probability of the first collision is largest because the number of contending users decreases for successive potential collisions.

Let $P_c$ be the probability of the first collision. In the following, we determine contention window $W$ by imposing a constraint $P_c \leq \epsilon_P$ where $\epsilon_P$ controls the collision probability and overhead tradeoff. Let us calculate $P_c$ as a function of $W$ assuming that there are $m$ secondary users in the contention phase. Without loss of generality, assume that the random backoff times of $m$ users are ordered as $r_1 \leq r_2 \leq \ldots \leq r_m$. The conditional probability of the first collision if there are $m$ users in the contention stage can be written as

$$P_c(m) = \sum_{j=2}^{m} \Pr \{ j \text{ users collide} \} = \sum_{j=2}^{m} \sum_{i=0}^{W-2} \frac{W}{i} \left(1 - \frac{i}{W} \right)^{m-j}$$

(6.8)

where each term in the double-sum represents the probability that $j$ users collide when they choose the same backoff value equal to $i$. Hence, the probability of the first collision can be calculated as

$$P_c = \sum_{m=2}^{M} P_c^{(m)} \times \Pr \{ m \text{ users contend} \} ,$$

(6.9)

where $P_c^{(m)}$ is given in (6.8) and $\Pr \{ m \text{ users contend} \}$ is the probability that $m$ users join the contention phase. To compute $P_c$, we now derive $\Pr \{ m \text{ users contend} \}$. It can be verified that user $i$ joins contention if all channels in $S_i$ are busy and there is at least one channel in $S_i^{com}$ available. The probability of this event can be written as

$$P_{con}^{(i)} = \Pr \{ \text{all channels in } S_i \text{ are busy, } \exists ! \text{ some channels in } S_i^{com} \text{ are available} \}$$

$$= \left( \prod_{j \in S_i} \bar{p}_{ij} \right) \left( 1 - \prod_{j \in S_i^{com}} \bar{p}_{ij} \right) .$$

(6.10)
The probability of the event that \( m \) users join the contention phase is

\[
\Pr \{m \text{ users contend} \} = \sum_{n=1}^{C_M^m} \left( \prod_{i \in \Lambda_n} \mathcal{P}_{\text{con}}^{(i)} \right) \left( \prod_{j \in \Lambda_M \setminus \Lambda_n} \mathcal{F}_{\text{con}}^{(j)} \right) \tag{6.11}
\]

where \( \Lambda_n \) is one particular set of \( m \) users, \( \Lambda_M \) is the set of all \( M \) users (\( \{1, 2, \ldots, M\} \)). Substitute the result in (6.11) into (6.9), we can calculate \( \mathcal{P}_c \). Finally, we can determine \( W \) as

\[
W = \min \{ W \text{ such that } \mathcal{P}_c(W) \leq \epsilon_P \} \tag{6.12}
\]

where for clarity we denote \( \mathcal{P}_c(W) \), which is given in (6.9) as a function of \( W \).

### 6.6.4 Calculation of MAC Protocol Overhead

Using the contention window calculated in (6.12), we can quantify the average overhead of the proposed MAC protocol. Toward this end, let \( r \) be the average value of the backoff value chosen by any SU. Then, we have \( r = (W - 1)/2 \) because the backoff counter value is uniformly chosen in the interval \([0, W - 1]\). As a result, average overhead can be calculated as follows:

\[
\delta(W) = \frac{[W - 1] \theta/2 + t_{\text{RTS}} + t_{\text{CTS}} + 3t_{\text{SIFS}} + t_{\text{SEN}} + t_{\text{SYN}}}{T_{\text{cycle}}} \tag{6.13}
\]

where \( \theta \) is the time corresponding to one backoff unit; \( t_{\text{RTS}}, t_{\text{CTS}}, t_{\text{SIFS}} \) are the corresponding time of RTS, CTS and SIFS messages; \( t_{\text{SEN}} \) is the sensing time; \( t_{\text{SYN}} \) is the length of the synchronization message; and \( T_{\text{cycle}} \) is the cycle time.

### 6.6.5 Update \( \delta \) inside Alg. 11

The overhead \( \delta \) depends on the channel assignment outcome, which is not known when we are running Alg. 11. Therefore, in each allocation step we update \( \delta \) based on the current channel assignment outcome. Because \( \delta \) does not change much in two consecutive allocation decisions, Alg. 11 runs smoothly in practice.

### 6.6.6 Practical Implementation Issues

To perform channel assignment, we need to know \( p_{ij} \) for all users and channels. Fortunately, we only need to perform estimation of \( p_{ij} \) once these values change, which would be
infrequent in practice. These estimation and channel assignment tasks can be performed by one secondary node or collaboratively performed by several of them. For example, for the secondary network supporting communications between $M$ secondary nodes and a single secondary base station (BS), the BS can take the responsibility of estimating $p_{ij}$ and performing channel assignment. Once the channel assignment solution has been determined and forwarded to all SUs, each SU will perform spectrum sensing and run the underlying MAC protocol to access the spectrum in each cycle.

It is emphasized again that although sensing and MAC protocol are performed and run in every cycle, estimating $p_{ij}$ and performing channel assignment (given these $p_{ij}$) are only performed if the values of $p_{ij}$ change, which should be infrequent. Therefore, it would be affordable to estimate $p_{ij}$ accurately by employing sufficiently long sensing time. This is because for most spectrum sensing schemes, including an energy detection scheme, misdetection and false alarm probabilities tend to zero when the sensing time increases for a given sampling frequency [8, 41].

### 6.7 Performance Analysis

Suppose we have run Alg. 11 and obtained the set of users $U_j$ associated with each allocated channel $j$. From this, we have the corresponding sets $S_i$ and $S_i^{com}$ for each user $i$. Given this channel assignment outcome, we derive the throughput in the following assuming that there is no collision due to MAC protocol access contention. We will show that by appropriately choosing contention parameters for the MAC protocol, the throughput analysis under this assumption achieves accurate results.

#### 6.7.1 Throughput Analysis

Because the total throughput is the sum of throughput of all users, it is sufficient to analyze the throughput of one particular user $i$. We will perform the throughput analysis by considering all possible sensing outcomes performed by the considered user $i$ for its assigned channels. We will have the following cases, which correspond to different achievable throughput for the considered user.

- **Case 1**: If there is at least one channel in $S_i$ available, then user $i$ will exploit this available channel and achieve the throughput of one. Here, we have

\[
T_i \{\text{Case 1}\} = \Pr \{\text{Case 1}\} = 1 - \prod_{j \in S_i} \bar{p}_{ij}.
\]
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- **Case 2:** In this case, we consider scenarios where all channels in $S_i$ are not available, at least one channel in $S_i^{\text{com}}$ is available, and user $i$ chooses the available channel $j$ for transmission. Suppose that channel $j$ is shared by $MS_j$ secondary users including user $i$ (i.e., $MS_j = |U_j|$). The following four possible groups of users $i_k, k = 1, \ldots, MS_j$ share channel $j$.

  - **Group I:** channel $j$ is available for user $i_k$ and user $i_k$ has at least 1 channel in $S_{i_k}$ available.
  - **Group II:** channel $j$ is not available for user $i_k$.
  - **Group III:** channel $j$ is available for user $i_k$, all channels in $S_{i_k}$ are not available and another channel $j'$ in $S_{i_k}^{\text{com}}$ is available for user $i_k$. In addition, user $i_k$ chooses channel $j'$ for transmission in the contention stage.
  - **Group IV:** channel $j$ is available for user $i_k$, all channels in $S_{i_k}$ are not available. In addition, user $i_k$ chooses channel $j$ for transmission in the contention stage. Hence, user $i_k$ competes with user $i$ for channel $j$.

The throughput achieved by user $i$ in this case can be written as

$$T_i (\text{Case 3}) = (1 - \delta) \Theta_i \sum_{A_1=0}^{MS_j} \sum_{A_2=0}^{MS_j-A_1} \sum_{A_3=0}^{MS_j-A_1-A_2} \Phi_1(A_1) \Phi_2(A_2) \Phi_3(A_3) \Phi_4(A_4)$$

(6.15)

where the following conditions hold.

  - $\Theta_i$ is the probability that all channels in $S_i$ are not available and user $i$ chooses some available channel $j$ in $S_i^{\text{com}}$ for transmission.
  - $\Phi_1(A_1)$ denotes the probability that there are $A_1$ users belonging to Group I described above among $MS_j$ users sharing channel $j$.
  - $\Phi_2(A_2)$ represents the probability that there are $A_2$ users belonging to Group II among $MS_j$ users sharing channel $j$.
  - $\Phi_3(A_3)$ describes the probability that there are $A_3$ users belonging to Group III among $MS_j$ users sharing channel $j$.
  - $\Phi_4(A_4)$ denotes the probability that there are $A_4 = MS_j - A_1 - A_2 - A_3$ remaining users belonging to Group IV scaled by $1/(1+A_4)$ where $A_4$ is the number of users excluding user $i$ competing with user $i$ for channel $j$. 

131
We now proceed to calculate these quantities. We have

\[ \Theta_i = \prod_{k \in S_i} \bar{p}_{ik} \sum_{B_i = 1}^{H_i} \frac{1}{B_i} \prod_j p_{ij} \prod_{j \in \Psi_i \setminus \Psi^h_i} \bar{p}_{ij} \]  

(6.16)

where \( H_i \) denotes the number of channels in \( S_i^{\text{com}} \). The first product term in (6.16) represents the probability that all channels in \( S_i \) are not available for user \( i \). The second term in (6.16) describes the probability that user \( i \) chooses an available channel \( j \) among \( B_i \) available channels in \( S_i^{\text{com}} \) for transmission. Here, we consider all possible subsets of \( B_i \) available channels and for one such particular case \( \Psi^h_i \) describes the corresponding set of \( B_i \) available channels, i.e.,

\[ \Phi_1(A_1) = \sum_{c_1=1}^{C_{A_i}^{M^h_j}} \prod_{m_1 \in \Omega_{c_1}^{(1)}} \left( p_{m_1j} \left( 1 - \prod_{l \in S_{m_1}} \bar{p}_{ml} \right) \right) \]  

(6.17)

In (6.17), we consider all possible subsets of size \( A_1 \) belonging to Group I (there are \( C_{A_i}^{M^h_j} \) such subsets). Each term inside the sum represents the probability for the corresponding event whose set of \( A_1 \) users is denoted by \( \Omega_{c_1}^{(1)} \), i.e.,

\[ \Phi_2(A_2) = \sum_{c_2=1}^{C_{A_2}^{M^h_j}} \prod_{m_2 \in \Omega_{c_2}^{(2)}} \bar{p}_{m2j} \]  

(6.18)

In (6.18), we capture the probability that channel \( j \) is not available for \( A_2 \) users in group II whose possible sets are denoted by \( \Omega_{c_2}^{(2)} \), i.e.,

\[ \Phi_3(A_3) = \sum_{c_3=1}^{C_{A_3}^{M^h_j}} \prod_{m_3 \in \Omega_{c_3}^{(3)}} \left( p_{m3j} \prod_{l_3 \in S_{m_3}} \bar{p}_{ml3} \right) \]  

(6.19)

\[ \times \left[ \sum_{n=0}^{\beta} \sum_{q=1}^{C_{n}^{M^h_j}} \prod_{h_1 \in S_{j,m_3}^{\text{com},q}} p_{m3h_1} \prod_{h_2 \in S_{j,m_3}^{\text{com},q}} \bar{p}_{m3h_2} \left( 1 - \frac{1}{n+1} \right) \right] \]  

(6.20)

For each term in (6.19) we consider different possible subsets of \( A_3 \) users, which are denoted by \( \Omega_{c_3}^{(3)} \). Then, each term in (6.19) represents the probability that channel \( j \) is available for each user \( m_3 \in \Omega_{c_3}^{(3)} \) while all channels in \( S_{m_3} \) for the user \( m_3 \) are not available. In (6.20), we consider all possible sensing outcomes for channels in \( S_{m_3}^{\text{com}} \) performed by user
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Let \( m_3 \in \Omega_{e_3}^{(3)} \). In addition, let \( S_{j,m_3}^{\text{com}} = S_{m_3}^{\text{com}} \setminus \{j\} \) and \( \beta = |S_{j,m_3}^{\text{com}}| \). Then, in (6.20) we consider all possible scenarios in which there are \( n \) channels in \( S_{j,m_3}^{\text{com}} \) available; and user \( m_3 \) chooses a channel different from channel \( j \) for transmission (with probability \( \left(1 - \frac{1}{n+1}\right)\)). Let \( S_{m_3}^{\text{com}} \)denote the set of channels available to user \( m_3 \). We have

\[
\Phi_4(A_4) = \left(\frac{1}{1 + A_4}\right) \prod_{m_4 \in \Omega^{(4)}} p_{m_4j} \prod_{l_4 \in S_{m_4}} \overline{p}_{m_4l_4}
\]

\[
\times \left[ \sum_{m=0}^{\gamma} \sum_{q=1}^{C_m} \prod_{h_1 \in S_{j,m_4}^{\text{com},q}} p_{m_4h_1} \prod_{h_2 \in \overline{S}_{j,m_4}^{\text{com},q}} \overline{p}_{m_4h_2} \left(\frac{1}{m + 1}\right) \right].
\]

The sensing outcomes captured in (6.21) and (6.22) are similar to those in (6.19) and (6.20). However, given three sets of \( A_1, A_2, \) and \( A_3 \) users, the set \( \Omega^{(4)} \) can be determined whose size is \( |\Omega^{(4)}| = A_4 \). Here, \( \gamma \) denotes cardinality of the set \( S_{j,m_4}^{\text{com}} = S_{m_4}^{\text{com}} \setminus \{j\} \). Other sets are similar to those in (6.19) and (6.20). However, all users in \( \Omega^{(4)} \) choose channel \( j \) for transmission in this case. Therefore, user \( i \) wins the contention with probability \( 1/(1 + A_4) \) and its achievable throughput is \( (1 - \delta)/(1 + A_4) \).

Summarizing all considered cases, the throughput achieved by user \( i \) is given as

\[
T_i = T_i \{\text{Case 1}\} + T_i \{\text{Case 3}\}.
\]

In addition, the total throughput of the secondary network \( T \) is the sum of throughputs achieved by all SUs.

**6.7.2 Impacts of Contention Collision**

We have presented the saturation throughput analysis assuming that there is no contention collision. Intuitively, if the MAC protocol is designed such that collision probability is sufficiently small then the impact of collision on the throughput performance would be negligible. For our MAC protocol, users perform contention resolution in case 2 considered in the previous throughput analysis, which occurs with a small probability. Therefore, if the contention window in (6.12) is chosen for a sufficiently small \( \epsilon_P \), then contention collisions would have negligible impacts on the network throughput. We formally state this intuitive result in the following proposition.
Proposition 2: The throughput $T$ derived in the previous sub-section has an error, which can be upper-bounded as

$$E_t \leq \epsilon_P \sum_{i=1}^{M} \prod_{j \in S_i} \bar{p}_{ij} \left(1 - \prod_{j \in S_i^{com}} \bar{p}_{ij}\right)$$

(6.24)

where $\epsilon_P$ is the target collision probability that is used to determine the contention window in (6.12).

**Proof.** As aforementioned, contention collision can only occur in case 2 of the previous throughput analysis. The probability covering all possible events for user $i$ in this case is

$$\prod_{j \in S_i} \bar{p}_{ij} \left(1 - \prod_{j \in S_i^{com}} \bar{p}_{ij}\right).$$

In addition, the maximum average throughput that a particular user $i$ can achieve is $1 - \delta < 1$ (because no other users contend with user $i$ to exploit a chosen channel). In addition, if contention collision happens then user $i$ will quit the contention and may experience a maximum average throughput loss of $1 - \delta$ compared to the ideal case with no contention collision. In addition, the collision probabilities of all potential collisions is bounded above by $\epsilon_P$. Therefore, the average error due to the proposed throughput analysis can be upper-bounded as in (6.24).

To illustrate the throughput error bound presented in this proposition, let us consider an example where $\bar{p}_{ij} \leq 0.2$ and $\epsilon_P \leq 0.03$. Because the sets $S_i$ returned by Alg. 11 contain at least one channel, the throughput error can be bounded by $M \times 0.2 \times 0.03 = 0.006M$. In addition, the total throughput will be at least $\sum_{i=1}^{M} \left(1 - \prod_{j \in S_i} \bar{p}_{ij}\right) \geq 0.8M$ if we only consider throughput contribution from case 1. Therefore, the relative throughput error can be upper-bounded by $0.006M/0.8M \approx 0.75\%$, which is quite negligible. This example shows that the proposed throughput analytical model is very accurate in most practical settings.

### 6.7.3 Complexity Analysis

We analyze the complexity of Alg. 10 and Alg. 11 in this subsection. Let us proceed by analyzing the steps taken in each iteration in Alg. 10. To determine the best assignment for the first channel, we have to search over $M$ SUs and $N$ channels, which involves $MN$ cases. Similarly, to assign the second channel, we need to perform searching over secondary users and $N - 1$ channels (one channel is already assigned in the first iteration). Hence, the second assignment involves $M(N - 1)$ cases. Similar analysis can be applied for other assignments.
6.8 Further Extensions and Design Issues

6.8.1 Fair Channel Assignment

We extend the channel assignment problem to consider the max-min fairness objective, which maximizes the minimum throughput achieved by all SUs [110]. In particular, the max-min channel assignment problem can be stated as follows:

\[ \max_{x} \min_{i} T_i. \]  

(6.25)

Intuitively, the max-min fairness criterion tends to allocate more radio resources for “weak” users to balance the throughput performance among all users. Thanks to the exact throughput analytical model developed in Section 6.7.1, the optimal solution of the optimization problem (6.25) can be found by the exhaustive search, which, however, has extremely high computational complexity.

To resolve this complexity issue, we devise greedy fair non-overlapping and overlapping channel assignment algorithms, which are described in Alg. 12 and Alg. 13, respectively. In Section 6.9, we compare the performance of these algorithms with that of the optimal exhaustive search algorithm. These algorithms are different from Alg. 10 and Alg. 11 mainly in the way we choose the user to allocate one “best” channel in each iteration. In Alg. 12, we find the set of users who achieve a minimum throughput in each iteration. For each user
in this set, we find one available channel that results in the highest increase of throughput. Then, we assign the “best” channel that achieves the maximum increase of throughput considering all throughput-minimum users. Therefore, this assignment attempts to increase the throughput of a weak user while exploiting the multiuser diversity.

Algorithm 12 Fair Non-Overlapping Channel Assignment

1: Initialize SU $i$’s set of available channels, $S_{ai}^i := \{1, 2, \ldots, N\}$ and $S_i := \emptyset$ for $i = 1, 2, \ldots, M$ where $S_i$ denotes the set of channels assigned for SU $i$.
2: continue := 1
3: while continue = 1 do
4: Find the set of users who currently have minimum throughput $S_{min}^i = \arg\min_i T_{bi}^i$ where $S_{min}^i = \{i_1, \ldots, i_m\} \subset \{1, \ldots, M\}$ is the set of minimum-throughput SUs.
5: if $\bigcap_{i_k \in S_{min}^i} (S_{ai}^{i_k} \neq \emptyset)$ then
6: For each SU $i_l \in S_{min}^i$ and channel $j_{il} \in S_{ai}^{i_l}$, find $\Delta T_{il}^i(j_{il}) = T_{ai}^{i_l} - T_{bi}^{i_l}$ where $T_{ai}^{i_l}$ and $T_{bi}^{i_l}$ are the throughputs after and before assigning channel $j_{il}$; and we set $\Delta T_{il}^i = 0$ if $S_{ai}^{i_l} = \emptyset$.
7: $\{i_l^*, j_{il}^*\} = \arg\max_{i_l \in S_{min}^i, j_{il} \in S_{ai}^{i_l}} \Delta T_{il}^i(j_{il})$
8: Assign channel $j_{il}^*$ to SU $i_l^*$.
9: Update $S_{i_l^*} = S_{i_l}^i \cup j_{il}^*$ and $S_{k}^a = S_{k}^a \setminus j_{il}^*$ for all $k \in \{1, \ldots, M\}$.
10: else
11: Set continue := 0
12: end if
13: end while

In Alg. 13, we first run Alg. 12 to obtain non-overlapping sets of channels for all users. Then, we seek to improve the minimum throughput by performing overlapping channel assignments. In particular, we find the minimum-throughput user and an overlapping channel assignment that results in the largest increase in its throughput. The algorithm terminates when there is no such overlapping channel assignment. The search of an overlapping channel assignment in each iteration of Alg. 13 is performed in Alg. 14. Specifically, we sequentially search over channels which have already been allocated for a single user or shared by several users (i.e., channels in separate and common sets, respectively). Then, we update the current temporary assignment with a better one (if any) during the search. This search requires throughput calculations for which we use the analytical model developed in Section 6.7.1 with the MAC protocol overhead, $\delta < 1$ derived in Section 6.6.4. It can be observed that the
Algorithm 13 Fair Overlapping Channel Assignment

1: Run Alg. 12 and obtain the sets $S_i$ for all SU $i$. Initialize $S_{i\text{com}} = \emptyset$ for $i$.
2: continue := 1.
3: while continue = 1 do
4: \hspace{1em} Find $i^* = \arg\min_{i \in \{1,\ldots,M\}} T_{i^*}^b$ and $T_{\min} = T_{i^*}^b$, where ties are broken randomly.
5: \hspace{1em} $S_{i^*\text{sep}} = \bigcup_{i,i\neq i^*} S_i$, $S_{i^*\text{uni}} = \bigcup_{i} S_{i\text{com}} \setminus S_{i^*\text{com}}$.
6: \hspace{1em} Run Alg. 14.
7: \hspace{1em} if \hspace{1em} OR $S_{i\text{com, temp}} \neq \emptyset$ then
8: \hspace{2em} Assign $S_{i\text{com}} = S_{i\text{com, temp}}$ and $S_i = S_{i\text{temp}}$.
9: \hspace{1em} else
10: \hspace{2em} Set continue := 0.
11: \hspace{1em} end if
12: end while

The proposed throughput analysis is very useful since it can be used to evaluate the performance of any channel assignment solution and to perform channel assignments in greedy algorithms.

6.8.2 Throughput Analysis under Imperfect Sensing

We extend the throughput analysis considering imperfect sensing. The following two important performance measures are used to quantify the sensing performance: 1) detection probabilities and 2) false-alarm probabilities. Let $P_{ij}^d$ and $P_{ij}^f$ be detection and false alarm probabilities, respectively, of SU $i$ on channel $j$. In particular, detection event occurs when a secondary link successfully senses a busy channel and false alarm represents the situation when a spectrum sensor returns a busy state for an idle channel (i.e., a transmission opportunity is overlooked). Also, let us define $P_{ij}^d = 1 - P_{ij}^f$ and $P_{ij}^f = 1 - P_{ij}^d$. Under imperfect sensing, the following four scenarios are possible for channel $j$ and SU $i$.

- Scenario I: A spectrum sensor indicates that channel $j$ is available and the nearby PU is not using channel $j$ (i.e., correct sensing). This scenario occurs with the probability $P_{ij}^d P_{ij}$.
- Scenario II: A spectrum sensor indicates that channel $j$ is available and the nearby PU is using channel $j$ (i.e., mis-detection). This scenario occurs with the probability $P_{ij}^d P_{ij}$. In this case, potential transmission of secondary user $i$ will collide with that
Algorithm 14: Searching Potential Channel Assignment

1: — Search potential channel assignment from separate sets —
2: for \( j \in S_i^{Sep} \) do
3: Find SU \( i' \) where \( j \in S_{i'}. \) Let \( n_c = M - 2. \)
4: for \( l = 0 \) to \( n_c \) do
5: for \( k = 1 \) to \( C^i_{\text{temp}} \) do
6: Find \( T_{i'}^a, T_{i'}^b, \) and \( T_m^a \middle|_{m \in U_j^l}, \) where \( U_j^l \) is the set of \( l \) new SUs sharing channel \( j. \)
7: if \( \min \left( T_{i'}^a, T_{i'}^b \right|_{m \in U_j^l}, T_m^a \rangle > T_{\text{min}} \) then
8: - Temporarily assign channel \( j \) to SUs \( i' \) and all SUs \( m: S_{i'}^{\text{com,temp}} = S_{i'}^{\text{com}} \cup j, S_m^{\text{com,temp}} = S_m^{\text{com}} \cup j. \)
9: end if
10: - Reset all temporary sets of other SUs to be empty.
11: end for
12: end for
13: end for
14: end for

15: — Search potential channel assignment from common sets —
16: for \( j \in S_i^{\text{Use}} \) do
17: Find the subset of SUs except SU \( i' \) who use channel \( j \) as an overlapping channel.
18: for \( l = 0 \) to \( M - 1 - |S_{\text{Use}}| \) do
19: for \( k = 1 \) to \( C_{M-1-|S_{\text{Use}}|} \) do
20: Find \( T_{i'}^a, T_{i'}^b \mid_{i' \in S_{\text{Use}}} \), \( T_m^a \mid_{m \in U_j^l}, \) where \( U_j^l \) is the set of \( l \) new SUs sharing channel \( j. \)
21: if \( \min \left( T_{i'}^a, T_{i'}^b \mid_{i' \in S_{\text{Use}}} , T_m^a \right|_{m \in U_j^l} \rangle > T_{\text{min}} \) then
22: - Temporarily assign channel \( j \) to SUs \( i' \) and all SUs \( m: S_{i'}^{\text{com,temp}} = S_{i'}^{\text{com}} \cup j, S_m^{\text{com,temp}} = S_m^{\text{com}} \cup j. \)
23: end if
24: - Reset all temporary sets of other SUs to be empty.
25: end for
26: end for
27: end for
28: end for

of the nearby primary user. We assume that both transmissions from SU \( i \) and the nearby PU fail.

- Scenario III: A spectrum sensor indicates that channel \( j \) is not available and the nearby PU is using channel \( j \) (i.e., correct detection). This scenario occurs with the probability \( P_{d}^{-i} p_{ij}. \)

- Scenario IV: A spectrum sensor indicates that channel \( j \) is not available and the nearby PU is not using channel \( j \) (i.e., false alarm). This scenario occurs with the probability \( P_{f}^{-i} p_{ij} \) and the channel opportunity is overlooked.
Because SUs make channel access decisions based on their sensing outcomes, the first two scenarios can result in spectrum access on channel \( j \) by SU \( i \). Moreover, spectrum access in scenario one actually lead to successful data transmission. Let us define \( P_{ij}^{\text{idle}} = \overline{P}_f p_{ij} + \overline{P}_d p_{ij} \) and \( P_{ij}^{\text{busy}} = 1 - P_{ij}^{\text{idle}} \) as the probabilities under which SU \( i \) may and may not access channel \( j \), respectively. The same synchronized MAC protocol described in Section 6.6.1 is assumed here. In addition, the MAC protocol overhead can be calculated as presented in Section 6.6.4 where the contention window \( W \) is determined as described in Section 6.6.3. However, \( p_{ij} \) and \( \overline{p}_{ij} \) are substituted by \( P_{ij}^{\text{idle}} \) and \( P_{ij}^{\text{busy}} \), respectively in the calculation of contention window in Section 6.6.3 for this case. This is because \( P_{ij}^{\text{idle}} \) and \( P_{ij}^{\text{busy}} \) capture the probabilities that channel \( j \) is available and busy for user \( i \) as indicated by sensing, respectively considering potential sensing errors. Because the total throughput is the sum of throughput of all users, it is sufficient to analyze the throughput of one particular user \( i \). To analyze the throughput of user \( i \), we consider the following cases.

- Case 1: At least one channel in \( S_i \) is available and user \( i \) chooses one of these available channels for its transmission. User \( i \) can achieve throughput of one in such a successful access, which occurs with the following probability:

\[
T_i \{ \text{Case 1} \} = \Pr \{ \text{Case 1} \} = \sum_{k_1=1}^{\left| S_i \right|} \sum_{l_1=1}^{\left| S_i \right|} \prod_{j_1 \in S_i^{l_1}} p_{ij_1} \prod_{j_2 \in S_i \setminus S_i^{l_1}} \overline{p}_{ij_2} 
\]

\[
+ \sum_{k_2=1}^{\left| S_i \right|} \sum_{l_2=1}^{\left| S_i \right|} \prod_{j_3 \in S_i^{l_2}} \overline{P}_f^{j_3} \prod_{j_4 \in S_i^{l_1} \setminus S_i^{l_2}} P_{ij_4}^{j_4} 
\]

\[
+ \sum_{k_3=0}^{\left| S_i \right| - k_1} \sum_{l_3=1}^{\left| S_i \right| - k_1} \frac{k_2}{k_2 + k_3} \prod_{j_5 \in S_i^{l_3}} \overline{P}_d^{j_5} \prod_{j_6 \in S_i^{l_1} \setminus S_i^{l_3} \setminus S_i^{l_2}} P_{ij_6}^{j_6} .
\]

where we have \( T_i \{ \text{Case 1} \} = \Pr \{ \text{Case 1} \} \). The quantity (6.26) represents the probability that there are \( k_1 \) actually available channels in \( S_i \) (which may or may not be correctly sensed by SU \( i \)). Here, \( S_i^{l_1} \) denotes a particular set of \( k_1 \) actually available channels whose index is \( l_1 \). In addition, the quantity (6.27) describes the probability that there are \( k_2 \) available channels as indicated by sensing (the remaining available channels are overlooked due to sensing errors) where \( S_i^{l_2} \) denotes the \( l_2 \)-th set with \( k_2 \) available channels. For the quantity in (6.28), \( k_3 \) denotes the number of channels that are not actually available but the sensing outcomes indicate they are available (i.e., due to mis-detection). Moreover, \( k_2/(k_2 + k_3) \)
represents the probability that SU $i$ chooses the actually available channel for transmission given its sensing outcomes indicate $k_2 + k_3$ available channels. The remaining quantity in (6.28) describes the probability that the sensing outcomes due to SU $i$ incorrectly indicates $k_3$ available channels.

- Case 2: All channels in $S_i$ are indicated as not available by sensing; there is at least one channel in $S^{\text{com}}_i$ indicated as available by sensing, and user $i$ chooses an actually available channel $j$ for transmission. Suppose that channel $j$ is shared by $\mathcal{MS}_j$ secondary users including user $i$ (i.e., $\mathcal{MS}_j = |\mathcal{U}_j|$). There are four possible groups of users $i_k$, $k = 1, \ldots, \mathcal{MS}_j$ sharing channel $j$, which are described in the following

  - **Group I**: channel $j$ is available for user $i_k$ and user $i_k$ has at least 1 channel in $S_{i_k}$ available as indicated by sensing.
  
  - **Group II**: channel $j$ is indicated as not available for user $i_k$ by sensing.
  
  - **Group III**: channel $j$ is available for user $i_k$, all channels in $S_{i_k}$ are not available and there is another channel $j'$ in $S^{\text{com}}_{i_k}$ available for user $i_k$ as indicated by sensing. In addition, user $i_k$ chooses channel $j'$ for transmission in the contention stage.
  
  - **Group IV**: channel $j$ is available for user $i_k$, all channels in $S_{i_k}$ are not available as indicated by sensing. In addition, user $i_k$ chooses channel $j$ for transmission in the contention stage. Hence, user $i_k$ competes with user $i$ for channel $j$.

The throughput that was achieved by user $i$ in this case can be written as

$$T_i (\text{Case 3}) = (1 - \delta)\Theta_i \sum_{A_1=0}^{\mathcal{MS}_j} \sum_{A_2=0}^{\mathcal{MS}_j - A_1} \sum_{A_3=0}^{\mathcal{MS}_j - A_1 - A_2} \Phi_1(A_1)\Phi_2(A_2)\Phi_3(A_3)\Phi_4(A_4).$$

(6.29)

Here, we use the same notations as in the perfect sensing scenario investigated in Section 6.7.1 where the following conditions hold.

- $\Theta_i$ is the probability that all channels in $S_i$ are indicated as not available by sensing and user $i$ chooses some available channel $j$ in $S^{\text{com}}_i$ as indicated by sensing for transmission.

- $\Phi_1(A_1)$ denotes the probability that there are $A_1$ users belonging to Group I described above among $\mathcal{MS}_j$ users sharing channel $j$.

- $\Phi_2(A_2)$ represents the probability that there are $A_2$ users belonging to Group II among $\mathcal{MS}_j$ users sharing channel $j$. 


– \( \Phi_3(A_3) \) describes the probability that there are \( A_3 \) users belonging to Group III among \( MS_j \) users sharing channel \( j \).

– \( \Phi_4(A_4) \) denotes the probability that there are \( A_4 = MS_j - A_1 - A_2 - A_3 \) remaining users belonging to Group IV scaled by \( 1/(1 + A_4) \) where \( A_4 \) is the number of users excluding user \( i \) competing with user \( i \) for channel \( j \).

We now proceed to calculate these quantities. We have

\[
\Theta_i = \sum_{k_1=0}^{[S_i]} \sum_{l_1=1}^{[S_i]} \prod_{j_1 \in S_i^{l_1}} p_{ij_1} \prod_{j_2 \in S_i \setminus S_i^{l_1}} p_{ij_2} \quad (6.30)
\]

\[
\sum_{k_2=1}^{H_i} \sum_{l_2=1}^{C_{H_i}^{k_2}} \prod_{j_3 \in \Psi_i^{l_2}} p_{ij_3} \prod_{j_4 \in S_i^{\text{com}} \setminus \Psi_i^{l_2}} p_{ij_4} \quad (6.31)
\]

\[
\sum_{k_3=1}^{k_2} \sum_{l_3=1}^{k_4} \sum_{j_5 \in \Gamma_i^{l_3}} \prod_{j_6 \in S_i^{\text{com}} \setminus \Psi_i^{l_2} \setminus \Gamma_i^{l_3}} p_{ij_6} \prod_{j_7 \in \Gamma_i^{l_3}} p_{ij_7} \quad (6.32)
\]

\[
\sum_{k_4=0}^{H_i-k_2} \sum_{l_4=1}^{k_4} \prod_{j_8 \in S_i^{\text{com}} \setminus \Psi_i^{l_2} \setminus \Gamma_i^{l_3}} p_{ij_8} \quad (6.33)
\]

where \( H_i \) denotes the number of channels in \( S_i^{\text{com}} \). The quantity in (6.30) is the probability that all available channels in \( S_i \) (if any) are overlooked by user \( i \) due to false alarms. Therefore, user \( i \) does not access any channels in \( S_i \). The quantity in (6.31) describes the probability that there are \( k_2 \) actually available channels in \( S_i^{\text{com}} \) and \( \Psi_i^{l_2} \) denotes such a typical set with \( k_2 \) available channels. The quantity in (6.32) describes the probability that user \( i \) correctly detects \( k_3 \) channels out of \( k_2 \) available channels. The last quantity in (6.33) excluding the factor \( 1/(k_3 + k_4) \) denotes the probability that user \( i \) mis-detects \( k_4 \) channels among the remaining \( H_i - k_2 \) busy channels in \( S_i^{\text{com}} \). Finally, the factor \( 1/(k_3 + k_4) \) is the probability that user \( i \) correctly chooses one available channel in \( S_i^{\text{com}} \) for transmission out of \( k_3 + k_4 \) channels which are indicated as being available by sensing, i.e.,

\[
\Phi_1(A_1) = \sum_{c_1=1}^{C_{MS_j}^{A_1}} \prod_{m_1 \in \Omega_1^{(1)}} \left( p_{m_1}^{\text{idle}} \left( 1 - \prod_{l \in S_{m_1}} p_{m_1}^{\text{busy}} \right) \right) . \quad (6.34)
\]

In (6.34), we consider all possible subsets of users of size \( A_1 \) that belongs to Group I (there are \( C_{MS_j}^{A_1} \) such subsets). Each term inside the sum represents the probability of the corresponding
6.8 Further Extensions and Design Issues

event whose set of $A_1$ users is denoted by $\Omega_c^{(1)}$, i.e.,

$$\Phi_2(A_2) = \sum_{c_2=1}^{C_{M_2}^{A_2}} \prod_{m_2 \in \Omega_c^{(2)}} P_{\text{busy}}^{m_2}.$$  \hfill (6.35)

In (6.35), we capture the probability that channel $j$ is indicated as not being available by sensing for $A_2$ users in group II. Possible sets of these users are denoted by $\Omega_c^{(2)}$, i.e.,

$$\Phi_3(A_3) = \sum_{c_3=1}^{C_{M_3}^{A_2}} \prod_{m_3 \in \Omega_c^{(3)}} \left( P_{\text{idle}}^{m_3} \prod_{l_3 \in S_{m_3}} P_{\text{busy}}^{l_3} \right)$$

$$\times \left[ \sum_{n=0}^{C_{m_3}^n} \sum_{q=1}^{C_{m_3}^q} \prod_{h_1 \in S_{j,m_3}^{\text{com},q}} P_{\text{idle}}^{m_3 h_1} \prod_{h_2 \in \bar{S}_{j,m_3}^{\text{com},q}} P_{\text{busy}}^{m_3 h_2} \left( 1 - \frac{1}{n+1} \right) \right].$$  \hfill (6.36)

For each term in (6.36) we consider different possible subsets of $A_3$ users, which are denoted by $\Omega_c^{(3)}$. Then, each term in (6.36) represents the probability that channel $j$ is indicated as available by sensing for each user $m_3 \in \Omega_c^{(3)}$ while all channels in $S_{m_3}$ are indicated as not available by sensing. In (6.37), we consider all possible sensing outcomes for channels in $S_{m_3}^{\text{com},q}$ performed by user $m_3 \in \Omega_c^{(3)}$. In addition, let $S_{j,m_3}^{\text{com},q} = S_{j,m_3}^{\text{com}} \setminus \{j\}$ and $\beta = |S_{j,m_3}^{\text{com}}|$. Then, in (6.37) we consider all possible scenarios in which $n$ channels in $S_{j,m_3}^{\text{com},q}$ are indicated as available by sensing, and user $m_3$ chooses a channel different from channel $j$ for transmission (with probability $(1 - \frac{1}{n+1})$) where $S_{j,m_3}^{\text{com},q} = S_{j,m_3}^{\text{com},q} \cup \bar{S}_{j,m_3}^{\text{com},q}$ and $S_{j,m_3}^{\text{com},q} \cap \bar{S}_{j,m_3}^{\text{com},q} = \emptyset$. We have

$$\Phi_4(A_4) = \left( \frac{1}{1 + A_4} \right) \prod_{m_4 \in \Omega^{(4)}} \left( P_{\text{idle}}^{m_4} \prod_{l_4 \in S_{m_4}^{\text{com},q}} P_{\text{busy}}^{m_4 l_4} \right)$$

$$\times \left[ \sum_{m=0}^{\gamma} \sum_{q=1}^{C_{m_4}^q} \prod_{h_1 \in S_{j,m_4}^{\text{com},q}} P_{\text{idle}}^{m_4 h_1} \prod_{h_2 \in \bar{S}_{j,m_4}^{\text{com},q}} P_{\text{busy}}^{m_4 h_2} \left( \frac{1}{m+1} \right) \right].$$  \hfill (6.38)

The sensing outcomes captured in (6.38) and (6.39) are similar to those in (6.36) and (6.37). However, given three sets of $A_1$, $A_2$, and $A_3$ users, the set $\Omega^{(4)}$ can be determined whose size is $|\Omega^{(4)}| = A_4$. Here, $\gamma$ denotes cardinality of the set $S_{j,m_4}^{\text{com}} = S_{m_4}^{\text{com}} \setminus \{j\}$. Other sets are similar to those in (6.36) and (6.37). However, all users in $\Omega^{(4)}$ choose channel $j$ for transmission in this case. Therefore, user $i$ wins the contention with probability $1/(1 + A_4)$ and its achievable throughput is $(1 - \delta)/(1 + A_4)$.
Summarize all considered cases, the throughput achieved by user $i$ is written as

$$T_i = T_i \{\text{Case 1}\} + T_i \{\text{Case 3}\}. \quad (6.40)$$

In addition, the total throughput $\mathcal{T}$ can be calculated by summing the throughputs of all SUs.

### 6.8.3 Congestion of Control Channel

Under our design, contention on the control channel is mild if the number of channels $N$ is relatively large compared to the number of SUs $M$. In particular, there is no need to employ a MAC protocol if we have $N >> M$ since distinct sets of channels can be allocated for SUs by using Alg. 10. In contrast, if the number of channels $N$ is small compared to the number of SUs $M$ then the control channel may experience congestion due to excessive control message exchanges. The congestion of the control channel in such scenarios can be alleviated if we allow RTS/CTS messages to be exchanged in parallel on several channels (i.e., multiple rendezvous [5]).

We describe potential design of a multiple-rendezvous MAC protocol in the following using similar ideas of a multi-channel MAC protocol (McMAC) in [5, 24]. We assume that each SU hops through all channels by following a particular hopping pattern, which corresponds to a unique seed [5]. In addition, each SU puts its seed in every packets so that neighboring SUs can learn its hopping pattern. The same cycle structure as being described in Section 6.6.1 is employed here. Suppose SU A wishes to transmit data SU B in a particular cycle. Then, SU A turns to the current channel of B and senses this channel as well as its assigned channels in $S_{AB}^{\text{tot}}$, which is the set of allocated channels for link $AB$. If SU A’s sensing outcomes indicate that the current channel of SU B is available then SU A sends RTS/CTS messages with SU B containing a chosen available communication channel. Otherwise, SU A waits until the next cycle to perform sensing and contention again. If the handshake is successful, SU A transmits data to SU B on the chosen channel in the data phase. Upon completing data transmission, both SUs A and B return to their home hopping patterns. In general, collisions among SUs are less frequent under a multiple-rendezvous MAC protocol since contentions can occur in parallel on different channels.
6.9 Numerical Results

We present numerical results to illustrate the throughput performance of the proposed channel assignment algorithms. To obtain the results, the probabilities $p_{i,j}$ are randomly realized in the interval $[0.7, 0.9]$ unless stated otherwise. We choose the length of control packets as follows: RTS including PHY header 288 bits, CTS including PHY header 240 bits, which correspond to $t_{\text{RTS}} = 48\mu s$, $t_{\text{CTS}} = 40\mu s$ for transmission rate of 6Mbps, which is the ba-
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Figure 6.4: Total throughput versus the number of channels under throughput maximization design (for \(M = 2\), Theo: Theory, Sim: Simulation, Over: Overlapping, Non: Non-overlapping, Opt: Optimal assignment).

Figure 6.5: Total throughput versus the number of channels under throughput maximization design (for \(M = 3\), Theo: Theory, Sim: Simulation, Over: Overlapping, Non: Non-overlapping, Opt: Optimal assignment).

The numeric rate of 802.11a/g standards [127]. Other parameters are chosen as follows: cycle time \(T_{\text{cycle}} = 3ms\); \(\theta = 20\mu s\), \(t_{\text{SIFS}} = 28\mu s\), target collision probability \(\epsilon_P = 0.03\); \(t_{\text{SEN}}\) and \(t_{\text{SYN}}\) are assumed to be negligible so they are ignored. Note that these values of \(\theta\) and \(t_{\text{SIFS}}\) are typical (interest readers can refer to Tables I and II in the well-cited reference [3] for related information). The value of cycle time \(T_{\text{cycle}}\) is relatively small given the fact that practi-
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**Figure 6.6:** Minimum throughput versus the number of channels under max-min fairness (for $M = 2$, Theo: Theory, Sim: Simulation, Over: Overlapping, Non: Non-overlapping, Opt: Optimal assignment).

![Graph](image)

**Figure 6.7:** Minimum throughput versus the number of channels under max-min fairness (for $M = 3$, Theo: Theory, Sim: Simulation, Over: Overlapping, Non: Non-overlapping, Opt: Optimal assignment).

cal cognitive systems such as those operating on the TV bands standardized in the 802.22 standard requires the spectrum evacuation time of a few seconds [25]. We will present the total throughput under throughput maximization design and the minimum throughput under max-min fairness design in all numerical results. All throughput curves are obtained by averaging over 30 random realizations of $p_{i,j}$.
6.9 Numerical Results

Figure 6.8: Total throughput versus the number of channels under throughput maximization design (for $M = 15$, Theo: Theory, Sim: Simulation, Over: Overlapping, Non: Non-overlapping, 5-Over: 5-user sharing Overlapping)

Figure 6.9: Throughput gain between Alg. 11 and Alg. 10 versus the number of channels

6.9.1 MAC Protocol Configuration

We first investigate interactions between MAC protocol parameters and the achievable throughput performance. In particular, we plot the average probability of the first collision, which is derived in Section 6.6.3 versus contention window in Fig. 6.2 when Alg. 11 is used for channel assignment. This figure shows that the collision probability first increases
then decreases with $N$. This can be interpreted as follows. When $N$ is relatively small, Alg. 11 tends to allow more overlapping channel assignments for increasing number of channels. However, more overlapping channel assignments increase the contention level because more users may want to exploit same channels, which results in larger collision probability. As $N$ is sufficiently large, a few overlapping channel assignments is needed to achieve the
maximum throughput. Therefore, collision probability decreases with $N$.

We now consider the impact of target collision probability $\epsilon_P$ on the total network throughput, which is derived in Section 6.7.1. Recall that in this analysis collision probability is not taken into account, which is shown to have negligible errors in Proposition 2. Specifically, we plot the total network throughput versus $\epsilon_P$ for $M = 10$ and different values of $N$ in Fig. 6.3. This figure shows that the total throughput slightly increases with $\epsilon_P$. However, the increase is quite marginal as $\epsilon_P \geq 0.03$. In fact, the required contention window $W$ given in (6.12) decreases with increasing $\epsilon_P$ (as can be observed from Fig. 6.2), which leads to decreasing MAC protocol overhead $\delta(W)$ as confirmed by (6.13) and therefore the increase in the total network throughput. Moreover, the total throughput may degrade with increasing $\epsilon_P$ because of the increasing number of collisions. Therefore, we will choose $\epsilon_P = 0.03$ to present the following results, which would be reasonable to balance between throughput gain due to moderate MAC protocol overhead and throughput loss due to contention collision.

6.9.2 Comparisons of Proposed Algorithms versus Optimal Algorithms

We demonstrate the efficacy of the proposed algorithms by comparing their throughput performances with those obtained by the optimal brute-force search algorithms for small
values of $M$ and $N$. Numerical results are presented for both throughput-maximization and max-min fair objectives. In Figs. 6.4 and 6.5, we compare the throughputs of the proposed and optimal algorithms for $M = 2$ and $M = 3$ under the throughput-maximization objective. These figures confirm that Alg. 11 achieves throughput very close to that attained by the optimal solution for both values of $M$.

In Figs. 6.6, and 6.7, we plot the throughputs achieved by our proposed algorithm and the optimal algorithm for $M = 2$ and $M = 3$ under the max-min fair objective. Again, Alg. 13 achieves throughput very close to the optimal throughput under this design. In addition, analytical results match simulation results very well and non-overlapping channel assignment algorithms achieve noticeably lower throughputs than those attained by their overlapping counterparts if the number of channels is small. It can also be observed that the average throughput per user under the throughput maximization design is higher than the minimum throughput attained under max-min fair design. This is quite expected since the max-min fairness trades throughput for fairness.

6.9.3 Throughput Performance of Proposed Algorithms

We illustrate the total throughput $T$ versus the number of channels obtained by both Alg. 10 and Alg. 11 where each point is obtained by averaging the throughput over 30 different realizations of $p_{i,j}$ in Fig. 6.8. Throughput curves due to Alg. 10 and Alg. 11 are indicated as “P-ware” in this figure. In addition, for the comparison purposes, we also show the throughput performance achieved by “P-blind” algorithms, which simply allocate channels to users in a round-robin manner without exploiting the heterogeneity of $p_{i,j}$ (i.e., multiuser diversity gain). For P-blind algorithms, we show the performance of both non-overlapping and overlapping channel assignment algorithms. Here, the overlapping P-blind algorithm allows at most five users to share one particular channel. We have observed through numerical studies that allowing more users sharing one channel cannot achieve better throughput performance because of the excessive MAC protocol overhead.

As shown in Fig. 6.8, the analytical and simulation results achieved by both proposed algorithms match each other very well. This validates the accuracy of our throughput analytical model developed in Section 6.7.1. It also indicates that the total throughput reaches the maximum value, which is equal to $M = 15$ as the number of channels becomes sufficiently large for both Alg. 10 and Alg. 11. This confirms the result stated in Proposition 1. In addition, Alg. 11 achieves significantly larger throughput than Alg. 10 for low or moderate values of $N$. This performance gain comes from the multiuser diversity gain, which
arises due to the spatial dependence of white spaces. For large $N$ (i.e., more than twice the number of users $M$), the negative impact of MAC protocol overhead prevents Alg. 11 from performing overlapped channel assignments. Therefore, both Alg. 10 and Alg. 11 achieve similar throughput performance.

Fig. 6.8 also indicates that both proposed algorithms outperform the round-robin channel assignment counterparts. In particular, Alg. 10 improves the total throughput significantly compared to the round-robin algorithm under non-overlapping channel assignments. For the overlapping channel assignment schemes, we show the throughput performance of the round-robin assignment algorithms when 5 users are allowed to share one channel (denoted as 5-user sharing in the figure). Although this achieves larger throughput for the round-robin algorithm, it still performs worse compared to the proposed algorithms. Moreover, we demonstrate the throughput gain due to Alg. 11 compared to Alg. 10 for different values of $N$ and $M$ in Fig. 6.9. This figure shows that performance gains up to 5% can be achieved when the number of channels is small or moderate. In addition, Fig. 6.10 presents the throughput gain due to Alg. 11 versus the P-blind algorithm with 5-user sharing. It can be observed that a significant throughput gain of up to 10% can be achieved for these investigated scenarios.

Fig. 6.11 illustrates the throughput of Alg. 12 and Alg. 13 where $p_{ij}$ are chosen in the range of $[0.5, 0.9]$. It can be observed that the overlapping channel algorithm also improves the minimum throughput performance compared to the non-overlapping counterpart significantly. Finally, we plot the throughputs achieved by Alg. 10 and Alg. 11 under perfect and imperfect spectrum sensing for $M = 5$ in Fig. 6.12 where the detection probabilities are set as $P_{ij}^{d} = 0.9$ while false alarm probabilities are randomly realized as $P_{ij}^{f} \in [0.1, 0.15]$. This figure shows that sensing errors can significantly degrade the throughput performance of SUs. In addition, the presented results validate the throughput analytical model described in Section 6.8.2.

### 6.10 Conclusion

We have investigated the channel assignment problem for cognitive radio networks with hardware-constrained SUs. We have first presented the optimal brute-force search algorithm and analyzed its complexity. Then, we have developed the following two channel assignment algorithms for throughput maximization: 1) the non-overlapping overlapping channel assignment algorithm and 2) the overlapping channel assignment algorithm. In addition, we have developed an analytical model to analyze the saturation throughput that was achieved.
by the overlapping channel assignment algorithm. We have also presented several potential extensions, including the design of max-min fair channel assignment algorithms and throughput analysis, considering imperfect spectrum sensing. We have validated our results through numerical studies and demonstrated significant throughput gains of the overlapping channel assignment algorithm compared with its non-overlapping and round-robin channel assignment counterparts in different network settings.
Chapter 7

Joint Cooperative Spectrum Sensing and MAC Protocol Design for Multi-channel Cognitive Radio Networks

The content of this chapter was published in EURASIP Journal on Wireless Communications and Networking in the following paper:


7.1 Abstract

In this paper, we propose a semi-distributed cooperative spectrum sensing (SDCSS) and channel access framework for multi-channel cognitive radio networks (CRNs). In particular, we consider a SDCSS scheme where secondary users (SUs) perform sensing and exchange sensing outcomes with each other to locate spectrum holes. In addition, we devise the \( p \)-persistent CSMA-based cognitive MAC protocol integrating the SDCSS to enable efficient spectrum sharing among SUs. We then perform throughput analysis and develop an algorithm to determine the spectrum sensing and access parameters to maximize the throughput for a given allocation of channel sensing sets. Moreover, we consider the spectrum sensing set optimization problem for SUs to maximize the overall system throughput. We present
both exhaustive search and low-complexity greedy algorithms to determine the sensing sets for SUs and analyze their complexity. We also show how our design and analysis can be extended to consider reporting errors. Finally, extensive numerical results are presented to demonstrate the significant performance gain of our optimized design framework with respect to non-optimized designs as well as the impacts of different protocol parameters on the throughput performance.

7.2 Introduction

It has been well recognized that cognitive radio is one of the most important technologies that would enable us to meet exponentially growing spectrum demand via fundamentally improving the utilization of our precious spectral resources [1]. Development of efficient spectrum sensing and access algorithms for cognitive radios are among the key research issues for successful deployment of this promising technology. There is indeed a growing literature on MAC protocol design and analysis for CRNs [8, 10–13, 16, 26, 40, 55, 70, 106] (see [40] for a survey of recent works in this topic). In [8], it was shown that a significant throughput gain can be achieved by optimizing the sensing time under the single-SU setting. Another related effort along this line was conducted in [10] where sensing-period optimization and optimal channel-sequencing algorithms were proposed to efficiently discover spectrum holes and to minimize the exploration delay.

In [11], a control-channel based MAC protocol was proposed for SUs to exploit white spaces in the cognitive ad hoc network. In particular, the authors of this paper developed both random and negotiation-based spectrum sensing schemes and performed throughput analysis for both saturation and non-saturation scenarios. There exists several other synchronous cognitive MAC protocols, which rely on a control channel for spectrum negotiation and access [12, 13, 55, 70, 106]. In [16] and [26], we designed, analyzed, and optimized a window-based MAC protocol to achieve efficient tradeoff between sensing time and contention overhead. However, these works considered the conventional single-user-energy-detection-based spectrum sensing scheme, which would only work well if the signal to noise ratio (SNR) is sufficiently high. In addition, the MAC protocol in these works was the standard window-based CSMA MAC protocol, which is known to be outperformed by the p-persistent CSMA MAC protocol [4].

Optimal sensing and access design for CRNs were designed by using optimal stopping theory in [108]. In [75], a multi-channel MAC protocol was proposed considering the distance
among users so that white spaces can be efficiently exploited while satisfactorily protecting primary users (PUs). Different power and spectrum allocation algorithms were devised to maximize the secondary network throughput in [17, 18, 109]. Optimization of spectrum sensing and access in which either cellular or TV bands can be employed was performed in [19]. These existing works either assumed perfect spectrum sensing or did not consider the cooperative spectrum sensing in their design and analysis.

Cooperative spectrum sensing has been proposed to improve the sensing performance where several SUs collaborate with each other to identify spectrum holes [54, 71–73, 76, 100–103]. In a typical cooperative sensing scheme, each SU performs sensing independently and then sends its sensing result to a central controller (e.g., an access point (AP)). Here, various aggregation rules can be employed to combine these sensing results at the central controller to decide whether or not a particular spectrum band is available for secondary access. In [73], the authors studied the performance of hard decisions and soft decisions at a fusion center. They also investigated the impact of reporting channel errors on the cooperative sensing performance. Recently, the authors of [74] proposed a novel cooperative spectrum sensing scheme using hard decision combining considering feedback errors.

In [54, 101–103], optimization of cooperative sensing under the a-out-of-b rule was studied. In [54], the game-theoretic based method was proposed for cooperative spectrum sensing. In [76], the authors investigated the multi-channel scenario where the AP collects statistics from SUs to decide whether it should stop at the current time slot. In [104, 105], two different optimization problems for cooperative sensing were studied. The first one focuses on throughput maximization where the objective is the probability of false alarm. The second one attempts to perform interference management where the objective is the probability of detection. These existing works focused on designing and optimizing parameters for the cooperative spectrum sensing algorithm; however, they did not consider spectrum access issues. Furthermore, either the single channel setting or homogeneous network scenario (i.e., SUs experience the same channel condition and spectrum statistics for different channels) was assumed in these works.

In [20] and [27], the authors conducted design and analysis for cooperative spectrum sensing and MAC protocol design for cognitive radios where parallel spectrum sensing on different channels was assumed to be performed by multiple spectrum sensors at each SU. In CRNs with parallel-sensing, there is no need to optimize spectrum sensing sets for SUs. These works again considered the homogeneous network and each SU simply senses all channels. To the best of our knowledge, existing cooperative spectrum sensing schemes rely on a central
controller to aggregate sensing results for white space detection (i.e., centralized design). In addition, homogeneous environments and parallel sensing have been commonly assumed in the literature, which would not be very realistic.

In this work, we consider a general SDCSS and access framework under the heterogeneous environment where statistics of wireless channels, and spectrum holes can be arbitrary and there is no central controller to collect sensing results and make spectrum status decisions. In addition, we assume that each SU is equipped with only one spectrum sensor so that SUs have to sense channels sequentially. This assumption would be applied to real-world hardware-constrained cognitive radios. The considered SDCSS scheme requires SUs to perform sensing on their assigned sets of channels and then exchange spectrum sensing results with other SUs, which can be subject to errors. After the sensing and reporting phases, SUs employ the $p$-persistent CSMA MAC protocol [4] to access one available channel. In this MAC protocol, parameter $p$ denotes the access probability to the chosen channel if the carrier sensing indicates an available channel (i.e., no other SUs transmit on the chosen channel). It is of interest to determine the access parameter $p$ that can mitigate the collisions and hence enhance the system throughput [4]. Also, optimization of the spectrum sensing set for each SU (i.e., the set of channels sensed by the SU) is very critical to achieve good system throughput. Moreover, analysis and optimization of the joint spectrum sensing and access design become much more challenging in the heterogeneous environment, which, however, can significantly improve the system performance. Our current paper aims to resolve these challenges whose contributions can be summarized as follows:

- We propose the distributed $p$-persistent CSMA protocol incorporating SDCSS for multi-channel CRNs. Then we analyze the saturation throughput and optimize the spectrum sensing time and access parameters to achieve maximum throughput for a given allocation of channel sensing sets. This analysis and optimization are performed in the general heterogeneous scenario assuming that spectrum sensing sets for SUs have been predetermined.

- We study the channel sensing set optimization (i.e., channel assignment) for throughput maximization and devise both exhaustive search and low-complexity greedy algorithms to solve the underlying NP-hard optimization problem. Specifically, an efficient solution for the considered problem would only allocate a subset of “good” SUs to sense each channel so that accurate sensing can be achieved with minimal sensing time. We also analyze the complexity of the brute-force search and the greedy algorithms.
• We extend the design and analysis to consider reporting errors as SUs exchange their spectrum sensing results. In particular, we describe cooperative spectrum sensing model, derive the saturation throughput considering reporting errors. Moreover, we discuss how the proposed algorithms to optimize the sensing/access parameters and sensing sets can be adapted to consider reporting errors. Again, all the analysis is performed for the heterogeneous environment.

• We present numerical results to illustrate the impacts of different parameters on the secondary throughput performance and demonstrate the significant throughput gain due to the optimization of different parameters in the proposed framework.

The remaining of this paper is organized as follows. Section 7.3 describes system and sensing models. MAC protocol design, throughput analysis, and optimization are performed in Section 7.4 assuming no reporting errors. Section 7.5 provides further extension for the analysis and optimization considering reporting errors. Section 7.6 presents numerical results followed by concluding remarks in Section 7.7. The summary of key variables in the paper is given in Table 7.1.

7.3 System Model and Spectrum Sensing Design

In this section, we describe the system model and spectrum sensing design for the multi-channel CRNs. Specifically, sensing performances in terms of detection and false alarm probabilities are presented.

7.3.1 System Model

We consider a network setting where $N$ pairs of SUs opportunistically exploit white spaces in $M$ channels for data transmission. For simplicity, we refer to pair $i$ of SUs simply as SU $i$. We assume that each SU can exploit only one available channel for transmission (i.e., SUs are equipped with narrow-band radios). We will design a synchronized MAC protocol integrating SDCSS for channel access. We assume that each channel is either in the idle or busy state for each predetermined periodic interval, which is referred to as a cycle in this paper.

We further assume that each pair of SUs can overhear transmissions from other pairs of SUs (i.e., collocated networks). There are $M$ PUs each of which may or may not use one corresponding channel for its data transmission in each cycle. In addition, it is assumed that
### 7.3 System Model and Spectrum Sensing Design

#### Table 7.1: Summary of Key Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_j (\Theta_0)$</td>
<td>Probability that channel $j$ is available (or not available)</td>
</tr>
<tr>
<td>$P_j^d (\Theta_j)$</td>
<td>Probability of detection (false alarm) experienced by SU $i$ for channel $j$</td>
</tr>
<tr>
<td>$P_j^d (\Theta_j)$</td>
<td>Probability of detection (false alarm) for channel $j$ under SDCSS</td>
</tr>
<tr>
<td>$\varepsilon^{ij}$, $\gamma^{ij}$</td>
<td>Detection threshold, signal-to-noise ratio of the PU’s signal</td>
</tr>
<tr>
<td>$\tau^{ij}$, $\tau$</td>
<td>Sensing time at SU $i$ on channel $j$, total sensing time</td>
</tr>
<tr>
<td>$N_0$, $f_s$</td>
<td>Noise power, sampling frequency</td>
</tr>
<tr>
<td>$a_j$, $b_j$</td>
<td>Parameters of $a$-out-of-$b$ rule for channel $j$</td>
</tr>
<tr>
<td>$N, M$</td>
<td>Total number of SUs, total number of channels</td>
</tr>
<tr>
<td>$S_i^r, S_i^u$</td>
<td>Set of SUs that sense channel $j$, set of all $N$ SUs</td>
</tr>
<tr>
<td>$S_i, \hat{S}$</td>
<td>Set of assigned channels for SU $i$, set of all $M$ channels</td>
</tr>
<tr>
<td>$\Phi^t_k$</td>
<td>Particular set of $k$ SU</td>
</tr>
<tr>
<td>$\Psi_{k_0}$</td>
<td>Set of $k_0$ actually available channels</td>
</tr>
<tr>
<td>$\Theta_{k_1}^1$, $\Omega_{k_2}^2$</td>
<td>Set $l_1$ of $k_1$ available channels (which are indicated by sensing outcomes), set $l_2$ of $k_2$ misdetected channels (which are indicated by sensing outcomes)</td>
</tr>
<tr>
<td>$N_j$</td>
<td>Normalized throughput per one channel</td>
</tr>
<tr>
<td>$I_{j}^{p_0}, I_{j}^{c}$</td>
<td>Conditional throughput: for one particular realization of sensing outcomes corresponding to $2$ sets $\Theta_{k_1}^1$ and $\Omega_{k_2}^2$, for a particular channel $j_2$</td>
</tr>
<tr>
<td>$n_j$, $k_c$</td>
<td>Number of SUs who select channel $j$ to access, $k_c =</td>
</tr>
<tr>
<td>$T_c, T_S$</td>
<td>Cycle time, total reporting time</td>
</tr>
<tr>
<td>$T_{c}, T_{cont}$</td>
<td>Time for transmission of packet, time for successful RTS/CTS transmission</td>
</tr>
<tr>
<td>$T_{i}^{j}$, $T_{j}^{i}$</td>
<td>$i$-th duration between 2 consecutive RTS/CTS transmission on channel $j$ (its average value)</td>
</tr>
<tr>
<td>$T_C$, $T_{cont}$</td>
<td>Duration of collision, average contention time on channel $j$</td>
</tr>
<tr>
<td>$PD$</td>
<td>Propagation delay</td>
</tr>
<tr>
<td>$PS, ACK$</td>
<td>Lengths of packet and acknowledgment, respectively</td>
</tr>
<tr>
<td>$SIFS, DIFS$</td>
<td>Lengths of short time interframe space and distributed interframe space, respectively</td>
</tr>
<tr>
<td>$RTS, CTS$</td>
<td>Lengths of request-to-send and clear-to-send, respectively</td>
</tr>
<tr>
<td>$p, p_{ij}^*$</td>
<td>Transmission probability, probability of a generic slot corresponding to collision</td>
</tr>
<tr>
<td>$p_{ij}^<em>, p_{ij}^{</em>\prime}$</td>
<td>Probabilities of a generic slot corresponding to successful transmission, idle slot</td>
</tr>
<tr>
<td>$N_j^c (N_j)$</td>
<td>Number of collisions before the first successful RTS/CTS exchange (its average value)</td>
</tr>
<tr>
<td>$f_{X}^{i} - f_{X}$</td>
<td>CDFs of $N_j^c, T_j^{i}$</td>
</tr>
</tbody>
</table>

### Key variables as considering reporting errors

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{d}^{ij}$</td>
<td>Probability of reporting errors between SUs $i_1$ and $i_2$</td>
</tr>
<tr>
<td>$P_{d}^{ij+12}, P_{d}^{ij+12}$</td>
<td>Probabilities of detection (false alarm) experienced by SU $i_1$ on channel $j$ with the sensing result received from SU $i_2$</td>
</tr>
<tr>
<td>$\Theta_{i_1, j_1}^1$</td>
<td>$l_1$-th set of $k_1$ SUs whose sensing outcomes indicate that channel $j_3$ is vacant</td>
</tr>
<tr>
<td>$\Theta_{i_2, j_4}^1$, $\Theta_{i_2, j_4}^2$</td>
<td>$l_2$-th set of $k_2$ SUs whose sensing outcomes indicate that channel $j_3$ is vacant due to misdetection</td>
</tr>
<tr>
<td>$\Theta_{i_3, j_4}$</td>
<td>$l_3$-th set of $k_3$ SUs in $\Theta_{i_1, j_1}^1$ who correctly report their sensing information on channel $j_3$ to SU $i_4$</td>
</tr>
<tr>
<td>$\Lambda_{i_4, j_3}^1$</td>
<td>$l_4$-th set of $k_4$ SUs in $\Theta_{i_1, j_1}^1 \cup \Theta_{i_2, j_4}^1$ who incorrectly report their sensing information on channel $j_3$ to SU $i_4$</td>
</tr>
<tr>
<td>$\Sigma_{i_5, j_4}^2$</td>
<td>$l_5$-th set of $k_5$ SUs in $\Omega_{i_2, j_4}^2$ who correctly report their sensing information on channel $j_4$ to SU $i_9$</td>
</tr>
<tr>
<td>$\Gamma_{i_6, j_4}^1$</td>
<td>$l_6$-th set of $k_6$ SUs in $\Psi_{i_1, j_1}^1 \cup \Omega_{i_2, j_4}^2$ who incorrectly report their sensing information on channel $j_4$ to SU $i_9$</td>
</tr>
<tr>
<td>$S_{i_1}^1, S_{i_2}^2$</td>
<td>Sets of actually available channels and available due to sensing and/or reporting errors, respectively</td>
</tr>
<tr>
<td>$S_{i_1}^1, S_{i_2}^2$</td>
<td>$S_{i_1}^1 = \bigcup_{i \in \mathbb{S}<em>1} S</em>{i_1,i}$, $S_{i_2}^2 = \bigcup_{i \in \mathbb{S}<em>2} S</em>{i_2,i}$</td>
</tr>
<tr>
<td>$S_{i_1}^<em>, S_{i_2}^</em>$</td>
<td>$S_{i_1}^* = S_{i_1}^1 \cup S_{i_2}^2$, $S_{i_2}^* = S_{i_1}^1 \cup S_{i_2}^2$</td>
</tr>
<tr>
<td>$k_{i_1}^*, k_{max}$</td>
<td>$k_{i_1}^* =</td>
</tr>
<tr>
<td>$\Psi_{i_1}^a, \Psi_{i_2}^a$</td>
<td>Set of SUs whose SDCSS outcomes indicate that channel $j$ is available, $\Psi_{i_1}^a = \bigcup_{i \in \mathbb{S}<em>1} \Psi</em>{i_1}^a$</td>
</tr>
<tr>
<td>$N_j, N_{max}$</td>
<td>$N_j =</td>
</tr>
<tr>
<td>$P_{d}^{ij+recht}, P_{d}^{ij+recht}$</td>
<td>Conditional throughput for one particular realization of sensing outcomes and for a particular channel $j_2$, respectively</td>
</tr>
</tbody>
</table>

---
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transmission from any pair of SUs on a particular channel will affect the primary receiver which receives data on that channel. The network setting under investigation is shown in Fig. 7.1 where $C_i$ denotes channel $i$ that belongs to PU $i$.

### 7.3.2 Semi-Distributed Cooperative Spectrum Sensing

We assume that each SU $i$ is assigned a set of channels $S_i$ where it senses all channels in this assigned set at beginning of each cycle in a sequential manner (i.e., sense one-by-one). Optimization of such channel assignment will be considered in the next section. Upon completing the channel sensing, each SU $i$ exchanges the sensing results (i.e., idle/busy status of all channels in $S_i$) with other SUs for further processing. Here, the channel status of each channel can be represented by one bit (e.g., 1 for idle and 0 for busy status). Upon collecting sensing results, each SU will decide idle/busy status for all channels. Then, SUs are assumed to employ a distributed MAC protocol to perform access resolution so that only the winning SUs on each channel are allowed to transmit data. The detailed MAC protocol design will be presented later.

Let $\mathcal{H}_0$ and $\mathcal{H}_1$ denote the events that a particular PU is idle and active on its corresponding channel in any cycle, respectively. In addition, let $P_j(\mathcal{H}_0)$ and $P_j(\mathcal{H}_1) = 1 - P_j(\mathcal{H}_0)$ be the probabilities that channel $j$ is available and not available for secondary access, respectively. We assume that SUs employ an energy detection sensing scheme and let $f_s$ be
the sampling frequency used in the sensing period for all SUs. There are two important performance measures, which are used to quantify the sensing performance, namely detection and false alarm probabilities. In particular, a detection event occurs when a SU successfully senses a busy channel and false alarm represents the situation when a spectrum sensor returns a busy status for an idle channel (i.e., the transmission opportunity is overlooked).

Assume that transmission signals from PUs are complex-valued PSK signals while the noise at the SUs is independent and identically distributed circularly symmetric complex Gaussian $\mathcal{CN}(0, N_0)$ [8]. Then, the detection and false alarm probabilities experienced by SU $i$ for the channel $j$ can be calculated as [8]

$$P_{ij}^d (\varepsilon_{ij}, \tau_{ij}) = Q \left( \left( \frac{\varepsilon_{ij}}{N_0} - \frac{1}{\gamma_{ij}} \right) \sqrt{\frac{\tau_{ij} f_s}{2 \gamma_{ij} + 1}} \right),$$

$$P_{ij}^f (\varepsilon_{ij}, \tau_{ij}) = Q \left( \left( \frac{\varepsilon_{ij}}{N_0} - 1 \right) \sqrt{\tau_{ij} f_s} \right)$$

$$= Q \left( \sqrt{2 \gamma_{ij}} + 1 \Omega^{-1} \left( P_{ij}^d (\varepsilon_{ij}, \tau_{ij}) \right) + \sqrt{\tau_{ij} f_s \gamma_{ij}} \right),$$ (7.2)

where $i \in [1, N]$ is the SU index, $j \in [1, M]$ is the channel index, $\varepsilon_{ij}$ is the detection threshold for the energy detector, $\gamma_{ij}$ is the signal-to-noise ratio (SNR) of the PU’s signal at the SU, $f_s$ is the sampling frequency, $N_0$ is the noise power, $\tau_{ij}$ is the sensing time of SU $i$ on channel $j$, and $Q(\cdot)$ is defined as $Q(x) = \left(1/\sqrt{2\pi} \right) \int_x^\infty \exp (-t^2/2) \, dt$.

We assume that a general cooperative sensing scheme, namely $a$-out-of-$b$ rule, is employed by each SU to determine the idle/busy status of each channel based on reported sensing results from other SUs. Under this scheme, an SU will declare that a channel is busy if $a$ or more messages out of $b$ sensing messages report that the underlying channel is busy. The $a$-out-of-$b$ rule covers different rules including OR, AND and majority rules as special cases. In particular, $a = 1$ corresponds to the OR rule; if $a = b$ then it is the AND rule; and the majority rule has $a = \lceil b/2 \rceil$.

To illustrate the operations of the $a$-out-of-$b$ rule, let us consider a simple example shown in Fig. 7.2. Here, we assume that 3 SUs collaborate to sense channel one with $a = 2$ and $b = 3$. After sensing channel one, all SUs exchange their sensing outcomes. SU3 receives the reporting results comprising two “1” and one “0” where “1” means that the channel is busy and “0” means channel is idle. Because the total number of “1s” is two which is larger than or equal to $a = 2$, SU3 outputs the “1” in the final sensing result, namely the channel is busy.
7.3 System Model and Spectrum Sensing Design

Let us consider a particular channel \( j \). Let \( S_j^U \) denote the set of SUs that sense channel \( j \), \( b_j = |S_j^U| \) be the number of SUs sensing channel \( j \), and \( a_j \) be the number of messages indicating that the underlying channel is busy. Then, the final decision on the spectrum status of channel \( j \) under the \( a \)-out-of-\( b \) rule has detection and false alarm probabilities that can be written as [54]

\[
\mathcal{P}_u^j(\bar{\varepsilon}, \bar{\tau}, a_j) = \sum_{l=a_j}^{b_j} \frac{C_{b_j}^l}{\sum_{k=1}^{|\Phi|} \prod_{i_1 \in \Phi_k} \mathcal{P}_{u}^{ij} \prod_{i_2 \in S_j^U \setminus \Phi_k} \bar{\mathcal{P}}_{u}^{ij}},
\]

where \( u \) represents \( d \) or \( f \) as we calculate the probability of detection \( \mathcal{P}_d^j \) or false alarm \( \mathcal{P}_f^j \), respectively; \( \bar{\mathcal{P}} \) is defined as \( \bar{\mathcal{P}} = 1 - \mathcal{P} \); \( \Phi_k \) in (7.3) denotes a particular set with \( l \) SUs whose sensing outcomes suggest that channel \( j \) is busy given that this channel is indeed busy and idle as \( u \) represents \( d \) and \( f \), respectively. Here, we generate all possible combinations of \( \Phi_k \) where there are indeed \( C_{b_j}^l \) combinations. Also, \( \bar{\varepsilon} = \{\varepsilon^{ij}\}, \bar{\tau} = \{\tau^{ij}\}, i \in S_j^U \) represent the set of detection thresholds and sensing times, respectively. For brevity, \( \mathcal{P}_d^j(\bar{\varepsilon}, \bar{\tau}, a_j) \) and \( \mathcal{P}_f^j(\bar{\varepsilon}, \bar{\tau}, a_j) \) are sometimes written as \( \mathcal{P}_d^j \) and \( \mathcal{P}_f^j \) in the following.

Each SU exchanges the sensing results on its assigned channels with other SUs over a control channel, which is assumed to be always available (e.g., it is owned by the secondary network). To avoid collisions among these message exchanges, we assume that there are \( N \) reporting time slots for \( N \) SUs each of which has length equal to \( t_r \). Hence, the total time
for exchanging sensing results among SUs is $N_t$. Note that the set of channels assigned to SU $i$ for sensing, namely $S_i$, is a subset of all channels and these sets can be different for different SUs. An example of channel assignment (i.e., channel sensing sets) is presented in Table 7.2. In this table, SU 4 is not assigned any channel. Hence, this SU must rely on the sensing results of other SUs to determine the spectrum status.

Remark 1: In practice, the idle/busy status of primary system on a particular channel can be arbitrary and would not be synchronized with the operations of the SUs (i.e., the idle/busy status of any channel can change in the middle of a cycle). Hence, to strictly protect the PUs, SUs should continuously scan the spectrum of interest and evacuate from an exploited channel as soon as the PU changes from an idle to a busy state. However, this continuous spectrum monitoring would be very costly to implement since each SU should be equipped with two half-duplex transceivers to perform spectrum sensing and access at the same time. A more efficient protection method for PUs is to perform periodic spectrum sensing where SUs perform spectrum sensing at the beginning of each fixed-length interval and exploits available frequency bands for data transmission during the remaining time of the interval. In this paper, we assume that the idle/busy status of each channel remains the same in each cycle, which enables us to analyze the system throughput. In general, imposing this assumption would not sacrifice the accuracy of our throughput analysis if PUs maintain their idle/busy status for a sufficiently long time. This is actually the case for many practical scenarios such as in the TV bands, as reported by several recent studies [116]. In addition, our MAC protocol that is developed under this assumption would result in very few collisions with PUs because the cycle time is quite small compared to the typical intervals over which the active/idle statuses of PUs change.
7.4 Performance Analysis and Optimization for Cognitive MAC Protocol

We present the cognitive MAC protocol design, performance analysis, and optimization for the multi-channel CRNs in this section.

7.4.1 Cognitive MAC Protocol Design

We assume that time is divided into fixed-size cycles and it is assumed that SUs can perfectly synchronize with each other (i.e., there is no synchronization error) \[55\]. We propose a synchronized multi-channel MAC protocol for dynamic spectrum sharing as follows. The MAC protocol has four phases in each cycle as illustrated in Fig. 7.3. The beacon signal is sent on the control channel to achieve synchronization in the first phase \[55\] which is presented in the simple manner as follows. At the beginning of this phase, each SU senses the beacon signal from the volunteered synchronized SU which is the first SU sending the beacon. If an SU does not receive any beacon, it selects itself as the volunteered SU and sends out the beacon for synchronization. In the second phase, namely the sensing phase of length \(\tau\), all SUs simultaneously perform spectrum sensing on their assigned channels. Here, we have \(\tau = \max_i \tau^i\), where \(\tau^i = \sum_{j \in S_i} \tau^{ij}\) is total sensing time of SU \(i\), \(\tau^{ij}\) is the sensing time of SU \(i\) on channel \(j\), and \(S_i\) is the set of channels assigned for SU \(i\). We assume that one separate channel is assigned as a control channel which is used to exchange sensing results for reporting as well as broadcast a beacon signal for synchronization. This control channel is assumed to be always available (e.g., it is owned by the secondary network). In the third phase, all SUs exchange their sensing results with each other via the control channel. Based on these received sensing results, each SU employs SDCSS techniques to decide the channel status of all channels and hence has a set of available channels. Then each SU transmitter will choose one available channel randomly (which is used for contentation and data transmission) and inform it to the corresponding SU receiver via the control channel.

In the fourth phase, SUs will participate in contention and data transmission on their chosen channels. We assume that the length of each cycle is sufficiently large so that SUs can transmit several packets during this data contention and transmission phase. In particular, we employ the \(p\)-persistent CSMA principle \[4\] to devise our cognitive MAC protocol. In this protocol, each SU attempts to transmit on the chosen channel with a probability of \(p\) if it senses an available channel (i.e., no other SUs transmit data on its chosen channel). In case the SU decides not to transmit (with probability of \(1 - p\)), it will sense the channel and...
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Figure 7.3: Timing diagram of cognitive $p$-persistent CSMA protocol for one specific channel $j$.

attempt to transmit again in the next slot with probability $p$. If there is a collision, the SU will wait until the channel is available and attempt to transmit with probability $p$ as before.

The standard 4-way handshake with RTS/CTS (request-to-send/clear-to-send) [3] will be employed to reserve a channel for data transmission. So the SU choosing to transmit on each available channel exchanges RTS/CTS messages before transmitting its actual data packet. An acknowledgment (ACK) from the receiver is transmitted to the transmitter for successful reception of any packet. The detailed timing diagram of this MAC protocol is presented in Fig. 7.3.

Remark 2: For simplicity, we consider the fixed control channel in our design. However, extensions to consider dynamic control channel selections to avoid the congestion can be adopted in our proposed framework. More information on these designs can be found in [5].

7.4.2 Saturation Throughput Analysis

In this section, we analyze the saturation throughput of the proposed cognitive $p$-persistent CSMA protocol assuming that there are no reporting errors in exchanging the spectrum sensing results among SUs. Because there are no reporting errors, all SUs acquire the same sensing results for each channel, which implies that they make the same final sensing decisions since the same $a$-out-$b$ aggregation rule is employed for each channel. In the

Analysis, transmission time is counted in terms of contention time slot, which is assumed to be \( v \) seconds. Each data packet is assumed to be of fixed size of \( PS \) time slots. Detailed timing diagram of the \( p \)-persistent CSMA MAC protocol is illustrated in Fig. 7.3.

Any particular channel alternates between idle and busy periods from the viewpoint of the secondary system where each busy period corresponds to either a collision or a successful transmission. We use the term “epoch” to refer to the interval between two consecutive successful transmissions. This means an epoch starts with an idle period followed by some alternating collision periods and idle periods before ending with a successful transmission period. Note that an idle period corresponds to the interval between two consecutive packet transmissions (collisions or successful transmissions).

Recall that each SU chooses one available channel randomly for contention and transmission according to the final cooperative sensing outcome. We assume that upon choosing a channel, an SU keeps contending and accessing this channel until the end of the current cycle. In the case of missed detection (i.e., the PU is using the underlying channel but the sensing outcome suggests that the channel is available), there will be collisions between SUs and the PU. Therefore, RTS and CTS exchanges will not be successful in this case even though SUs cannot differentiate whether they collide with other SUs or the PU. Note that channel accesses of SUs due to missed detections do not contribute to the secondary system throughput.

To calculate the throughput for the secondary network, we have to consider all scenarios of idle/busy statuses of all channels and possible mis-detection and false alarm events for each particular scenario. Specifically, the normalized throughput per one channel achieved by our proposed MAC protocol, \( \tilde{\mathcal{T}} (\{\tau^{ij}\}, \{a_j\}, p, \{S_i\}) \) can be written as

\[
\tilde{\mathcal{T}} = \sum_{k_0=1}^{M} \sum_{l_0=1}^{C_{M-k_0}^k} \prod_{j_1 \in \psi_{k_0}^0} \mathcal{P}_{j_1} (\mathcal{H}_0) \prod_{j_2 \in \mathcal{S} \setminus \psi_{k_0}^0} \mathcal{P}_{j_2} (\mathcal{H}_1) \times
\]

\[
\sum_{k_1=1}^{k_0} \sum_{l_1=1}^{C_{k_0}^k} \prod_{j_3 \in \Theta_{k_1}} \bar{\mathcal{P}}_{j_3} \prod_{j_4 \in \psi_{k_0 \setminus k_1}^0} \mathcal{P}_{j_4} \times
\]

\[
\sum_{k_2=0}^{M-k_0} \sum_{l_2=1}^{C_{M-k_0}^k} \prod_{j_5 \in \Omega_{k_2}^0} \bar{\mathcal{P}}_{j_5} \prod_{j_6 \in \mathcal{S} \setminus \psi_{k_0 \setminus k_2}^0} \mathcal{P}_{j_6} \times \mathcal{T}^p (\tau, \{a_j\}, p).
\]
The quantity (7.4) represents the probability that there are \( k_0 \) available channels, which may or may not be correctly determined by the SDCSS. Here, \( \Psi_{k_0}^l \) denotes a particular set of \( k_0 \) available channels out of \( M \) channels whose index is \( l_0 \). In addition, the quantity (7.5) describes the probability that the SDCSS indicates \( k_1 \) available channels whereas the remaining available channels are overlooked due to sensing errors where \( \Theta_{k_1}^{l_1} \) denotes the \( l_1 \)-th set with \( k_1 \) available channels. For the quantity in (7.6), \( k_2 \) represents the number of channels that are not available but the sensing outcomes indicate that they are available (i.e., due to misdetection) where \( \Omega_{k_2}^{l_2} \) denotes the \( l_2 \)-th set with \( k_2 \) mis-detected channels. The quantity in (7.6) describes the probability that the sensing outcomes due to SUs incorrectly indicates \( k_2 \) available channels. Finally, \( T_{ne}^p (\tau, \{a_j\}, p) \) in (7.7) denotes the conditional throughput for a particular realization of sensing outcomes corresponding to two sets \( \Theta_{k_1}^{l_1} \) and \( \Omega_{k_2}^{l_2} \).

Therefore, we have to derive the conditional throughput \( T_{ne}^p (\tau, \{a_j\}, p) \) to complete the throughput analysis, which is pursued in the following. Since each SU randomly chooses one available channel according to the SDCSS for contention and access, the number of SUs actually choosing a particular available channel is a random number. In addition, the SDCSS suggests that channels in \( \Theta_{k_1}^{l_1} \cup \Omega_{k_2}^{l_2} \) are available for secondary access but only channels in \( \Theta_{k_1}^{l_1} \) are indeed available and can contribute to the secondary throughput (channels in \( \Omega_{k_2}^{l_2} \) are misdetectected by SUs). Let \( \{n_j\} = \{n_1, n_2, \ldots, n_{k_e}\} \) be the vector describing how SUs choose channels for access where \( k_e = |\Theta_{k_1}^{l_1} \cup \Omega_{k_2}^{l_2}| \) and \( n_j \) denotes the number of SUs choosing channel \( j \) for access. Therefore, the conditional throughput \( T_{ne}^p (\tau, \{a_j\}, p) \) can be calculated as follows:

\[
T_{ne}^p (\tau, \{a_j\}, p) = \sum_{\{n_j\}: \sum_{j \in \Theta_{k_1}^{l_1} \cup \Omega_{k_2}^{l_2}} n_j = N} \mathcal{P}(\{n_j\}) \times \sum_{j_2 \in \Theta_{k_1}^{l_1}} \frac{1}{M} T_{ne}^{j_2} (\tau, \{a_{j_2}\}, p | n = n_{j_2}) \mathbb{I} (n_{j_2} > 0),
\]

where \( \mathcal{P}(\{n_j\}) \) in (7.8) represents the probability that the channel access vector \( \{n_j\} \) is realized (each channel \( j \) where \( j \in \Theta_{k_1}^{l_1} \cup \Omega_{k_2}^{l_2} \) is selected by \( n_j \) SUs). The sum in (7.9) describes the normalized throughput per channel due to a particular realization of the access vector \( \{n_j\} \). Therefore, it is equal to the total throughput achieved by all available channels (in the set \( \Theta_{k_1}^{l_1} \)) divided by the total number of channels \( M \). Here, \( T_{ne}^{j_2} (\tau, \{a_{j_2}\}, p | n = n_{j_2}) \) denotes the conditional throughput achieved by a particular channel \( j_2 \) when there are \( n_{j_2} \) contending on this channel and \( \mathbb{I} (n_{j_2} > 0) \) represents the indicator function, which is equal to zero if \( n_{j_2} = 0 \) (i.e., no SU chooses channel \( j_2 \)) and equal to one, otherwise. Note that the
access of channels in the set $\Omega_{k_2}^{l_2}$ due to missed detection does not contribute to the system throughput, which explains why we do not include these channels in the sum in (7.9).

Therefore, we need to drive $P(\{n_j\})$ and $T_{ne}^{j_2}(\tau, \{a_{j_2}\}, p | n = n_{j_2})$ to determine the normalized throughput. Note that the sensing outcome due to the SDCSS is the same for all SUs and each SU chooses one channel in the set of $k_e = |\Theta_{k_1}^{l_1} \cup \Omega_{k_2}^{l_2}|$ channels randomly. Therefore, the probability $P(\{n_j\})$ can be calculated as follows:

$$P(\{n_j\}) = \binom{N}{n_j} \left(\frac{1}{k_e}\right)^{\sum_{j \in \Theta_{k_1}^{l_1} \cup \Omega_{k_2}^{l_2}} n_j}$$

(7.10)

$$= \binom{N}{n_j} \left(\frac{1}{k_e}\right)^N,$$

(7.11)

where $\binom{N}{n_j}$ is the multinomial coefficient which is defined as $\binom{N}{n_1, n_2, \ldots, n_k} = \frac{N!}{n_1! n_2! \ldots n_k!}$.

The calculation of the conditional throughput $\bar{T}_{j_2}^{ne}(\tau, \{a_{j_2}\}, p | n = n_{j_2})$ must account for the overhead due to spectrum sensing and exchanges of sensing results among SUs. Let us define $T_R = N t_r$, where $t_r$ is the report time from each SU to all the other SUs; $\tau = \max_i \tau^i$ is the total the sensing time; $\bar{T}_{j_2}^{cont}$ is the average total time due to contention, collisions, and RTS/CTS exchanges before a successful packet transmission; $T_S$ is the total time for transmissions of data packet, ACK control packet, and overhead between these data and ACK packets. Then, the conditional throughput $\bar{T}_{j_2}^{ne}(\tau, \{a_{j_2}\}, p | n = n_{j_2})$ can be written as

$$\bar{T}_{j_2}^{ne}(\tau, \{a_{j_2}\}, p | n = n_{j_2}) = \left\lfloor \frac{T - \tau - T_R}{\bar{T}_{j_2}^{cont} + T_S} \right\rfloor \frac{T_S}{T},$$

(7.12)

where $\left\lfloor . \right\rfloor$ denotes the floor function and recall that $T$ is the duration of a cycle. Note that $\left\lfloor \frac{T - \tau - T_R}{\bar{T}_{j_2}^{cont} + T_S} \right\rfloor$ denotes the average number of successfully transmitted packets in one particular cycle excluding the sensing and reporting phases. Here, we omit the length of the synchronization phase, which is assumed to be negligible.

To calculate $\bar{T}_{j_2}^{cont}$, we define some further parameters as follows. Let denote $T_C$ as the duration of the collision; $\bar{T}_S$ is the required time for successful RTS/CTS transmission. These
quantities can be calculated under the 4-way handshake mechanism as \[4\]

\[
\begin{align*}
T_S &= PS + 2SIFS + 2PD + ACK \\
\tilde{T}_S &= DIFS + RTS + CTS + 2PD \\
T_C &= RTS + DIFS + PD
\end{align*}
\]

where \(PS\) is the packet size, \(ACK\) is the length of an ACK packet, \(SIFS\) is the length of a short interframe space, \(DIFS\) is the length of a distributed interframe space, \(PD\) is the propagation delay where \(PD\) is usually very small compared to the slot size \(v\).

Let \(T_{i,j_2}\) be the \(i\)-th idle duration between two consecutive RTS/CTS transmissions (they can be collisions or successes) on a particular channel \(j_2\). Then, \(T_{i,j_2}\) can be calculated based on its probability mass function (pmf), which is derived in the following. Recall that all quantities are defined in terms of number of time slots. Now, suppose there are \(n_{j_2}\) SUs choosing channel \(j_2\), let \(P_{S,j_2}^{j_2}, P_{C,j_2}^{j_2}\) and \(P_{I,j_2}^{j_2}\) be the probabilities of a generic slot corresponding to a successful transmission, a collision and an idle slot, respectively. These quantities are calculated as follows

\[
\begin{align*}
P_{S,j_2}^{j_2} &= n_{j_2}p(1 - p)^{n_{j_2} - 1} \\
P_{I,j_2}^{j_2} &= (1 - p)^{n_{j_2}} \\
P_{C,j_2}^{j_2} &= 1 - P_{S,j_2}^{j_2} - P_{I,j_2}^{j_2},
\end{align*}
\]

where \(p\) is the transmission probability of an SU in a generic slot. Note that \(\tilde{T}_{cont}^{j_2}\) is a random variable (RV) consisting of several intervals corresponding to idle periods, collisions, and one successful RTS/CTS transmission. Hence this quantity for channel \(j_2\) can be written as

\[
\tilde{T}_{cont}^{j_2} = \sum_{i=1}^{N_{c,j_2}} (T_C + T_{I,j_2}^{i,j_2}) + T_{I,j_2}^{N_{c,j_2} + 1,j_2} + \tilde{T}_S,
\]

where \(N_{c,j_2}\) is the number of collisions before the first successful RTS/CTS exchange. Hence it is a geometric RV with parameter \(1 - P_{C,j_2}^{j_2}/\tilde{P}_{I,j_2}^{j_2}\) (where \(\tilde{P}_{I,j_2}^{j_2} = 1 - P_{I,j_2}^{j_2}\)). Its pmf can be expressed as

\[
f_X^{N_c}(x) = \left(\frac{P_{C,j_2}^{j_2}}{\tilde{P}_{I,j_2}^{j_2}}\right)^x \left(1 - \frac{P_{C,j_2}^{j_2}}{\tilde{P}_{I,j_2}^{j_2}}\right), \quad x = 0, 1, 2, \ldots
\]
Also, $T_{i,j}^{j_2}$ represents the number of consecutive idle slots, which is also a geometric RV with parameter $1 - P_{i,j}^{j_2}$ with the following pmf

$$f_X(x) = (P_{i,j}^{j_2})^x (1 - P_{i,j}^{j_2}), \ x = 0, 1, 2, \ldots$$ (7.19)

Therefore, $\bar{T}_{cont}^{j_2}$ can be written as follows [4]:

$$\bar{T}_{cont}^{j_2} = \bar{N}_{c}^{j_2} T_C + \bar{T}_{i}^{j_2} (\bar{N}_{c}^{j_2} + 1) + \bar{T}_S,$$ (7.20)

where $\bar{T}_{i}^{j_2}$ and $\bar{N}_{c}^{j_2}$ can be calculated as

$$\bar{T}_{i}^{j_2} = \frac{(1 - p)^{n_{j_2}}}{1 - (1 - p)^{n_{j_2}}},$$ (7.21)

$$\bar{N}_{c}^{j_2} = \frac{1 - (1 - p)^{n_{j_2}}}{n_{j_2} p (1 - p)^{n_{j_2} - 1}} - 1.$$ (7.22)

These expressions are obtained by using the pmfs of the corresponding RVs given in (7.18) and (7.19), respectively [4].

### 7.4.3 Semi-Distributed Cooperative Spectrum Sensing and $p$–persistent CSMA Access Optimization

We determine optimal sensing and access parameters to maximize the normalized throughput for our proposed SDCSS and $p$-persistent CSMA protocol. Here, we assume that the sensing sets $S_U^j$ for different channels $j$ have been given. Optimization of these sensing sets is considered in the next section. Note that the optimization performed in this paper is different from those in [16], [26] because the MAC protocols and sensing algorithms in the current and previous works are different. The normalized throughput optimization problem can be presented as

$$\max_{\{\tau^{ij}\}, \{a_j\}, p} N(T, \{\tau^{ij}\}, \{a_j\}, p, \{S_i\})$$ (7.23)

s.t. $\mathcal{P}_d^j(\bar{\varepsilon}, \bar{\tau}, a_j) \geq \hat{\mathcal{P}}_d^j, j \in [1, M]$ (7.24)

$$0 < \tau^{ij} \leq T, \ 0 \leq p \leq 1,$$ (7.25)

where $\mathcal{P}_d^j$ is the detection probability for channel $j$; $\hat{\mathcal{P}}_d^j$ denotes the target detection probability; $\bar{\varepsilon}$ and $\bar{\tau}$ represent the vectors of detection thresholds and sensing times on channel $j$, respectively; $a_j$ describes the parameter of the $a_j$-out-of-$b_j$ aggregation rule for SDCSS on channel $j$ with $b_j = |S_U^j|$ where recall that $S_U^j$ is the set of SUs sensing channel $j$. The
optimization variables for this problem are sensing times $\tau_{ij}$ and parameters $a_j$ of the sensing aggregation rule, and transmission probability $p$ of the MAC protocol.

It was shown in [8] that the constraints on detection probability should be met with equality at optimality under the energy detection scheme and single-user scenario. This is quite intuitive since lower detection probability implies smaller sensing time, which leads to higher throughput. This is still the case for our considered multi-user scenario as can be verified by the conditional throughput formula (7.12). Therefore, we can set $P_{d}^j(\vec{\bar{\xi}}, \vec{\bar{\tau}}, a_j) = \tilde{P}_{d}^j$ to solve the optimization problem (7.23)-(7.25).

However, $P_{d}^j(\vec{\bar{\xi}}, \vec{\bar{\tau}}, a_j)$ is a function of $P_{d}^{ij}$ for all SUs $i \in S_j^U$ since we employ the SDCSS scheme in this paper. Therefore, to simplify the optimization we set $P_{d}^{ij} = P_{d}^{ij*}$ for all SUs $i \in S_j^U$ (i.e., all SUs are required to achieve the same detection probability for each assigned channel). Then, we can calculate $P_{d}^{ij*}$ by using (7.3) for a given value of $\tilde{P}_{d}^j$. In addition, we can determine $P_{d}^{ij}$ with the obtained value of $P_{d}^{ij*}$ by using (7.2), which is the function of sensing time $\tau_{ij}$.

Even after these steps, the optimization problem (7.23)-(7.25) is still very difficult to solve. In fact, it is the mixed integer non-linear problem since the optimization variables $a_j$ take integer values while other variables take real values. Moreover, even the corresponding optimization problem achieved by relaxing $a_j$ to real variables is a difficult and non-convex problem to solve since the throughput in the objective function (7.23) given in (7.7) is a complicated and non-linear function of optimization variables.

Given this observation, we have devised Alg. 15 to determine the solution for this optimization problem based on the coordinate-descent searching techniques. The idea is that at one time we fix all variables while searching for the optimal value of the single variable. This operation is performed sequentially for all variables until convergence is achieved. Since the normalized throughput given in (7.7) is quite insensitive with respect to $p$, we attempt to determine the optimized values for $(\{\tau_{ij}\}, \{\bar{a}_j\})$ first for different values of $p$ (steps 3–11 in Alg. 15) before searching the optimized value of $p$ in the outer loop (step 12 in Alg. 15). This algorithm converges to the fixed point solution since we improve the objective value over iterations (steps 4–9). This optimization problem is non-convex in general. However, we can obtain its optimal solution easily by using the bisection search technique since the throughput function is quite smooth [128]. For some specific cases such as in homogeneous systems [16, 101, 102], the underlying optimization problem is convex, which can be solved efficiently by using standard convex optimization algorithms.
Algorithm 15 Optimization of Sensing and Access Parameters

1: Assume we have the sets of all SU \(i\), \(\{S_i\}\). Initialize \(\tau^{ij}, j \in S_i\), the sets of \(\{a_j\}\) for all channel \(j\) and \(p\).
2: For each chosen \(p \in [0, 1]\), find \(\bar{\tau}^{ij}\) and \(\{\bar{a}_j\}\) as follows:
3: \textbf{for each possible set} \(\{a_j\}\) \textbf{do}
4: \textbf{repeat}
5: \textbf{for} \(i = 1\) to \(N\) \textbf{do}
6: Fix all \(\tau^{i1j}, i_1 \neq i\).
7: Find the optimal \(\bar{\tau}^{ij}\) as \(\bar{\tau}^{ij} = \text{argmax}_{0<\tau^{ij} \leq T} NT_p(\{\tau^{ij}\}, \{a_j\}, p)\).
8: \textbf{end for}
9: \textbf{until convergence}
10: \textbf{end for}
11: The best \((\{\bar{\tau}^{ij}\}, \{\bar{a}_j\})\) is determined for each value of \(p\) as \((\{\bar{\tau}^{ij}\}, \{\bar{a}_j\}, \bar{p}) = \text{argmax}_{\{a_j\}, \{\bar{\tau}^{ij}\}} NT(\{\bar{\tau}^{ij}\}, \{\bar{a}_j\}, \bar{p})\).
12: The final solution \((\{\bar{\tau}^{ij}\}, \{\bar{a}_j\}, \bar{p})\) is determined as \((\{\bar{\tau}^{ij}\}, \{\bar{a}_j\}, \bar{p}) = \text{argmax}_{\{\bar{\tau}^{ij}\}, \{\bar{a}_j\}, \bar{p}} NT(\{\bar{\tau}^{ij}\}, \{\bar{a}_j\}, \bar{p})\).

7.4.4 Optimization of Channel Sensing Sets

For the CRNs considered in the current work, the network throughput strongly depends on the availability of different channels, the spectrum sensing time, and the sensing quality. Specifically, long sensing time \(\tau\) reduces the communications time on the available channels in each cycle of length \(T\), which, therefore, decreases the network throughput. In addition, poor spectrum sensing performance can also degrade the network throughput since SUs can either overlook available channels (due to false alarm) or access busy channels (due to missed detection). Thus, the total throughput of SUs can be enhanced by optimizing the access parameter \(p\) and sensing design, namely optimizing the assignments of channels to SUs (i.e., optimizing the sensing sets for SUs) and the corresponding sensing times.

Recall that we have assumed the channel sensing sets for SUs are fixed to optimize the sensing and access parameters in the previous section. In this section, we attempt to determine an efficient channel assignment solution (i.e., channel sensing sets) by solving the following problem

\[
\max_{\{S_i\}, \{a_j\}} NT(\{\bar{\tau}^{ij}\}, \{a_j\}, \bar{p}, \{\bar{S}_i\}). \tag{7.26}
\]

Note that the optimal values of \(a_j\) can only be determined if we have fixed the channel sensing set \(S_j^U\) for each channel \(j\). This is because we aim to optimize the \(a_j\)-out-of-\(b_j\) aggregation rule of the SDCSS scheme for each channel \(j\) where \(b_j = |S_j^U|\). Since \(a_j\) takes integer values and optimization of channel sensing sets \(S_j^U\) also involves integer variables where we have to determine the set of SUs \(S_j^U\) assigned to sense each channel \(j\). Therefore, the optimization problem (7.26) is the non-linear integer program, which is NP-hard [57]. In the following,
we present both brute-force search algorithm and low-complexity greedy algorithm to solve this problem.

### 7.4.4.1 Brute-force Search Algorithm

Due to the non-linear and combinatorial structure of the formulated channel assignment problem, it would be impossible to explicitly determine the optimal closed form solution for problem (7.26). However, we can employ the brute-force search (i.e., the exhaustive search) to determine the best channel assignment. Specifically, we can enumerate all possible channel assignment solutions. Then, for each channel assignment solution (i.e., sets $S^U_j$ for all channels $j$), we employ Alg. 15 to determine the best spectrum sensing and accessing parameters $\{\tau^{ij}\}, \{a_j\},p$ and calculate the corresponding total throughput by using the throughput analytical model in 7.4.1. The channel assignment achieving the maximum throughput together with its best spectrum sensing and accessing parameters provides the best solution for the optimization problem (7.26).

### 7.4.4.2 Low-Complexity Greedy Algorithm

We propose another low-complexity and greedy algorithm to find the solution for this problem, which is described in Alg. 16. In this algorithm, we perform the initial channel assignment in step 1, which works as follows. We first temporarily assign all channels for each SU. Then, we run Alg. 15 to find the optimal sensing times for this temporary assignment, i.e., to determine $\{\bar{\tau}^{ij}\}$, which is used to assign one SU to each channel so that the total sensing time is minimized. In particular, the initial channel assignments are set according to the solution of the optimization problem (7.27)-(7.28) presented in the following.

\[
\min_{\{x_{ij}\}} \sum_{i,j} \tau^{ij} x_{ij} \quad (7.27)
\]

\[
\text{s.t. } \sum_i x_{ij} = 1, \quad j \in [1, M]. \quad (7.28)
\]

where $x_{ij}$ are binary variables representing the channel assignments where $x_{ij} = 1$ if channel $j$ is allocated for SU $i$ (i.e., $j \in S_i$) and $x_{ij} = 0$, otherwise. We employ the well-known Hungarian algorithm [56] to solve this problem. Then, we perform further channel assignments in steps 2-18 of Alg. 16. Specifically, to determine one channel assignment in each iteration, we temporarily assign one channel to the sensing set $S_i$ of each SU $i$ and calculate the increase of throughput for such channel assignment $\Delta T_{ij}$ with the optimized channel and
access parameters obtained by using Alg. 15 (step 6). We then search for the best channel assignment \((i, j) = \arg\max_{i,j \in S \setminus \bar{s}_i} \Delta T_{ij}\) and actually perform the corresponding channel assignment if \(\Delta T_{ij} > \delta\) (steps 7–10).

In Alg. 16, \(\delta > 0\) is a small number which is used in the stopping condition for this algorithm (step 11). In particular, if the increase of the normalized throughput due to the new channel assignment is negligible in any iteration (i.e., the increase of throughput is less than \(\delta\)) then the algorithm terminates. Therefore, we can choose \(\delta\) to efficiently balance the achievable throughput performance with the algorithm running time. In the numerical studies, we will choose \(\delta\) equal to \(10^{-3} \times NT_c\).

The convergence of Alg. 16 can be explained as follows. Over the course of this algorithm, we attempt to increase the throughput by performing additional channel assignments. It can be observed that we can increase the throughput by allowing i) SUs to achieve better sensing performance or ii) SUs to reduce their sensing times. However, these two goals could not be achieved concurrently due to the following reason. If SUs wish to improve the sensing performance via cooperative spectrum sensing, we should assign more channels to each of them. However, SUs would spend longer time sensing the assigned channels with the larger sensing sets, which would ultimately decrease the throughput. Therefore, there would exist a point when we cannot improve the throughput by performing further channel assignments, which implies that Alg. 16 must converge.

There is a key difference in the current work and [26] regarding the sensing sets of SUs. Specifically, the sets of assigned channels are used for spectrum sensing and access in [26]. However, the sets of assigned channels are used for spectrum sensing only in the current work. In addition, the sets of available channels for possible access at SUs are determined based on the reporting results, which may suffer from communications errors. We will investigate the impact of reporting errors on the throughput performance in Section 7.5.

### 7.4.5 Complexity Analysis

In this section, we analyze the complexity of the proposed brute-force search and low-complexity greedy algorithms.

#### 7.4.5.1 Brute-force Search Algorithm

To determine the complexity of the brute-force search algorithm, we need to calculate the number of possible channel assignments. Since each channel can be either allocated or not
Algorithm 16 Greedy Algorithm

1: Initial channel assignment is obtained as follows:

- Temporarily perform following channel assignments \( \tilde{S}_i = S, i \in [1, N] \). Then, run Alg. 15 to obtain optimal sensing and access parameters \( \{ \bar{\tau}_{ij} \}, \{ \bar{a}_j \}, \bar{p} \).

- Employ Hungarian algorithm [56] to allocate each channel to exactly one SU to minimize the total cost where the cost of assigning channel \( j \) to SU \( i \) is \( \bar{\tau}_{ij} \) (i.e., to solve the optimization problem (7.27)-(7.28)).

- The result of this Hungarian algorithm is used to build the initial channel assignment sets \( \{ \tilde{S}_i \} \) for different SU \( i \).

2: Set continue = 1.

3: \textbf{while} continue = 1 \textbf{do}

4: Optimize sensing and access parameters for current channel assignment solution \( \{ \tilde{S}_i \} \) by using Alg. 15.

5: Calculate the normalized throughput \( NT_c = NT(\{ \bar{\tau}_{ij} \}, \{ \bar{a}_j \}, \bar{p}, \{ \tilde{S}_i \}) \) for the optimized sensing and access parameters.

6: Each SU \( i \) calculates the increase of throughput if it is assigned one further potential channel \( j \) as \( \Delta T_{ij} = NT(\{ \bar{\tau}_{ij} \}, \{ \bar{a}_j \}, \bar{p}, \tilde{S}_i \cup j) - NT_c \) where \( \tilde{S}_i = \tilde{S}_i \cup j, \tilde{S}_l = S_l, l \neq i \), and \( \{ \bar{\tau}_{ij} \}, \{ \bar{a}_j \}, \bar{p} \) are determined by using Alg. 15 for the temporary assignment sets \( \{ \tilde{S}_i \} \).

7: Find the “best” assignment \((\bar{i}, \bar{j})\) as \((\bar{i}, \bar{j}) = \arg\max_{i, j \in S \setminus \tilde{S}_i} \Delta T_{ij} \).

8: \textbf{if} \( \Delta T_{\bar{i}\bar{j}} > \delta \) \textbf{then}

9: Assign channel \( \bar{j} \) to SU \( \bar{i} \): \( \bar{S}_\bar{i} = \bar{S}_\bar{i} \cup \bar{j} \).

10: \textbf{else}

11: Set continue = 0.

12: \textbf{end if}

13: \textbf{end while}

14: \textbf{if} continue = 1 \textbf{then}

15: Return to step 2.

16: \textbf{else}

17: Terminate the algorithm.

18: \textbf{end if}

allocated to any SU, the number of channel assignments is \( 2^{MN} \). Therefore, the complexity of the brute-force search algorithm is \( \Theta(2^{MN}) \). Note that to obtain the best channel assignment solution, we must run Alg. 15 to find the best sensing and access parameters for each potential channel assignment, calculate the throughput achieved by such optimized configuration, and compare all the throughput values to determine the best solution.

### 7.4.5.2 Low-complexity Greedy Algorithm

In step 1, we run Hungarian algorithm to perform the first channel assignment for each SU \( i \). The complexity of this operation can be upper-bounded by \( \Theta(M^2N) \) (see [56] for more details). In each iteration in the assignment loop (i.e., steps 2-18), each SU \( i \) needs to calculate the increases of throughput for different potential channel assignments. Then, we select the assignment resulting in maximum increase of throughput. Hence, the complexity involved in these tasks is upper-bounded by \( MN \) since there are at most \( M \) channels to
assign for each of $N$ SUs. Also, the number of assignments to perform is upper bounded by $MN$ (i.e., iterations of the main loop). Therefore, the complexity of the assignment loop is upper-bounded by $M^2N^2$. Therefore, the total worst-case complexity of Alg. 16 is $\Theta(M^2N + M^2N^2) = \Theta(M^2N^2)$, which is much lower than that of the brute-force search algorithm. As a result, Table 7.3 in Section 7.6 demonstrates that our proposed greedy algorithms achieve the throughput performance very close to that achieved by the brute-force search algorithms albeit they require much lower computational complexity.

### 7.4.6 Practical Implementation Issues

In our design, the spectrum sensing and access operation is distributed, however, channel assignment is performed in centralized manner. In fact, one SU is pre-assigned as a cluster head, which conducts channel assignment for SUs (i.e., determine channel sensing sets for SUs). For fairness, we can assign the SU as the cluster head in the round-robin manner. To perform channel assignment, the cluster head is responsible for estimating $P_j(H_0)$. Upon determining the channel sensing sets for all SUs, the cluster head will forward the results to the SUs. Then based on these pre-determined sensing sets, SUs will perform spectrum sensing and run the underlying MAC protocol to access the channel distributively in each cycle. It is worth to emphasize that the sensing sets for SUs are only determined once the probabilities $P_j(H_0)$ change, which would be quite infrequent in practice (e.g., in the time scale of hours or even days). Therefore, the estimation cost for $P_j(H_0)$ and all involved communication overhead due to sensing set optimization operations would be acceptable.

### 7.5 Consideration of Reporting Errors

In this section, we consider the impact of reporting errors on the performance of the proposed joint SDCSS and access design. Note that each SU relies on the channel sensing results received from other SUs in $S_j^U$ to determine the sensing outcome for each channel $j$. If there are reporting errors then different SUs may receive different channel sensing results, which lead to different final channel sensing decisions. The throughput analysis, therefore, must account for all possible error patterns that can occur in reporting channel sensing results. We will present the cooperative sensing model and throughput analysis considering reporting errors in the following.
7.5 Consideration of Reporting Errors

7.5.1 Cooperative Sensing with Reporting Errors

In the proposed SDCSS scheme, each SU $i_1$ collects sensing results for each channel $j$ from all SUs $i_2 \in S_j^U$ who are assigned to sense channel $j$. In this section, we consider the case where there can be errors in reporting the channel sensing results among SUs. We assume that the channel sensing result for each channel transmitted by one SU to other SUs is represented by a single bit whose 1/0 values indicates that the underlying channel is available and busy, respectively. In general, the error probability of the reporting message between SUs $i_1$ and $i_2$ depends on the employed modulation scheme and the signal to noise ratio (SNR) of the communication channel between the two SUs. We denote the bit error probability of transmitting the reporting bit from SU $i_2$ to SU $i_1$ as $P_{i_1 i_2}^{e}$. In addition, we assume that the error processes of different reporting bits for different SUs are independent. Then, the probability of detection and probability of false alarm experienced by SU $i_1$ on channel $j$ with the sensing result received from SU $i_2$ can be written as

$$P_{i_1 i_2}^{i_1 i_2 u,e} = \begin{cases} P_{i_2}^{i_2 j} (1 - P_{i_1 i_2}^{i_1 i_2 e}) + (1 - P_{i_2}^{i_2 j}) P_{i_1 i_2}^{i_1 i_2 e} & \text{if } i_1 \neq i_2 \\ P_{i_1 i_2}^{i_1 i_2 j} & \text{if } i_1 = i_2 \end{cases}$$

(7.29)

where $u \equiv d$ and $u \equiv f$ represents probabilities of detection and false alarm, respectively. Note that we have $P_{i_1 i_2}^{i_1 i_2 e} = 0$ if $i_1 = i_2 = i$ since there is no sensing result exchange involved in this case. As SU $i$ employs the $a_j$-out-of-$b_j$ aggregation rule for channel $j$, the probabilities of detection and false alarm for SU $i$ on channel $j$ can be calculated as

$$\tilde{P}_{i_1 i_2}^{i_1 i_2 u} (\vec{\varepsilon}, \vec{\tau}, a_j) = \sum_{l=1}^{b_j} \sum_{k=1}^{c_{b_j}} \prod_{i_1 \in \Phi_k^l} P_{i_1 i_2}^{i_1 i_2 u,e} \prod_{i_2 \in S_j^U \backslash \Phi_k^l} \tilde{P}_{i_1 i_2}^{i_1 i_2 j}.$$  

(7.30)

Again, $u \equiv d$ and $u \equiv f$ represent the corresponding probabilities of detection or false alarm, respectively. Recall that $S_j^U$ represents the set of SUs who are assigned to sense channel $j$; thus, we have $b_j = |S_j^U|$ and $1 \leq a_j \leq b_j = |S_j^U|$. For brevity, $\tilde{P}_{i_1 i_2}^{i_1 i_2 u} (\vec{\varepsilon}, \vec{\tau}, a_j)$ is written as $\tilde{P}_{i_1 i_2}^{i_1 i_2 u}$ in the following.

7.5.2 Throughput Analysis Considering Reporting Errors

In order to analyze the saturation throughput for the case there are reporting errors, we have to consider all possible scenarios due to the idle/busy status of all channels, sensing outcomes given by different SUs, and error/success events in the sensing result exchange.
consideration of reporting errors can be expressed as follows:

$$\mathcal{N}\mathcal{T} = \sum_{k_0=1}^{M} \sum_{l_0=1}^{C_{M}^{k_0}} \prod_{j_1 \in \Psi_{k_0}^{l_0}} \mathcal{P}_{j_1} (\mathcal{H}_0) \prod_{j_2 \in \Psi_{k_0}^{l_0}} \mathcal{P}_{j_2} (\mathcal{H}_1) \times$$  \hspace{1cm} (7.31)

$$\prod_{j_3 \in \Psi_{k_0}^{l_0}} \sum_{k_1=0}^{C_{M}^{k_1}} \sum_{l_1=1}^{i_0 \in \Theta_{k_1,j_3}^{l_1}} \prod_{i_1 \in \Psi_{j_3}^{l_1}} \mathcal{P}_{i_1,j_3} \prod_{i_2 \in \Theta_{k_2,j_4}^{l_2}} \mathcal{P}_{i_2,j_4} \times$$  \hspace{1cm} (7.32)

$$\prod_{j_4 \in \Psi_{k_0}^{l_0}} \sum_{k_2=0}^{C_{M}^{k_2}} \sum_{l_2=1}^{i_2 \in \Omega_{k_2,j_4}^{l_2}} \prod_{i_3 \in \Psi_{j_4}^{l_2}} \mathcal{P}_{i_3,j_4} \times$$  \hspace{1cm} (7.33)

$$\prod_{i_4 \in \Psi_{k_3}^{l_3}} \sum_{k_3=0}^{C_{M}^{k_3}} \sum_{l_3=1}^{i_3 \in \Theta_{k_3,j_3}^{l_3}} \prod_{i_5 \in \Psi_{j_3}^{l_3}} \mathcal{P}_{i_4,i_5} \prod_{i_6 \in \Theta_{k_4,j_3}^{l_4}} \mathcal{P}_{i_4,i_6} \times$$  \hspace{1cm} (7.34)

$$\sum_{k_4=0}^{C_{M}^{k_4}} \prod_{l_4=1}^{i_7 \in \Lambda_{k_4,j_3}^{l_4}} \mathcal{P}_{i_4,i_7} \prod_{i_8 \in \Psi_{j_3}^{l_3}} \mathcal{P}_{i_4,i_8} \times$$  \hspace{1cm} (7.35)

$$\prod_{i_9 \in \Psi_{k_5}^{l_5}} \sum_{k_5=0}^{C_{M}^{k_5}} \sum_{l_5=1}^{i_9 \in \Xi_{k_5,j_4}^{l_5}} \prod_{i_{10} \in \Theta_{k_5,j_3}^{l_5}} \mathcal{P}_{i_9,i_{10}} \prod_{i_{11} \in \Omega_{k_2,j_4}^{l_2}} \mathcal{P}_{i_9,i_{11}} \times$$  \hspace{1cm} (7.36)

$$\sum_{k_6=0}^{C_{M}^{k_6}} \prod_{l_6=1}^{i_{12} \in \Gamma_{k_6,j_4}^{l_6}} \mathcal{P}_{i_9,i_{12}} \prod_{i_{13} \in \Omega_{k_2,j_4}^{l_2}} \mathcal{P}_{i_9,i_{13}} \times$$  \hspace{1cm} (7.37)

$$\mathcal{T}_p (\mathbf{r}, \{a_j \}, p),$$  \hspace{1cm} (7.38)

where $\mathcal{T}_p (\mathbf{r}, \{a_j \}, p)$ denotes the conditional throughput for one combined scenario discussed above. In (7.31), we generate all possible sets where $k_0$ channels are available for secondary access (i.e., they are not used by PUs) while the remaining channels are busy. There are $C_{M}^{k_0}$ such sets and $\Psi_{k_0}^{l_0}$ represents one particular set of available channels. The first product term in (7.31) denotes the probability that all channels in $\Psi_{k_0}^{l_0}$ are available while the second product term describes the probability that the remaining channels are busy.
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Then, for one particular channel $j_3 \in \Psi_{k_0}^l$, we generate all possible sets with $k_1$ SUs in $S_{j_3}^U$ ($S_{j_3}^U$ is the set of SUs who are assigned to sense channel $j_3$) whose sensing results indicate that channel $j_3$ is available in (7.32). There are $C_{|S_{j_3}^U|}^{k_1}$ such sets and $\Theta_{k_1,j_3}^l$ denotes one such typical set. Again, the first product term in (7.32) is the probability that the sensing outcomes of all SUs in $\Theta_{k_1,j_3}^l$ indicate that channel $j_3$ is available; and the second term is the probability that the sensing outcomes of all SUs in the remaining set $S_{j_3}^U \backslash \Theta_{k_1,j_3}^l$ indicate that channel $j_3$ is not available.

In (7.33), for one specific channel $j_4 \in S \backslash \Psi_{k_0}^l$, we generate all possible sets with $k_2$ SUs in $S_{j_4}^U$ whose sensing outcomes indicate that channel $j_4$ is available due to missed detection. There are $C_{|S_{j_4}^U|}^{k_2}$ such sets and $\Omega_{k_2,j_4}^l$ is a typical one. Similarly, the first product term in (7.33) is the probability that the sensing outcomes of all SUs in $\Omega_{k_2,j_4}^l$ indicate that channel $j_4$ is available; and the second term is the probability that the sensing outcomes of all SUs in the remaining set $S_{j_4}^U \backslash \Omega_{k_2,j_4}^l$ indicate that channel $j_4$ is not available.

Recall that for any specific channel $j$, each SU in $S^U$ (the set of all SUs) receives sensing results from a group of SUs who are assigned to sense the channel $j$. In (7.34), we consider all possible error events due to message exchanges from SUs in $\Theta_{k_1,j_3}^l$. The first group denoted as $\Phi_{k_3,j_3}^l$ includes SUs in $\Theta_{k_1,j_3}^l$ has its sensing results received at SU $i_4 \in S^U$ indicating that channel $j_3$ available (no reporting error) while the second group of SUs $\Theta_{k_1,j_3}^l \backslash \Phi_{k_3,j_3}^l$ has the sensing results received at SU $i_4 \in S^U$ suggesting that channel $j_3$ is not available due to reporting errors. For each of these two groups, we generate all possible sets of SUs of different sizes and capture the corresponding probabilities. In particular, we generate all sets with $k_3$ SUs $i_5 \in \Phi_{k_3,j_3}^l$, where SU $i_4$ collects correct sensing information from SUs $i_5$ (i.e., there is no error on the channel between $i_4$ and $i_5$). Similar expression is presented for the second group in which we generate all sets of $k_4$ SUs $i_6 \in \Theta_{k_1,j_3}^l \backslash \Phi_{k_3,j_3}^l$, where SU $i_4$ collects wrong sensing information from each SU $i_6$ (i.e., there is an error on the channel between $i_4$ and $i_6$). Similarly, we present the possible error events due to exchanges of sensing results from the set of SUs $S_{j_3}^U \backslash \Theta_{k_1,j_3}^l$ in (7.35).

In (7.36) and (7.37), we consider all possible error events due to sensing result exchanges for channel $j_4 \in S \backslash \Psi_{k_0}^l$. Here, each SU in $S^U$ collects sensing result information from two sets of SUs in $\Omega_{k_2,j_4}^l$ and $S_{j_4}^U \backslash \Omega_{k_2,j_4}^l$, respectively. The first set includes SUs in $\Omega_{k_2,j_4}^l$ whose sensing results indicate that channel $j_4$ available due to missed detection, while the second set includes SUs in $S_{j_4}^U \backslash \Omega_{k_2,j_4}^l$ whose sensing results indicate that channel $j_4$ is not available. Possible outcomes for the message exchanges due to the first set $\Omega_{k_2,j_4}^l$ are captured in (7.36) where we present the outcomes for two groups of this first set. For group one, we generate
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all sets with $k_5$ SUs $i_{10} \in \Xi_{k_5,j_4}^6$ where SU $i_9$ collects correct sensing information from SUs $i_{10}$ (i.e., there is no error on the channel between $i_9$ and $i_{10}$). For group two, we consider the remaining sets of SUs in $\Omega_{k_2,j_4}^6 \setminus \Xi_{k_5,j_4}^6$ where SU $i_9$ receives wrong sensing information from each SU $i_{11}$ (i.e., there is an error on the channel between $i_9$ and $i_{11}$). Similar partitioning of the set $S_{j_4}^U \setminus \Omega_{k_2,j_4}^6$ into two groups $\Gamma_{k_6,j_4}^6$ and $S_{j_4}^U \setminus \Omega_{k_2,j_4}^6 \setminus \Gamma_{k_6,j_4}^6$ with the corresponding message reporting error patterns is captured in (7.37).

For each combined scenario whose probability is presented above, each SU $i$ has collected
sensing result information for each channel, which is the sensing results obtained by itself or received from other SUs. Then, each SU $i$ determines the idle/busy status of each channel $j$ by applying the $a_j$-out-of-$b_j$ rule on the collected sensing information. Let $S^a_i$ be set of channels, whose status is “available” as being suggested by the $a_j$-out-of-$b_j$ rule at SU $i$. According to our design MAC protocol, SU $i$ will randomly select one channel in the set $S^a_i$ to perform contention and transmit its data. In order to obtain the conditional throughput $T_p^r (\tau, \{a_j\}, p)$ for one particular combined scenario, we have to reveal the contention operation on each actually available channel, which is presented in the following.

Let $S^a_i = S^a_{1,i} \cup S^a_{2,i}$ where channels in $S^a_{1,i}$ are actually available and channels in $S^a_{2,i}$ are not available but the SDCSS policy suggests the opposite due to sensing and/or reporting errors. Moreover, let $\hat{S}^a_i = \bigcup_{j \in S^a_i} S^a_{1,i}$ be the set of actually available channels, which are detected by all SUs by using the SDCSS policy. Similarly, we define $\hat{S}^a_2 = \bigcup_{j \in S^a_i} S^a_{2,i}$ as the set of channels indicated as available by some SUs due to errors. Let $k^a_e = |S^a_i|$ be the number of available channels at SU $i$; then SU $i$ chooses one channel in $\hat{S}^a_2$ to transmit data with probability $1/k^a_e$. In addition, let $\hat{S}^a = \hat{S}^a_1 \cup \hat{S}^a_2$ be set of all “available” channels each of which is determined as being available by at least one SU and let $k^a_{\max} = |\hat{S}^a|$ be the size of this set.

To calculate the throughput for each channel $j$, let $\Psi^a_j$ be the set of SUs whose SDCSS outcomes indicate that channel $j$ is available and let $\Psi^a = \bigcup_{j \in \hat{S}^a} \Psi^a_j$ be the set of SUs whose SDCSS outcomes indicate that at least one channel in the assigned spectrum sensing set is available. In addition, let us define $N_j = |\Psi^a_j|$ and $N_{\max} = |\Psi^a|$, which describe the sizes of these sets, respectively. It is noted that $N_{\max} \leq N$ due to the following reason. In any specific combination that is generated in Eqs. (7.31)–(7.37), there can be some SUs, denoted as $\{i\}$, whose sensing outcomes indicate that all channels in the assigned spectrum sensing sets are not available (i.e., not available for access). Therefore, we have $\Psi^a = S^U \setminus \{i\}$, which implies $N_{\max} \leq N$ where $N = |S^U|$. Moreover, we assume that channels in $\hat{S}^a$ are indexed by $1, 2, \ldots, k^a_{\max}$. Similar to the throughput analysis without reporting errors, we consider all possible sets $\{n_j\} = \{n_1, n_2, \ldots, n_{k^a_{\max}}\}$ where $n_j$ is the number of SUs choosing channel $j$ for access. Then, we can calculate the conditional throughput as follows:

$$T_p^r (\tau, \{a_j\}, p) = \sum_{\{n_j\} : \sum_{j_1 \in \hat{S}^a} n_{j_1} = N_{\max}} \mathcal{P} (\{N_{j_1}, n_{j_1}\}) \times \sum_{j_2 \in \hat{S}^a} \frac{1}{M} T_p^r (\tau, \{a_{j_2}\}, p | n = n_{j_2}) \mathcal{I} (n_{j_2} > 0).$$
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Here \( P(\{N_{j_1}, n_{j_1}\}) \) is the probability that each channel \( j_1 \) \((j_1 \in \hat{S}^a)\) is selected by \( n_{j_1} \) SUs for \( j_1 = 1, 2, \ldots, k_{\text{max}} \). This probability can be calculated as

\[
P(\{N_{j_1}, n_{j_1}\}) = \left( \begin{array}{c} \{N_{j_1}\} \\ \{n_{j_1}\} \end{array} \right) \prod_{i \in \Psi^a} \left( \frac{1}{k^i_d} \right),
\]

(7.41)

where \( \left( \begin{array}{c} \{N_{j_1}\} \\ \{n_{j_1}\} \end{array} \right) \) describes the number of ways to realize the access vector \( \{n_j\} \) for \( k_{\text{max}} \) channels, which can be obtained by using the enumeration technique as follows. For a particular way that the specific set of \( n_1 \) SUs \( S_{n_1}^a \) choose channel one (there are \( C_{N_1}^{n_1} \) such ways), we can express the set of remaining SUs that can choose channel two as \( \Psi^a(2) = \Psi^a_2 \setminus (S_{n_1}^a \cap \Psi^a_2) \). We then consider all possible ways that \( n_2 \) SUs in the set \( \Psi^a(2) \) choose channel two and we denote this set of SUs as \( S_{n_2}^a \) (there are \( C_{N_2}^{n_2} \) such ways where \( N_2 = |\Psi^a(2)| \)). Similarly, we can express the set of SUs that can choose channel three as \( \Psi^a(3) = \Psi^a_3 \setminus ((\cup_{i=1}^2 S^a_i) \cap \Psi^a_3) \) and consider all possible ways that \( n_3 \) SUs in the set \( \Psi^a(3) \) can choose channel three, and so on. This process is continued until \( n_{k_{\text{max}}} \) SUs choose channel \( k_{\text{max}} \). Therefore, the number of ways to realize the access vector \( \{n_j\} \) can be determined by counting all possible cases in the enumeration process.

The product term in (7.41) is due to the fact that each SU \( i \) chooses one available with probability \( 1/k_i^d \). The conditional throughput \( T_{j_2}^a (\tau, \{a_{j_2}\}, p | n = n_{j_2}) \) is calculated by using the same expression (7.12) given in Section 7.4. In addition, only actually available channel \( j_2 \in \hat{S}_1^a \) can contribute the total throughput, which explains the throughput sum in (7.40).

7.5.3 Design Optimization with Reporting Errors

The optimization of channel sensing/access parameters as well as channel sensing sets can be conducted in the same manner with that in Section 7.4. However, we have to utilize the new throughput analytical model presented in Section 7.5.2 in this case. Specifically, Algs. 15 and 16 can still be used to determine the optimized sensing/access parameters and channel sensing sets, respectively. Nonetheless, we need to use the new channel sensing model capturing reporting errors in Section 7.5.1 in these algorithms. In particular, from the equality constraint on the detection probability, i.e., \( \mathcal{P}_d^i (\bar{\tau}^i, a_{j_2}) = \mathcal{P}_d^j \), we have to use (7.29) and (7.30) to determine \( P_{d}^i (\text{and the corresponding } P_{d}^j) \) assuming that \( P_{d}^i \) are all the same for all pairs \( \{i, j\} \) as what we have done in Section 7.4.
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Table 7.3: Throughput vs probability of vacant channel (MxN=4x4)

<table>
<thead>
<tr>
<th>NJ</th>
<th>Greedy</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Optimal</td>
<td>0.0817</td>
<td>0.1589</td>
<td>0.2321</td>
<td>0.3007</td>
<td>0.3613</td>
<td>0.4183</td>
<td>0.4681</td>
<td>0.5087</td>
<td>0.5488</td>
<td>0.5796</td>
</tr>
<tr>
<td></td>
<td>Gap (%)</td>
<td>0.12</td>
<td>4.09</td>
<td>0.22</td>
<td>0.83</td>
<td>0.03</td>
<td>0.98</td>
<td>0.40</td>
<td>0.57</td>
<td>0.49</td>
<td>0.93</td>
</tr>
</tbody>
</table>

7.6 Numerical Results

To obtain numerical results in this section, the key parameters for the proposed MAC protocol are chosen as follows: cycle time is \( T = 100\, ms \); the slot size is \( v = 20\, \mu s \), which is the same as in IEEE 802.11p standard; packet size is \( PS = 450 \) slots (i.e., \( 450v \)); propagation delay \( PD = 1\, \mu s \); \( SIFS = 2 \) slots; \( DIFS = 10 \) slots; \( ACK = 20 \) slots; \( CTS = 20 \) slots; \( RTS = 20 \) slots; sampling frequency for spectrum sensing is \( f_s = 6\, MH z \); and \( t_r = 80\, \mu s \).

The results presented in all figures except Fig. 7.11 correspond to the case where there is no reporting error. To investigate the efficacy of our proposed low-complexity channel assignment algorithm (Alg. 16), we compare the throughput performance achieved by the optimal brute-force search and greedy channel assignment algorithm in Table 7.3. In particular, we show normalized throughput \( N_j \) versus probabilities \( P_j(H_0) \) for these two algorithms and the relative gap between them. Here, the probabilities \( P_j(H_0) \) for different channels \( j \) are chosen to be the same and we choose \( M = 4 \) channels and \( N = 4 \) SUs. To describe the SNR of different SUs and channels, we use \( \{i, j\} \) to denote a combination of channel \( j \) and SU \( i \) who senses this channel. The SNR setting for different combinations of SUs and channels \( \{i, j\} \) is performed for two groups of SUs as \( \gamma_{ij}^{1} = -15dB \): channel 1: \( \{1, 1\}, \{2, 1\}, \{3, 1\} \); channel 2: \( \{2, 2\}, \{4, 2\} \); channel 3: \( \{1, 3\}, \{4, 3\} \); and channel 4: \( \{1, 4\}, \{3, 4\} \). The remaining combinations correspond to the SNR value \( \gamma_{ij}^{2} = -20dB \) for group two. The results in this table confirms that the throughput gaps between our greedy algorithm and the brute-force optimal search algorithm are quite small, which are less that 1% for all except the case two presented in this table. These results confirm that our proposed greedy algorithm works well for small systems (i.e., small \( M \) and \( N \)). In the following, we investigate the performance of our proposed algorithms for larger systems.

To investigate the performance of our proposed algorithm for a typical system, we consider the network setting with \( N = 10 \) and \( M = 4 \). We divide SUs into 2 groups where the received SNRs at SUs due to the transmission from PU \( i \) is equal to \( \gamma_{i,0}^{ij} = \)
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Figure 7.5: Convergence illustration for Alg. 16.

-15dB and $\gamma_{2,0} = -10dB$ (or their shifted values described later) for the two groups, respectively. Again, to describe the SNR of different SUs and channels, we use $\{i, j\}$ to denote a combination of channel $j$ and SU $i$ who senses this channel. The combinations of the first group corresponding to $\gamma_{ij,1} = -10dB$ are chosen as follows: channel 1: $\{1,1\}, \{2,1\}, \{3,1\}$; channel 2: $\{2,2\}, \{4,2\}, \{5,2\}$; channel 3: $\{4,3\}, \{6,3\}, \{7,3\}$; and channel 4: $\{1,4\}, \{3,4\}, \{6,4\}, \{8,4\}, \{9,4\}, \{10,4\}$. The remaining combinations belong to the second group with the SNR equal to $\gamma_{ij,2} = -15dB$. To obtain results for different values of SNRs, we consider different shifted sets of SNRs where $\gamma_{ij,1}$ and $\gamma_{ij,2}$ are shifted by $\Delta \gamma$ around their initial values $\gamma_{ij,1,0} = -15dB$ and $\gamma_{ij,2,0} = -10dB$ as $\gamma_{ij} = \gamma_{ij,0} + \Delta \gamma$. For example, as $\Delta \gamma = -10$, the resulting SNR values are $\gamma_{ij} = -25dB$ and $\gamma_{ij} = -20dB$. These parameter settings are used to obtain the results presented in Figs. 7.5, 7.6, 7.7, 7.8, and 7.9 in the following.

Fig. 7.5 illustrates the convergence of Alg. 2 where we show the normalized throughput $N_T_p$ versus the iterations for $\Delta \gamma = -2, -5, -8$ and $-11dB$. For simplicity, we choose $\delta$ equals $10^{-3} \times NT_c$ in Alg. 2. This figure confirms that Alg. 16 converges after about 11, 13, 15 and 16 iterations for $\Delta \gamma = -2, -5, -8$, and $-11dB$, respectively. In addition, the normalized throughput increases over the iterations as expected.

Fig. 7.6 presents normalized throughput $NT_p$ versus transmission probability $p$ and sensing time $\tau_{11}$ for the SNR shift equal to $\Delta \gamma = -7$ where the sensing times for other pairs of SUs and channels are optimized as in Alg. 15. This figure shows that channel sensing and access parameters can strongly impact the throughput of the secondary network, which indicates the need to optimize them. This figure shows that the optimal values of $p$ and $\tau_{11}$ are around $(\bar{\tau}_{11}, \bar{p}) = (0.0054s, 0.1026)$ to achieve the maximum normalized throughput of $NT_p = 0.7104$. It can be observed that normalized throughput $NT_p$ is less sensitive to transmission probability $p$ while it varies more significantly as the sensing time $\tau_{11}$ deviates
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Figure 7.6: Normalized throughput versus transmission probability $p$ and sensing time $\tau^{11}$ for $\Delta \gamma = -7$, $N = 10$ and $M = 4$.

Figure 7.7: Normalized throughput versus SNR shift $\Delta \gamma$ for $N = 10$ and $M = 4$ under 4 aggregation rules.

from the optimal value. In fact, there can be multiple available channels which each SU can choose from. Therefore, the contention level on each available channel would not be very intense for most values of $p$. This explains why the throughput is not very sensitive to the access parameter $p$.

In Fig. 7.7, we compare the normalized throughput of the secondary network as each SU employs four different aggregation rules, namely AND, OR, majority, and the optimal a-out-of-b rules. The four throughput curves in this figure represent the optimized normalized throughput values achieved by using Algs. 15 and 16. For the OR, AND, majority rules, we do not need to find optimized $a_j$ parameters for different channels $j$ in Alg. 15. Alternatively, $a_j = 1$, $a_j = b_j$ and $a_j = \lceil b_j/2 \rceil$ correspond to the OR, AND and majority rules, respectively. It can be seen that the optimal a-out-of-b rule achieves the highest throughput among the considered rules. Moreover, the performance gaps between the optimal a-out-of-b rule and
other rule tends to be larger for smaller SNR values.

In Fig. 7.8, we compare the throughput performance as the sensing times are optimized by using Alg. 15 and they are fixed at different fractions of the cycle time in Alg. 15. For fair comparison, the optimized a-out-of-b rules are used in both schemes with optimized and non-optimized sensing times. For the non-optimized scheme, we employ Alg. 16 for channel assignment; however, we do not optimize the sensing times in Alg. 15. Alternatively, $\tau_{ij}$ is chosen from the following values: $1\% T$, $2\% T$, $5\% T$ and $10\% T$ where $T$ is the cycle time. Furthermore, for this non-optimized scheme, we still find an optimized value of $\bar{a}_j$ for each channel $j$ (corresponding to the sensing phase) and the optimal value of $\bar{p}$ (corresponding to the access phase) in Alg. 15. This figure confirms that the optimized design achieves the largest throughput. Also, small sensing times can achieve good throughput performance at the high-SNR regime but result in poor performance if the SNR values are low. In contrast, too large sensing times (e.g., equal $10\% T$) may become inefficient if the SNR values are sufficiently large. These observations again illustrate the importance of optimizing the channel sensing and access parameters.

We compare the normalized throughput under our optimized design and the round-robin (RR) channel assignment strategies in Fig. 7.9. For RR channel assignment schemes, we first allocate channels for SUs as described in Table 7.4 (i.e., we consider three different RR channel assignments). In the considered round-robin channel assignment schemes, we assign at most 1, 2 and 3 channels for each SU corresponding to cases 1, 2 and 3 as shown in Table 7.4. In particular, we sequentially assign channels with increasing indices for the next SUs until exhausting (we then repeat this procedure for the following SU). Then, we only employ Alg. 15 to optimize the sensing and access parameters for these RR channel
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**Figure 7.9:** Normalized throughput versus SNR shift $\Delta \gamma$ for $N = 10$ and $M = 4$ for optimized and RR channel assignments.

**Table 7.4:** Round-robin Channel Assignment (x denotes an assignment)

<table>
<thead>
<tr>
<th>Channel</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>2</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>3</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>4</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>5</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>6</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>7</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>8</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>9</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>10</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Assignments. Fig. 7.9 shows that the optimized design achieves much higher throughput than those due to RR channel assignments. These results confirm that channel assignments for cognitive radios play a very important role in maximizing the spectrum utilization for CRNs. In particular, if it would be sufficient to achieve good sensing and throughput performance if we assign a small number of nearby SUs to sense any particular channel instead of requiring all SUs to sense the channel. This is because “bad SUs” may not contribute to improve the sensing performance but result in more sensing overhead, which ultimately decreases the throughput of the secondary network.
Figure 7.10: Normalized throughput versus probability of having vacant channel $P_j(H_0)$ for $N = 10$ and $M = 4$ for optimized channel assignments and a-out-of-b aggregation rule.

Figure 7.11: Normalized throughput versus SNR shift $\Delta \gamma$ for $N = 4$ and $M = 3$ for optimized channel assignments and a-out-of-b aggregation rules.

In Fig. 7.10, we consider the impact of PUs’ activities on throughput performance of the secondary network. In particular, we vary the probabilities of having idle channels for secondary spectrum access ($P_j(H_0)$) in the range of $[0.1, 1]$. For larger values of $P_j(H_0)$, there are more opportunities for SUs to find spectrum holes to transmit data, which results in higher throughput and vice versa. Moreover, this figure shows that the normalized throughput increases almost linearly with $P_j(H_0)$. Also as the $\Delta \gamma$ increases (i.e., higher SNR), the throughput performance can be improved significantly. However, the improvement becomes negligible if the SNR values are sufficiently large (for $\Delta \gamma$ in $[-6, -4]$). This is because for large SNR values, the required sensing time is sufficiently small, therefore, further increase of SNR does not reduce the sensing time much to improve the normalized throughput.

Finally, we study the impact of reporting errors on the throughput performance by using the extended throughput analytical model in Section 7.5. The network setting under in-
vestigation has $N = 4$ SUs and $M = 3$ channels. Again, we use notation $\{i, j\}$ to represent a combination of channel $j$ and SU $i$. The combinations with $\gamma_{ij}^{10} = -10 dB$ are chosen as follows: channel 1: $\{1, 1\}, \{2, 1\}, \{3, 1\}$; channel 2: $\{2, 2\}, \{4, 2\}$; channel 3: $\{1, 3\}, \{4, 3\}$. The remaining combinations correspond to $\gamma_{ij}^{20} = -15 dB$. We assume that the reporting errors between every pair of 2 SUs are the same, which is denoted as $P_e$. In Fig. 7.11, we show the achieved throughput as $P_e = 0\%$, $P_e = 1\%$ and $P_e = 5\%$ under optimized design. We can see that when $P_e$ increases, the normalized throughput decreases quite significantly if the SNR is sufficiently low. However, in the high-SNR regime, the throughput performance is less sensitive to the reporting errors.

### 7.7 Conclusion

We have proposed a general analytical and optimization framework for SDCSS and access design in multi-channel CRNs. In particular, we have proposed the $p$-persistent CSMA MAC protocol integrating the SDCSS mechanism. Then, we have analyzed the throughput performance of the proposed design and have developed an efficient algorithm to optimize its sensing and access parameters. Moreover, we have presented both optimal brute-force search and low-complexity algorithms to determine efficient channel sensing sets and have analyzed their complexity. We have also extended the framework to consider reporting errors in exchanging sensing results among SUs. Finally, we have evaluated the impacts of different parameters on the throughput performance of the proposed design and illustrated the significant performance gap between the optimized and non-optimized designs. Specifically, it has been confirmed that optimized sensing and access parameters as well as channel assignments can achieve considerably better throughput performance than that due to the non-optimized design. In the future, we will extend SDCSS and MAC protocol design for the multihop CRNs.
8.1 Abstract

In this paper, we propose an adaptive Medium Access Control (MAC) protocol for full-duplex (FD) cognitive radio networks in which FD secondary users (SUs) perform channel contention followed by concurrent spectrum sensing and transmission, and transmission only with maximum power in two different stages (called the FD sensing and transmission stages, respectively) in each contention and access cycle. The proposed FD cognitive MAC (FDC-MAC) protocol does not require synchronization among SUs and it efficiently utilizes the spectrum and mitigates the self-interference in the FD transceiver. We then develop a mathematical model to analyze the throughput performance of the FDC-MAC protocol where both half-duplex (HD) transmission (HDTx) and FD transmission (FDTx) modes are considered. Then, we study the FDC-MAC configuration optimization through adaptively controlling the
8.2 Introduction

Engineering MAC protocols for efficient sharing of white spaces is an important research topic in cognitive radio networks (CRNs). One critical requirement for the cognitive MAC design is that transmissions on the licensed frequency band from primary users (PUs) should be satisfactorily protected from the SUs’ spectrum access. Therefore, a cognitive MAC protocol for the secondary network must realize both the spectrum sensing and access functions so that timely detection of the PUs’ communications and effective spectrum sharing among SUs can be achieved. Most existing research works on cognitive MAC protocols have focused on the design and analysis of HD MAC (e.g., see [40, 41] and the references therein).

Due to the HD constraint, SUs typically employ a two-stage sensing/access procedure where they perform spectrum sensing in the first stage before accessing available spectrum for data transmission in the second stage [1, 8, 10, 16, 26, 118]. This constraint also requires SUs be synchronized during the spectrum sensing stage, which could be difficult to achieve in practice. In fact, spectrum sensing enables SUs to detect white spaces that are not occupied by PUs [8, 16, 26, 41, 77, 78]; therefore, imperfect spectrum sensing can reduce the spectrum utilization due to failure in detecting white spaces and potentially result in collisions with active PUs. Consequently, sophisticated design and parameter configuration of cognitive MAC protocols must be conducted to achieve good performance while appropriately protecting PUs [1, 10, 16, 26, 40, 55, 118]. As a result, traditional MAC protocols [3, 4, 129–131] adapted to the CRN may not provide satisfactory performance.

In general, HD-MAC protocols may not exploit white spaces very efficiently since significant sensing time may be required, which would otherwise be utilized for data transmission. Moreover, SUs may not timely detect the PUs’ activity during their transmissions, which
can cause severe interference to active PUs. Thanks to recent advances on FD technologies, a FD radio can transmit and receive data simultaneously on the same frequency band [42–47]. One of the most critical issues of wireless FD communication is the presence of self-interference, which is caused by power leakage from the transmitter to the receiver of a FD transceiver. The self-interference may indeed lead to serious communication performance degradation of FD wireless systems. Despite recent advances on self-interference cancellation (SIC) techniques [43–45] (e.g., propagation SIC, analog-circuit SIC, and digital baseband SIC), self-interference still exists due to various reasons such as the limitation of hardware and channel estimation errors.

8.2.1 Related Works

There are some recent works that propose to exploit the FD communications for MAC-level channel access in multi-user wireless networks [46, 114, 115, 132, 133]. In [46], the authors develop a centralized MAC protocol to support asymmetric data traffic where network nodes may transmit data packets of different lengths, and they propose to mitigate the hidden node problem by employing a busy tone. To overcome this hidden node problem, Duarte et al. propose to adapt the standard 802.11 MAC protocol with the RTS/CTS handshake in [132]. Moreover, Goyal et al. in [133] extend this study to consider interference between two nodes due to their concurrent transmissions. Different from conventional wireless networks, designing MAC protocols in CRNs is more challenging because the spectrum sensing function must be efficiently integrated into the MAC protocol. In addition, the self-interference must be carefully addressed in the simultaneous spectrum sensing and access to mitigate its negative impacts on the sensing and throughput performance.

The FD technology has been employed for more efficient spectrum access design in cognitive radio networks [28, 111, 113, 134] where SUs can perform sensing and transmission simultaneously. In [134], a FD MAC protocol is developed which allows simultaneous spectrum access of the SU and PU networks where both PUs and SUs are assumed to employ the $p$-persistent MAC protocol for channel contention resolution and access. This design is, therefore, not applicable to the hierarchical spectrum access in the CRNs where PUs should have higher spectrum access priority compared to SUs.

In our previous work [28], we propose the FD MAC protocol by using the standard backoff mechanism as in the 802.11 MAC protocol where we employ concurrent FD sensing and access during data transmission as well as frame fragmentation. Moreover, engineering of a cognitive FD relaying network is considered in [111, 113], where various resource allocation
algorithms to improve the outage probability are proposed. In addition, the authors in [114] develop the joint routing and distributed resource allocation for FD wireless networks. In [115], Choi et al. study the distributed power allocation for a hybrid FD/HD system where all network nodes operate in the HD mode but the access point (AP) communicates by using the FD mode. In practice, it would be desirable to design an adaptable MAC protocol, which can be configured to operate in an optimal fashion depending on specific channel and network conditions. This design will be pursued in our current work.

8.2.2 Our Contributions

In this paper, we make a further bold step in designing, analyzing, and optimizing an adaptive FDC–MAC protocol for CRNs, where the self-interference and imperfect spectrum sensing are explicitly considered. In particular, the contributions of this paper can be summarized as follows.

1. We propose a novel FDC–MAC protocol that can efficiently exploit the FD transceiver for spectrum sensing and access of the white space without requiring synchronization among SUs. In this protocol, after the $p$-persistent based channel contention phase, the winning SU enters the data phase consisting of two stages, i.e., concurrent sensing and transmission in the first stage (called FD sensing stage) and transmission only in the second stage (called transmission stage). The developed FDC–MAC protocol, therefore, enables the optimized configuration of transmit power level and sensing time during the FD sensing stage to mitigate the self-interference and appropriately protect the active PU. After the FD sensing stage, the SU can transmit with the maximum power to achieve the highest throughput.

2. We develop a mathematical model for throughput performance analysis of the proposed FDC-MAC protocol considering the imperfect sensing, self-interference effects, and the dynamic status changes of the PU. In addition, both one-way and two-way transmission scenarios, which are called HD transmission (HDTx) and FD transmission (FDTx) modes, respectively, are considered in the analysis. Since the PU can change its idle/active status during the FD sensing and transmission stages, different potential status-change scenarios are studied in the analytical model.

3. We study the optimal configuration of FDC-MAC protocol parameters including the SU’s sensing duration and transmit power to maximize the achievable throughput.
under both FDTx and HDTx modes. We prove that there exists an optimal sensing
time to achieve the maximum throughput for a given transmit power value during the
FD sensing stage under both FDTx and HDTx modes. Therefore, optimal protocol
parameters can be determined through standard numerical search methods.

4. Extensive numerical results are presented to illustrate the impacts of different protocol
parameters on the throughput performance and the optimal configurations of the pro-
posed FDC-MAC protocol. Moreover, we show the significant throughput enhancement
of the proposed FDC-MAC protocol compared to existing cognitive MAC protocols,
namely the HD MAC protocol and a single-stage FD MAC protocol with concurrent
sensing and access. Specifically, our FDC-MAC protocol achieves higher throughput
with the increasing maximum power while the throughput of the single-stage FD MAC
protocols decreases with the maximum power in the high power regime due to the self-
interference. Moreover, the proposed FDC-MAC protocol leads to significant higher
throughput than that due to the HD MAC protocol.

The remaining of this paper is organized as follows. Section 8.3 describes the system
and PU models. FDC–MAC protocol design, and throughput analysis for the proposed
FDC–MAC protocol are performed in Section 8.4. Then, Section 8.5 studies the opti-
mal configuration of the proposed FDC–MAC protocol to achieve the maximum secondary
throughput. Section 8.6 demonstrates numerical results followed by concluding remarks in
Section 8.7.

8.3 System and PU Activity Models

8.3.1 System Model

We consider a cognitive radio network where \( n_0 \) pairs of SUs opportunistically exploit white
spaces on a frequency band for communications. We assume that each SU is equipped with
a FD transceiver, which can perform sensing and transmission simultaneously. However,
the sensing performance of each SU is impacted by the self-interference from its transmitter
since the transmitted power is leaked into the received signal. We denote \( I(P) \) as the average
self-interference power, which is modeled as \( I(P) = \zeta(P)^\xi \) [42] where \( P \) is the SU’s transmit
power, \( \zeta \) and \( \xi \) (0 ≤ \( \xi \) ≤ 1) are predetermined coefficients which represent the quality
of self-interference cancellation (QSIC). In this work, we design a asynchronous cognitive
MAC protocol where no synchronization is required among SUs and between SUs and PUs.
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We assume that different pairs of SUs can overhear transmissions from the others (i.e., a collocated network is assumed). In the following, we refer to pair $i$ of SUs as SU $i$ for brevity.

8.3.2 Primary User Activity

We assume that the PU’s idle/active status follows two independent random processes. We say that the channel is available and busy for SUs’ access if the PU is in the idle and active (or busy) states, respectively. Let $\mathcal{H}_0$ and $\mathcal{H}_1$ denote the events that the PU is idle and active, respectively. To protect the PU, we assume that SUs must stop their transmissions and evacuate from the busy channel within the maximum delay of $T_{eva}$, which is referred to as channel evacuation time.

Let $\tau_{ac}$ and $\tau_{id}$ denote the random variables which represent the durations of active and idle channel states, respectively. We denote probability density functions (pdf) of $\tau_{ac}$ and $\tau_{id}$ as $f_{\tau_{ac}}(t)$ and $f_{\tau_{id}}(t)$, respectively. While most results in this paper can be applied to general pdfs $f_{\tau_{ac}}(t)$ and $f_{\tau_{id}}(t)$, we mostly consider the exponential pdf in the analysis. In addition, let $P(\mathcal{H}_0) = \frac{\bar{\tau}_{id}}{\bar{\tau}_{id} + \bar{\tau}_{ac}}$ and $P(\mathcal{H}_1) = 1 - P(\mathcal{H}_0)$ present the probabilities that the channel is available and busy, respectively where $\bar{\tau}_{id}$ and $\bar{\tau}_{ac}$ denote the average values of $\tau_{ac}$ and $\tau_{id}$, respectively. We assume that the probabilities that $\tau_{ac}$ and $\tau_{id}$ are smaller than $T_{eva}$ are sufficiently small (i.e., the PU changes its status slowly) so that we can ignore events with multiple idle/active status changes in one channel evacuation interval $T_{eva}$.

8.4 Full-Duplex Cognitive MAC Protocol

In this section, we describe the proposed FDC-MAC protocol and conduct its throughput analysis considering imperfect sensing, self-interference of the FD transceiver, and dynamic status change of the PUs.

8.4.1 FDC-MAC Protocol Design

The proposed FDC-MAC protocol integrates three important elements of cognitive MAC protocol, namely contention resolution, spectrum sensing, and access functions. Specifically, SUs employ the $p$-persistent CSMA principle [4] for contention resolution where each SU with data to transmit attempts to capture an available channel with a probability $p$ after the channel is sensed to be idle during the standard DIFS interval (DCF Interframe Space). If a particular SU decides not to transmit (with probability of $1 - p$), it will sense the channel
and attempt to transmit again in the next slot of length $\sigma$ with probability $p$. To complete the reservation, the four-way handshake with Request-to-Send/Clear-to-Send (RTS/CST) exchanges \[3\] is employed to reserve the available channel for transmission. Specifically, the secondary transmitter sends RTS to the secondary receiver and waits until it successfully receives the CTS from the secondary receiver. All other SUs, which hear the RTS and CTS exchange from the winning SU, defer to access the channel for a duration equal to the data transmission time, $T$. Then, an acknowledgment (ACK) from the SU’s receiver is transmitted to its corresponding transmitter to notify the successful reception of a packet. Furthermore, the standard small interval, namely SIFS (Short Interframe Space), is used before the transmissions of CTS, ACK, and data frame as in the standard 802.11 MAC protocol \[3\].

In our design, the data phase after the channel contention phase comprises two stages.
where the SU performs concurrent sensing and transmission in the first stage with duration $T_S$ and transmission only in the second stage with duration $T - T_S$. Here, the SU exploits the FD capability of its transceiver to realize concurrent sensing and transmission the first stage (called FD sensing stage) where the sensing outcome at the end of this stage (i.e., an idle or active channel status) determines its further actions as follows. Specifically, if the sensing outcome indicates an available channel then the SU transmits data in the second stage; otherwise, it remains silent for the remaining time of the data phase with duration $T - T_S$.

We assume that the duration of the SU’s data phase $T$ is smaller than the channel evacuation time $T_{eva}$ so timely evacuation from the busy channel can be realized with reliable FD spectrum sensing. Therefore, our design allows to protect the PU with evacuation delay at most $T$ if the MAC carrier sensing during the contention phase and the FD spectrum sensing in the data phase are perfect. Furthermore, we assume that the SU transmits at power levels $P_{sen} \leq P_{max}$ and $P_{dat} = P_{max}$ during the FD sensing and transmission stages, respectively where $P_{max}$ denotes the maximum power and the transmit power $P_{sen}$ in the FD sensing stage will be optimized to effectively mitigate the self-interference and achieve good sensing-throughput tradeoff. The timing diagram of the proposed FDC–MAC protocol is illustrated in Fig. 8.1.

We allow two possible operation modes in the transmission stage. The first is the HD transmission mode (HDTx mode) where there is only one direction of data transmission from the SU transmitter to the SU receiver. In this mode, there is no self-interference in the transmission stage. The second is the FD transmission mode (FDTx mode) where two-way communications between the pair of SUs are assumed (i.e., there are two data flows between the two SU nodes in opposite directions). In this mode, the achieved throughput can be potentially enhanced (at most doubling the throughput of the HDTx mode) but self-interference must be taken into account in throughput quantification.

Our proposed FDC–MAC protocol design indeed enables flexible and adaptive configuration, which can efficiently exploit the capability of the FD transceiver. Specifically, if the duration of the FD sensing stage is set equal to the duration of the whole data phase (i.e., $T_S = T$), then the SU performs concurrent sensing and transmission for the whole data phase as in our previous design [28]. This configuration may degrade the achievable throughput since the transmit power during the FD sensing stage is typically set smaller $P_{max}$ to mitigate the self-interference and achieve the required sensing performance. We will refer the corresponding MAC protocol with $T_S = T$ as one-stage FD MAC in the sequel.
Moreover, if we set the SU transmit power $P_{\text{sen}}$ in the sensing stage equal to zero, i.e., $P_{\text{sen}} = 0$, then we achieve the traditional two-stage HD cognitive MAC protocol where sensing and transmission are performed sequentially in two different stages [16, 26]. Moreover, the proposed FDC–MAC protocol is more flexible than existing designs [28], [16, 26] since different existing designs can be achieved through suitable configuration of the protocol parameters of our FDC–MAC protocol. It will be demonstrated that the proposed FDC–MAC protocol achieves significant better throughput than that of the existing cognitive MAC protocols. In the following, we present the throughput analysis based on which the protocol configuration optimization can be performed.

### 8.4.2 Throughput Analysis

We now conduct the saturation throughput analysis for the secondary network where all SUs are assumed to always have data to transmit. The resulting throughput can be served as an upper bound for the throughput in the non-saturated scenario [3]. This analysis is performed by studying one specific contention and access cycle (CA cycle) with the contention phase and data phase as shown in Fig. 8.1. Without loss of generality, we will consider the normalized throughput achieved per one unit of system bandwidth (in bits/s/Hz). Specifically, the normalized throughput of the FDC–MAC protocol can be expressed as

$$NJ = \frac{B}{T_{\text{ove}} + T}, \quad (8.1)$$

where $T_{\text{ove}}$ represents the time overhead required for one successful channel reservation (i.e., successful RTS/CTS exchanges), $B$ denotes the amount of data (bits) transmitted in one CA cycle per one unit of system bandwidth, which is expressed in bits/Hz. To complete the throughput analysis, we derive the quantities $T_{\text{ove}}$ and $B$ in the remaining of this subsection.

#### 8.4.2.1 Derivation of $T_{\text{ove}}$

The average time overhead for one successful channel reservation can be calculated as

$$T_{\text{ove}} = T_{\text{cont}} + 2SIFS + 2PD + ACK, \quad (8.2)$$

where $ACK$ is the length of an ACK message, $SIFS$ is the length of a short interframe space, and $PD$ is the propagation delay where $PD$ is usually small compared to the slot size $\sigma$, and $T_{\text{cont}}$ denotes the average time overhead due to idle periods, collisions, and successful transmissions of RTS/CTS messages in one CA cycle. For better presentation of the paper, the derivation of $T_{\text{cont}}$ is given in Appendix 8.8.1.
8.4.2.2 Derivation of $B$

To calculate $B$, we consider all possible cases that capture the activities of SUs and status changes of the PU in the FDC-MAC data phase of duration $T$. Because the PU’s activity is not synchronized with the SU’s transmission, the PU can change its idle/active status any time. We assume that there can be at most one transition between the idle and active states of the PU during one data phase interval. This is consistent with the assumption on the slow status changes of the PU as described in Section 8.3.2 since $T < T_{\text{eva}}$. Furthermore, we assume that the carrier sensing of the FDC-MAC protocol is perfect; therefore, the PU is idle at the beginning of the FDC-MAC data phase. Note that the PU may change its status during the SU’s FD sensing or transmission stage, which requires us to consider different possible events in the data phase.

We use $h_{ij}$ ($i,j \in \{0,1\}$) to represent events capturing status changes of the PU in the FD sensing stage and transmission stage where $i = 0$ and $i = 1$ represent the idle and active states of the PU, respectively. For example, if the PU is idle during the FD sensing stage and becomes active during the transmission stage, then we represent this event as $(h_{00}, h_{01})$ where sub-events $h_{00}$ and $h_{01}$ represent the status changes in the FD sensing and transmission stages, respectively. Moreover, if the PU changes from the idle to the active state during the FD sensing stage and remains active in the remaining of the data phase, then we represent this event as $(h_{01}, h_{11})$

It can be verified that we must consider the following three cases with the corresponding status changes of the PU during the FDC-MAC data phase to analyze $B$.

- **Case 1**: The PU is idle for the whole FDC-MAC data phase (i.e., there is no PU’s signal in both FD sensing and transmission stages) and we denote this event as $(h_{00}, h_{00})$. The average number of bits (in bits/Hz) transmitted during the data phase in this case is denoted as $B_1$.

- **Case 2**: The PU is idle during the FD sensing stage but the PU changes from the idle to the active status in the transmission stage. We denote the event corresponding to this case as $(h_{00}, h_{01})$ where $h_{00}$ and $h_{01}$ capture the sub-events in the FD sensing and transmission stages, respectively. The average number of bits (in bits/Hz) transmitted during the data phase in this case is represented by $B_2$.

- **Case 3**: The PU is first idle then becomes active during the FD sensing stage and it remains active during the whole transmission stage. Similarly we denote this event
as \((h_{01}, h_{11})\) and the average number of bits (in bits/Hz) transmitted during the data phase in this case is denoted as \(B_3\).

Then, we can calculate \(B\) as follows:

\[
B = B_1 + B_2 + B_3. \tag{8.3}
\]

To complete the analysis, we will need to derive \(B_1\), \(B_2\), and \(B_3\), which are given in Appendix 8.8.2.

### 8.5 FDC–MAC Protocol Configuration for Throughput Maximization

In this section, we study the optimal configuration of the proposed FDC–MAC protocol to achieve the maximum throughput while satisfactorily protecting the PU.

#### 8.5.1 Problem Formulation

Let \(\mathcal{N}(T_s, p, P_{\text{sen}})\) denote the normalized secondary throughput, which is the function of the sensing time \(T_s\), transmission probability \(p\), and the SU’s transmit power \(P_{\text{sen}}\) in the FD sensing stage. In the following, we assume a fixed frame length \(T\), which is set smaller than the required evacuation time \(T_{\text{eva}}\) to achieve timely evacuation from a busy channel for the SUs. We are interested in determining suitable configuration for \(p\), \(T_s\) and \(P_{\text{sen}}\) to maximize the secondary throughput, \(\mathcal{N}(T_s, p, P_{\text{sen}})\). In general, the optimal transmission probability \(p\) should balance between reducing collisions among SUs and limiting the protocol overhead. However, the achieved throughput is less sensitive to the transmission probability \(p\) as will be demonstrated later via the numerical study. Therefore, we will seek to optimize the throughput over \(P_{\text{sen}}\) and \(T_s\) for a reasonable and fixed value of \(p\).

For brevity, we express the throughput as a function of \(P_{\text{sen}}\) and \(T_s\) only, i.e., \(\mathcal{N}(T_s, P_{\text{sen}})\). Suppose that the PU requires that the average detection probability is at least \(\overline{P}_d\). Then, the throughput maximization problem can be stated as follows:

\[
\begin{align*}
\max_{T_s, p, P_{\text{sen}}} & \quad \mathcal{N}(T_s, P_{\text{sen}}) \\
\text{s.t.} & \quad \bar{P}_d(\varepsilon, T_s) \geq \overline{P}_d, \\
& \quad 0 \leq P_{\text{sen}} \leq P_{\text{max}}, \quad 0 \leq T_s \leq T,
\end{align*} \tag{8.4}
\]
where $P_{\text{max}}$ is the maximum power for SUs, and $T_S$ is upper bounded by $T$. In fact, the first constraint on $\hat{P}_d(\varepsilon, T_S)$ implies that the spectrum sensing should be sufficiently reliable to protect the PU which can be achieved with sufficiently large sensing time $T_S$. Moreover, the SU’s transmit power $P_{\text{sen}}$ must be appropriately set to achieve good tradeoff between the network throughput and self-interference mitigation.

### 8.5.2 Parameter Configuration for FDC–MAC Protocol

To gain insights into the parameter configuration of the FDC–MAC protocol, we first study the optimization with respect to the sensing time $T_S$ for a given $P_{\text{sen}}$. For any value of $T_S$, we would need to set the sensing detection threshold $\varepsilon$ so that the detection probability constraint is met with equality, i.e., $\hat{P}_d(\varepsilon, T_S) = \overline{P}_d$ as in [8, 16]. Since the detection probability is smaller in Case 3 (i.e., the PU changes from the idle to active status during the FD sensing stage of duration $T_S$) compared to that in Case 1 and Case 2 (i.e., the PU remains idle during the FD sensing stage) considered in the previous section, we only need to consider Case 3 to maintain the detection probability constraint. The average probability of detection for the FD sensing in Case 3 can be expressed as

$$\hat{P}_d = \int_0^{T_S} \mathcal{P}_d^{01}(t)f_{\tau_d}(t | 0 \leq t \leq T_S) \, dt,$$

where $t$ denotes the duration from the beginning of the FD sensing stage to the instant when the PU changes to the active state, and $f_{\tau_d}(t | A)$ is the pdf of $\tau_d$ conditioned on event $A$ capturing the condition $0 \leq t \leq T_S$, which is given as

$$f_{\tau_d}(t | A) = \frac{f_{\tau_d}(t)}{\Pr \{A\}} = \frac{\frac{1}{\tau_d} \exp\left(-\frac{t}{\tau_d}\right)}{1 - \exp\left(-\frac{T_S}{\tau_d}\right)}.$$

Note that $\mathcal{P}_d^{01}(t)$ is derived in Appendix 8.8.3 and $f_{\tau_d}(t)$ is given in (8.18).

We consider the following single-variable optimization problem for a given $P_{\text{sen}}$:

$$\max_{0 < T_S \leq T} \mathcal{N}T(T_S, P_{\text{sen}}).$$

We characterize the properties of function $\mathcal{N}T(T_S, P_{\text{sen}})$ with respect to $T_S$ for a given $P_{\text{sen}}$ in the following theorem whose proof is provided in Appendix 8.8.4. For simplicity, the throughput function is written as $\mathcal{N}(T_S)$.

**Theorem 1:** The objective function $\mathcal{N}T(T_S)$ of (8.7) satisfies the following properties
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1. \( \lim_{{T_S \to 0}} \frac{\partial N_T}{\partial T_S} = +\infty, \)

2. (a) For HDTx mode with \( \forall P_{\text{sen}} \) and FDTx mode with \( P_{\text{sen}} < P_{\text{sen}}^* \), we have \( \lim_{{T_S \to T}} \frac{\partial N_T}{\partial T_S} < 0, \)
   
   (b) For FDTx mode with \( P_{\text{sen}} > P_{\text{sen}}^* \), we have \( \lim_{{T_S \to T}} \frac{\partial N_T}{\partial T_S} > 0, \)

3. \( \frac{\partial^2 N_T}{\partial T_S^2} < 0, \forall T_S, \)

4. The objective function \( N_{\mathcal{J}}(T_S) \) is bounded from above, where \( P_{\text{sen}}^* = N_0 \left[ \left( 1 + \frac{P_{\text{dat}}}{N_0 + \zeta P_{\text{dat}}} \right)^2 - 1 \right] \) is the critical value of \( P_{\text{sen}} \) such that \( \lim_{{T_S \to T}} \frac{\partial N_T}{\partial T_S} = 0. \)

We would like to discuss the properties stated in Theorem 1. For the HDTx mode with \( \forall P_{\text{sen}} \) and FDTx mode with low \( P_{\text{sen}} \), then properties 1, 2a, and 4 imply that there must be at least one \( T_S \) in \([0, T]\) that maximizes \( N_{\mathcal{J}}(T_S) \). The third property implies that this maximum is indeed unique. Moreover, for the FDTx with high \( P_{\text{sen}} \), then properties 1, 2b, 3 and 4 imply that \( N_{\mathcal{J}}(T_S) \) increases in \([0, T]\). Hence, the throughput \( N_{\mathcal{J}}(T_S) \) achieves its maximum with sensing time \( T_S = T \). We propose an algorithm to determine optimal \((T_S, P_{\text{sen}})\), which is summarized in Algorithm 17. Here, we can employ the bisection scheme and other numerical methods to determine the optimal value \( T_S \) for a given \( P_{\text{sen}} \).

Algorithm 17: FDC-MAC Configuration Algorithm

\begin{enumerate}
\item \textbf{for} each considered value of \( P_{\text{sen}} \in [0, P_{\text{max}}] \) \textbf{do}
\item Find optimal \( T_S \) for problem (8.7) using the bisection method as \( T_S(P_{\text{sen}}) = \arg\max_{0 \leq T_S \leq T} N_{\mathcal{J}}(T, P_{\text{sen}}). \)
\item \textbf{end for}
\item The final solution \((T_S^*, P_{\text{sen}}^*)\) is determined as \( (T_S^*, P_{\text{sen}}^*) = \arg\max_{P_{\text{sen}}, T_S} N_{\mathcal{J}}(T_S(P_{\text{sen}}), P_{\text{sen}}). \)
\end{enumerate}

8.6 Numerical Results

For numerical studies, we set the key parameters for the FDC–MAC protocol as follows: mini-slot duration is \( \sigma = 20\mu s \); \( PD = 1\mu s \); \( SIFS = 2\sigma \mu s \); \( DIFS = 10\sigma \mu s \); \( ACK = 20\sigma \mu s \); \( CTS = 20\sigma \mu s \); \( RTS = 20\sigma \mu s \). Other parameters are chosen as follows unless stated otherwise: the sampling frequency \( f_s = 6 \text{ MHz} \); bandwidth of PU’s signal 6 MHz; \( \overline{P}_d = 0.8 \); \( T = 15 \text{ ms} \); \( p = 0.0022 \); the SNR of the PU signal at each SU \( \gamma_p = \frac{P_p}{N_0} = -20 \text{ dB} \); varying
self-interference parameters $\zeta$ and $\xi$. Without loss of generality, the noise power is normalized to one; hence, the SU transmit power $P_{\text{sen}}$ becomes $P_{\text{sen}} = \text{SNR}_s$; and we set $P_{\max} = 15$dB.

We first study the impacts of self-interference parameters on the throughput performance with the following parameter setting: $(\bar{\tau}_{\text{id}}, \bar{\tau}_{\text{ac}}) = (1000, 100)$ ms, $P_{\max} = 25$ dB, $T_{\text{eva}} = 40$ ms, $\zeta = 0.4$, $\xi$ is varied in $\xi = \{0.12, 0.1, 0.08, 0.05\}$, and $P_{\text{dat}} = P_{\max}$. Recall that the self-interference depends on the transmit power $P$ as $I(P) = \zeta (P)^\xi$ where $P = P_{\text{sen}}$ and $P = P_{\text{dat}}$ in the FD sensing and transmission stages, respectively. Fig. 8.2 illustrates the variations of the throughput versus the transmission probability $p$. It can be observed that when $\xi$
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![Figure 8.4: Normalized throughput versus SU transmit power $P_{\text{sen}}$ and sensing time $T_S$ for $p = 0.0022$, $\bar{\tau}_d = 500$ ms, $\bar{\tau}_a = 50$ ms, $n_0 = 40$, $\xi = 1$, $\zeta = 0.7$ and FDTx with $P_{\text{dat}} = 15$ dB.](image)

decreases (i.e., the self-interference is smaller), the achieved throughput increases. This is because SUs can transmit with higher power while still maintaining the sensing constraint during the FD sensing stage, which leads to throughput improvement. The optimal $P_{\text{sen}}$ corresponding to these values of $\xi$ are $P_{\text{sen}} = SNR_s = \{25.00, 18.01, 14.23, 11.28\}$ dB and the optimal probability of transmission is $p^* = 0.0022$ as indicated by a star symbol. Therefore, to obtain all other results in this section, we set $p^* = 0.0022$.

Fig. 8.3 illustrates the throughput performance versus number of SUs $n_0$ when we keep the same parameter settings as those for Fig. 8.2 and $p^* = 0.0022$. Again, when $\xi$ decreases (i.e., the self-interference becomes smaller), the achieved throughput increases. In this figure, the optimal $SNR_s$ achieving the maximum throughput corresponding to the considered values of $\xi$ are $P_{\text{sen}} = SNR_s = \{25.00, 18.01, 14.23, 11.28\}$ dB, respectively.

We now verify the results stated in Theorem 1 for the FDTx mode. Specifically, Fig. 8.4 shows the throughput performance for the scenario where the QSIC is very low with large $\xi$ and $\zeta$ where we set the network parameters as follows: $p = 0.0022$, $\bar{\tau}_d = 500$ ms, $\bar{\tau}_a = 50$ ms, $n_0 = 40$, $\xi = 1$, $\zeta = 0.7$, and $P_{\text{dat}} = 15$ dB. Moreover, we can obtain $\overline{P}_{\text{sen}}$ as in (8.42) in Appendix 8.8.4, that is $\overline{P}_{\text{sen}} = 6.6294$ dB. In this figure, the curve indicated by asterisks, which corresponds to $P_{\text{sen}} = \overline{P}_{\text{sen}}$, shows the monotonic increase of the throughput with sensing time $T_S$ and other curves corresponding to $P_{\text{sen}} > \overline{P}_{\text{sen}}$ have the same characteristic. In contrast, all remaining curves (corresponding to $P_{\text{sen}} < \overline{P}_{\text{sen}}$) first increase to the maximum values and then decrease as we increase $T_S$.

Fig. 8.5 illustrates the throughput performance for the very high QSIC with small $\xi$ and
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**Figure 8.5:** Normalized throughput versus SU transmit power $P_{\text{sen}}$ and sensing time $T_s$ for $p = 0.0022$, $\bar{\tau}_{\text{id}} = 500 \, \text{ms}$, $\bar{\tau}_{\text{ac}} = 50 \, \text{ms}$, $n_0 = 40$, $\xi = 1$, $\zeta = 0.08$ and FDTx with $P_{\text{dat}} = 15 \, \text{dB}$.

**Figure 8.6:** Normalized throughput versus SU transmit power $P_{\text{sen}}$ and sensing time $T_s$ for $p = 0.0022$, $\bar{\tau}_{\text{id}} = 150 \, \text{ms}$, $\bar{\tau}_{\text{ac}} = 50 \, \text{ms}$, $n_0 = 40$, $\xi = 0.95$, $\zeta = 0.08$ and FDTx with $P_{\text{dat}} = 15 \, \text{dB}$.

\[ \zeta \] where we set the network parameters as follows: $p = 0.0022$, $\bar{\tau}_{\text{id}} = 500 \, \text{ms}$, $\bar{\tau}_{\text{ac}} = 50 \, \text{ms}$, $n_0 = 40$, $\xi = 1$, $\zeta = 0.08$, and $P_{\text{dat}} = 15 \, \text{dB}$. Moreover, we can obtain $P_{\text{sen}}$ as in (8.42) in Appendix 8.8.4 that is $P_{\text{sen}} = 19.9201 \, \text{dB}$. We have $P_{\text{sen}} < P_{\text{max}} = 15 \, \text{dB} < P_{\text{sen}}$ in this scenario; hence, all the curves first increase to the maximum throughput and then decreases with the increasing $T_s$. Therefore, we have correctly validated the properties stated in Theorem 1.

Now we investigate the throughput performance versus SU transmit power $P_{\text{sen}}$ and
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Figure 8.7: Normalized throughput versus SU transmit power $P_{\text{sen}}$ and sensing time $T_S$ for $p = 0.0022$, $\bar{\tau}_{\text{id}} = 150$ ms, $\bar{\tau}_{\text{ac}} = 50$ ms, $n_0 = 40$, $\xi = 0.95$, $\zeta = 0.8$ and FDTx with $P_{\text{dat}} = 15$ dB.

sensing time $T_S$ for the case of high QSIC with $\xi = 0.95$ and $\zeta = 0.08$. Fig. 8.6 shows the throughput versus the SU transmit power $P_{\text{sen}}$ and sensing time $T_S$ for the FDTx mode with $P_{\text{dat}} = 15$ dB, $p = 0.0022$, $\bar{\tau}_{\text{id}} = 150$ ms, $\bar{\tau}_{\text{ac}} = 50$ ms, and $n_0 = 40$. It can be observed that there exists an optimal configuration of the SU transmit power $P_{\text{sen}}^* = 4.6552$ dB and sensing time $T_S^* = 2.44$ ms to achieve the maximum throughput $N\Upsilon(T_S^*, P_{\text{sen}}^*) = 2.3924$, which is indicated by a star symbol. These results confirm that SUs must set appropriate sensing time and transmit power for the FDC–MAC protocol to achieve the maximize throughput, which cannot be achieved by setting $T_s = T$ as proposed in existing designs such as in [28].

In Fig. 8.7, we present the throughput versus the SU transmit power $P_{\text{sen}}$ and sensing time $T_S$ for the low QSIC scenario where $p = 0.0022$, $\bar{\tau}_{\text{id}} = 150$ ms, $\bar{\tau}_{\text{ac}} = 50$ ms, $P_{\text{max}} = 15$ dB, $n_0 = 40$, $\xi = 0.95$, and $\zeta = 0.8$. The optimal configuration of SU transmit power $P_{\text{sen}}^* = 15$ dB and sensing time $T_S^* = 15$ ms to achieve the maximum throughput $N\Upsilon(T_S^*, P_{\text{sen}}^*) = 1.6757$ is again indicated by a star symbol. Under this optimal configuration, the FD sensing is performed during the whole data phase (i.e., there is no transmission stage). In fact, to achieve the maximum throughput, the SU must provide the satisfactory sensing performance and attempt to achieve high transmission rate. Therefore, if the QSIC is low, the data rate achieved during the transmission stage can be lower than that in the FD sensing stage because of the very strong self-interference in the transmission stage. Therefore, setting longer FD sensing time enables to achieve more satisfactory sensing performance and higher transmission rate, which explains that the optimal configuration should set $T_S^* = T$ for the
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Figure 8.8: Normalized throughput versus SU transmit power $P_{\text{sen}}$ and sensing time $T_S$ for $p = 0.0022$, $\bar{\tau}_{\text{id}} = 150$ ms, $\bar{\tau}_{\text{ac}} = 50$ ms, $n_0 = 40$, $\xi = 0.95$, $\zeta = 0.08$ and HDTx.

Figure 8.8: Normalized throughput versus SU transmit power $P_{\text{sen}}$ and sensing time $T_S$ for $p = 0.0022$, $\bar{\tau}_{\text{id}} = 150$ ms, $\bar{\tau}_{\text{ac}} = 50$ ms, $n_0 = 40$, $\xi = 0.95$, $\zeta = 0.08$ and HDTx.

We now investigate the throughput performance with respect to the SU transmit power $P_{\text{sen}}$ and sensing time $T_S$ for the HDTx mode. Fig. 8.8 illustrates the throughput performance for the high QSIC scenario with $\xi = 0.95$ and $\zeta = 0.08$. It can be observed that there exists an optimal configuration of SU transmit power $P_{\text{sen}}^*$ = 5.6897 dB and sensing time $T_S^*$ = 3.5 ms to achieve the maximum throughput $N\mathcal{T}(T_S^*, P_{\text{sen}}^*) = 1.4802$, which is indicated by a star symbol. The maximum achieved throughput of the HDTx mode is lower than that in the FDTx mode presented in Fig. 8.6. This is because with high QSIC, the FDTx mode can transmit more data than the HDTx mode in the transmission stage.

In Fig. 8.9, we show the throughput versus the SU transmit power $P_{\text{sen}}$ for $T_S = 2.2$ ms, $p = 0.0022$, $\bar{\tau}_{\text{id}} = 1000$ ms, $\bar{\tau}_{\text{ac}} = 50$ ms, $n_0 = 40$, $\xi = 0.95$, $\zeta = 0.08$ and various values of $T$ (i.e., the data phase duration) for the FDTx mode with $P_{\text{dat}} = 15$ dB. For each value of $T$, there exists the optimal SU transmit power $P_{\text{sen}}^*$ which is indicated by an asterisk. It can be observed that as $T$ increases from 8 ms to 25 ms, the achieved maximum throughput first increases then decreases with $T$. Also in the case with $T^* = 15$ ms, the SU achieves the largest throughput which is indicated by a star symbol. Furthermore, the achieved throughput significantly decreases when the pair of $(T, P_{\text{sen}})$ deviates from the optimal values, $(T^*, P_{\text{sen}}^*)$.

Finally, we compare the throughput of our proposed FDC-MAC protocol, the single-stage FD MAC protocol where FD sensing is performed during the whole data phase [28]
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Figure 8.9: Normalized throughput versus SU transmit power $P_{\text{sen}}$ for $T_S = 2.2$ ms, $p = 0.0022$, $\bar{\tau}_{\text{id}} = 1000$ ms, $\bar{\tau}_{\text{ac}} = 50$ ms, $n_0 = 40$, $\xi = 0.95$, $\zeta = 0.08$, varying $T$, and FDTx with $P_{\text{dat}} = 15$ dB.

Figure 8.10: Normalized throughput versus $P_{\text{max}}$ for $\bar{\tau}_{\text{id}} = 150$ ms, $\bar{\tau}_{\text{ac}} = 75$ ms, $n_0 = 40$, $\xi = 0.85$, $n_0 = 40$, $\zeta = \{0.2, 0.7\}$, and FDTx with $P_{\text{dat}} = P_{\text{max}}$ dB.

and the HD MAC protocol without exploiting concurrent sensing and transmission during the sensing interval in Fig. 8.10. For brevity, the single-stage FD MAC protocol is referred to as FD MAC in this figure. The parameter settings are as follows: $\bar{\tau}_{\text{id}} = 150$ ms, $\bar{\tau}_{\text{ac}} = 75$ ms, $n_0 = 40$, $\xi = 0.85$, $n_0 = 40$, $\zeta = \{0.2, 0.7\}$, and FDTx with $P_{\text{dat}} = P_{\text{max}}$ dB. For fair comparison, we first obtain the optimal configuration of the single-stage FD MAC protocol, i.e., then we use $(T^*, p^*)$ for the HD MAC protocol and FDC-MAC protocol. For the single-stage FD MAC protocol, the transmit power is set to $P_{\text{max}}$ because there is only a single stage.
8.7 Conclusion

where the SU performs sensing and transmission simultaneously during the data phase. In addition, the HD MAC protocol will also transmit with the maximum transmit power $P_{\text{max}}$ to achieve the highest throughput. For both studied cases of $\zeta = \{0.2, 0.7\}$, our proposed FDC-MAC protocol significantly outperforms the other two protocols. Moreover, the single-stage FD MAC protocol [28] with power allocation outperforms the HD MAC protocol at the corresponding optimal power level required by the single-stage FD MAC protocol. However, both single-stage FDC-MAC and HD MAC protocols achieve increasing throughput with higher $P_{\text{max}}$ while the single-stage FD MAC protocol has the throughput first increased then decreased as $P_{\text{max}}$ increases. This demonstrates that the self-interference has the very negative impact on the throughput performance of the single-stage FD MAC protocol, which is efficiently mitigated by our proposed FDC-MAC protocol.

8.7 Conclusion

In this paper, we have proposed the FDC–MAC protocol for cognitive radio networks, analyzed its throughput performance, and studied its optimal parameter configuration. The design and analysis have taken into account the FD communication capability and the self-interference of the FD transceiver. We have shown that there exists an optimal FD sensing time to achieve the maximum throughput. In addition, we have presented extensive numerical results to demonstrate the impacts of self-interference and protocol parameters on the throughput performance. In particular, we have shown that the FDC–MAC protocol achieves significantly higher throughput the HD MAC protocol, which confirms that the FDC–MAC protocol can efficiently exploit the FD communication capability. Moreover, the FDC–MAC protocol results in higher throughput with the increasing maximum power budget while the throughput of the single-stage FD MAC can decrease in the high power regime. This result validates the importance of adopting the two-stage procedure in the data phase and the optimization of sensing time and transmit power during the FD sensing stage to mitigate the negative self-interference impact.

8.8 Appendices

8.8.1 Derivation of $T_{\text{cont}}$

To calculate $T_{\text{cont}}$, we define some further parameters as follows. Denote $T_{\text{coll}}$ as the duration of the collision and $T_{\text{succ}}$ as the required time for successful RTS/CTS transmission. These
quantities can be calculated as follows \[^{4}\]:

\[
\begin{align*}
T_{\text{succ}} &= DIFS + RTS + SIFS + CTS + 2PD \\
T_{\text{coll}} &= DIFS + RTS + PD,
\end{align*}
\]

where \(DIFS\) is the length of a DCF (distributed coordination function) interframe space, \(RTS\) and \(CTS\) denote the lengths of the RTS and CTS messages, respectively.

As being shown in Fig. 8.1, there can be several idle periods and collisions before one successful channel reservation. Let \(T_{\text{idle}}^i\) denote the \(i\)-th idle duration between two consecutive RTS/CTS exchanges, which can be collisions or successful exchanges. Then, \(T_{\text{idle}}^i\) can be calculated based on its probability mass function (pmf), which is derived as follows. In the following, all relevant quantities are defined in terms of the number of time slots. With \(n_0\) SUs joining the contention resolution, let \(\mathcal{P}_{\text{succ}}, \mathcal{P}_{\text{coll}}\) and \(\mathcal{P}_{\text{idle}}\) denote the probabilities that a particular generic slot corresponds to a successful transmission, a collision, and an idle slot, respectively. These probabilities can be calculated as follows:

\[
\begin{align*}
\mathcal{P}_{\text{succ}} &= n_0 p (1 - p)^{n_0 - 1} \\
\mathcal{P}_{\text{idle}} &= (1 - p)^{n_0} \\
\mathcal{P}_{\text{coll}} &= 1 - \mathcal{P}_{\text{succ}} - \mathcal{P}_{\text{idle}},
\end{align*}
\]

where \(p\) is the transmission probability of an SU in a generic slot. In general, the interval \(T_{\text{cont}}\), whose average value is \(T_{\text{cont}}\) given in (8.2), consists of several intervals corresponding to idle periods, collisions, and one successful RTS/CTS transmission. Hence, this quantity can be expressed as

\[
T_{\text{cont}} = \sum_{i=1}^{N_{\text{coll}}} (T_{\text{coll}} + T_{\text{idle}}^i) + T_{\text{idle}}^{N_{\text{coll}} + 1} + T_{\text{succ}},
\]

where \(N_{\text{coll}}\) is the number of collisions before the successful RTS/CTS exchange and \(N_{\text{coll}}\) is a geometric random variable (RV) with parameter \(1 - \mathcal{P}_{\text{coll}}/\mathcal{P}_{\text{idle}}\) where \(\mathcal{P}_{\text{idle}} = 1 - \mathcal{P}_{\text{idle}}\). Therefore, its pmf can be expressed as

\[
f_{X}^{N_{\text{coll}}}(x) = \left( \frac{\mathcal{P}_{\text{coll}}}{\mathcal{P}_{\text{idle}}} \right)^x (1 - \frac{\mathcal{P}_{\text{coll}}}{\mathcal{P}_{\text{idle}}}), \ x = 0, 1, 2, \ldots
\]

Also, \(T_{\text{idle}}\) represents the number of consecutive idle slots, which is also a geometric RV with parameter \(1 - \mathcal{P}_{\text{idle}}\) with the following pmf

\[
f_{X}^{T_{\text{idle}}}(x) = (\mathcal{P}_{\text{idle}})^x (1 - \mathcal{P}_{\text{idle}}), \ x = 0, 1, 2, \ldots
\]
Therefore, $T_{\text{cont}}$ (the average value of $T_{\text{cont}}$) can be written as follows [4]:

$$T_{\text{cont}} = N_{\text{coll}} T_{\text{coll}} + T_{\text{idle}} (N_{\text{coll}} + 1) + T_{\text{succ}}, \quad (8.15)$$

where $T_{\text{idle}}$ and $N_{\text{coll}}$ can be calculated as

$$T_{\text{idle}} = \frac{(1 - p)^{n_0}}{1 - (1 - p)^{n_0}}, \quad (8.16)$$

$$N_{\text{coll}} = \frac{1 - (1 - p)^{n_0}}{n_0 p (1 - p)^{n_0 - 1}} - 1. \quad (8.17)$$

These expressions are obtained by using the pmfs of the corresponding RVs given in (8.13) and (8.14), respectively [4].

### 8.8.2 Derivations of $B_1$, $B_2$, $B_3$

We will employ a pair of parameters $(\theta, \phi)$ to represent the HDTx and FDTx modes where $((\theta, \phi) = (0, 1))$ for HDTx mode and $((\theta, \phi) = (1, 2))$ for the FDTx mode. Moreover, since the transmit powers in the FD sensing and transmission stages are different, which are equal to $P_{\text{sen}}$ and $P_{\text{dat}}$, respectively, we define different SNRs and SINRs in these two stages as follows: $\gamma_{S1} = \frac{P_{\text{sen}}}{N_0}$ and $\gamma_{S2} = \frac{P_{\text{sen}}}{N_0 + P_p}$ are the SNR and SINR achieved by the SU in the FD sensing stage with and without the presence of the PU, respectively; $\gamma_{D1} = \frac{P_{\text{dat}}}{N_0 + \theta I}$ and $\gamma_{D2} = \frac{P_{\text{dat}}}{N_0 + P_p + \theta I}$ for $I = \zeta P_{\text{dat}}^{\xi}$ are the SNR and SINR achieved by the SU in the transmission stage with and without the presence of the PU, respectively. It can be seen that we have accounted for the self-interference for the FDTx mode during the transmission stage in $\gamma_{D1}$ by noting that $\theta = 1$ in this case. The parameter $\phi$ for the HDTx and FDTx modes will be employed to capture the throughput for one-way and two-way transmissions in these modes, respectively.

The derivations of $B_1$, $B_2$, and $B_3$ require us to consider different possible sensing outcomes in the FD sensing stage. In particular, we need to determine the detection probability $\mathcal{P}^{ij}_d$, which is the probability of correctly detecting the PU given the PU is active, and the false alarm probability $\mathcal{P}^{ij}_f$, which is the probability of the erroneous sensing of an idle channel, for each event $h_{ij}$ capturing the state changes of the PU. In the following analysis, we assume the exponential distribution for $\tau_{\text{ac}}$ and $\tau_{\text{id}}$ where $\bar{\tau}_{\text{ac}}$ and $\bar{\tau}_{\text{id}}$ denote the corresponding average values of these active and idle intervals. Specifically, let $f_{\tau_x}(t)$ denote the pdf of $\tau_x$ ($x$ represents ac or id in the pdf of $\tau_{\text{ac}}$ or $\tau_{\text{id}}$, respectively) then

$$f_{\tau_x}(t) = \frac{1}{\bar{\tau}_x} \exp(-\frac{t}{\bar{\tau}_x}), \quad (8.18)$$

210
Similarly, we employ $T^{ij}_S$ and $T^{ij}_D$ to denote the number of bits transmitted on one unit of system bandwidth during the FD sensing and transmission stages under the PU’s state-changing event $h_{ij}$, respectively.

We can now calculate $\mathcal{B}_1$ as follows:

$$
\mathcal{B}_1 = \mathcal{P}(\mathcal{H}_0) \int_{t=T_{\text{ove}}+T}^{\infty} T_1^{00} f_{\tau_d}(t) dt = \mathcal{P}(\mathcal{H}_0) T_1^{00} \exp\left(-\frac{T_{\text{ove}} + T}{\tau_{id}}\right),
$$

(8.19)

where $\mathcal{P}(\mathcal{H}_0)$ denotes the probability of the idle state of the PU, and $P_f^{00}$ is the false alarm probability for event $h_{00}$ given in Appendix 8.8.3. Moreover, $T_1^{00} = P_S^{00} T_S^{00} + (1 - P_f^{00}) (T_S^{00} + T_D^{00})$, $T_S^{00} = T_S \log_2 (1 + \gamma S_1)$, $T_D^{00} = \varphi (T - T_S) \log_2 (1 + \gamma D_1)$ where $T_S^{00}$ and $T_D^{00}$ denote the number of bits transmitted (over one Hz of system bandwidth) in the FD sensing and transmission stages of the data phase, respectively. After some manipulations, we achieve

$$
\mathcal{B}_1 = \mathcal{K}_c \exp\left(\frac{T}{\Delta \tau}\right) \left[ T_S \log_2 (1 + \gamma S_1) + \varphi (1 - P_f^{00}) (T - T_S) \log_2 (1 + \gamma D_1) \right],
$$

(8.20)

where $\mathcal{K}_c = \mathcal{P}(\mathcal{H}_0) \exp\left(-\left(\frac{T_{\text{ove}}}{\tau_{ac}} + \frac{T}{\tau_{id}}\right)\right)$ and $\frac{1}{\Delta \tau} = \frac{1}{\tau_{ac}} - \frac{1}{\tau_{id}}$.

Moreover, we can calculate $\mathcal{B}_2$ as

$$
\mathcal{B}_2 = \mathcal{P}(\mathcal{H}_0) \int_{t_1=T_{\text{ove}}+T}^{T_{\text{ove}}+T} \int_{t_2=T_{\text{ove}}+T-t_1}^{\infty} T_2^{01} (t_1) f_{\tau_d}(t_1) f_{\tau_{ac}}(t_2) dt_1 dt_2,
$$

(8.21)

where $T_2^{01}(t_1) = P_f^{00} T_S^{00} + (1 - P_f^{00}) (T_S^{00} + T_D^{01}(\bar{t}_1))$, $T_D^{01}(t_1) = \varphi(t - T_S - \bar{t}_1) \log_2 (1 + \gamma D_1) + \varphi \bar{t}_1 \log_2 (1 + \gamma D_1)$, and $\bar{t}_1 = t_1 - (T_{\text{ove}} + T_S)$. In this expression, $t_1$ denotes the interval from the beginning of the CA cycle to the instant when the PU changes to the active state from an idle state. Again, $T_S^{00}$ and $T_D^{01}$ denote the amount of data transmitted in the FD sensing and transmission stages for this case, respectively. After some manipulations, we achieve

$$
\mathcal{B}_2 = \mathcal{K}_e \frac{\Delta \tau}{\tau_{id}} \left\{ \left( \exp\left(\frac{T}{\Delta \tau}\right) - \exp\left(\frac{T_S}{\Delta \tau}\right) \right) \left[ T_S \log_2 (1 + \gamma S_1) - \varphi \Delta \tau \log_2 \left( \frac{1 + \gamma D_1}{1 + \gamma D_2} \right) \right] + \varphi (T - T_S) \left(1 - P_f^{00}\right) \left[ \exp\left(\frac{T}{\Delta \tau}\right) \log_2 (1 + \gamma D_1) - \exp\left(\frac{T_S}{\Delta \tau}\right) \log_2 (1 + \gamma D_2) \right] \right\}.
$$

(8.22)

Finally, we can express $\mathcal{B}_3$ as follows:

$$
\mathcal{B}_3 = \mathcal{P}(\mathcal{H}_0) \int_{t_1=T_{\text{ove}}}^{T_{\text{ove}}+T_S} \int_{t_2=T_{\text{ove}}+T-t_1}^{T_S} \left[ T_S^{01}(\bar{t}_1)(T_S^{01}(\bar{t}_1) + (1 - P_f^{01}(\bar{t}_1))(T_S^{01}(\bar{t}_1) + T_D^{11})) f_{\tau_d}(t_1) f_{\tau_{ac}}(t_2) dt_1 dt_2 \right],
$$

(8.23)

where $T_S^{01}(\bar{t}_1) = \bar{t}_1 \log_2 (1 + \gamma S_1) + (T_S - \bar{t}_1) \log_2 (1 + \gamma S_2)$, $T_D^{11} = \varphi(t - T_S) \log_2 (1 + \gamma D_2)$, $\bar{t}_1 = t_1 - T_{\text{ove}}$, and $t_1$ is the same as in (8.21). Here, $T_S^{01}$ and $T_D^{11}$ denote the amount of data
delivered in the FD sensing and transmission stages for the underlying case, respectively. After some manipulations, we attain
\[ B_3 = K_e \int_{t=0}^{T_S} [T_{S1}^{01}(t) + T_{D1}^{11} - \mathcal{P}_{d}^{01}(t) T_{D1}^{11}] f_{\tau_d}(t) \exp \left( \frac{t}{\tau_{ac}} \right) dt = B_{31} + B_{32}, \] (8.24)
where
\[ B_{31} = K_e \int_{t=0}^{T_S} [T_{S1}^{01}(t) + T_{D1}^{11}] f_{\tau_d}(t) \exp \left( \frac{t}{\tau_{ac}} \right) dt = K_e \frac{\Delta \tau}{\tau_{id}} \left\{ \Delta \tau \left[ \left( \frac{T_S}{\Delta \tau} - 1 \right) \exp \left( \frac{T_S}{\Delta \tau} \right) + 1 \right] \log_2 \left( \frac{1+\gamma_{S1}}{1+\gamma_{S2}} \right) \right. \]
\[ \left. + \left[ \exp \left( \frac{T_S}{\Delta \tau} \right) - 1 \right] \left[ T_{D1}^{11} + T_S \log_2 (1+\gamma_{S2}) \right] \right\}, \] (8.25)
and
\[ B_{32} = -K_e T_{D1}^{11} \bar{T}_{32}, \] (8.26)
where \( \bar{T}_{32} = \int_{t=0}^{T_S} \mathcal{P}_{d}^{01}(t) f_{\tau_d}(t) \exp \left( \frac{t}{\tau_{ac}} \right) dt. \]

### 8.8.3 False Alarm and Detection Probabilities

We derive the detection and false alarm probabilities for FD sensing and two PU’s state-changing events \( h_{00} \) and \( h_{01} \) in this appendix. Assume that the transmitted signals from the PU and SU are circularly symmetric complex Gaussian (CSCG) signals while the noise at the secondary receiver is independently and identically distributed CSCG \( \mathcal{CN}(0, N_0) \) [8]. Under FD sensing, the false alarm probability for event \( h_{00} \) can be derived using the similar method as in [8], which is given as
\[ \mathcal{P}_f^{00} = Q \left[ \left( \frac{\epsilon}{N_0 + I(P_{\text{sen}})} - 1 \right) \sqrt{f_s T_S} \right], \] (8.27)
where \( Q(x) = \int_x^{+\infty} \exp \left( -t^2/2 \right) dt \); \( f_s, N_0, \epsilon, I(P_{\text{sen}}) \) are the sampling frequency, the noise power, the detection threshold and the self-interference, respectively; \( T_S \) is the FD sensing duration.

The detection probability for event \( h_{01} \) is given as
\[ \mathcal{P}_d^{01} = Q \left( \frac{\epsilon}{N_0 + I(P_{\text{sen}})} - \frac{T_{c}-t}{T_S} \gamma_{PS} - 1 \right) \sqrt{f_s T_S} \sqrt{\frac{T_{c}-t}{T_S} (\gamma_{PS} + 1)^2 + \frac{t}{T_S}} \] (8.28)
where \( t \) is the interval from the beginning of the data phase to the instant when the PU changes its state, \( \gamma_{PS} = \frac{P_p}{N_0 + I(P_{\text{sen}})} \) is the signal-to-interference-plus-noise ratio (SINR) of the PU’s signal at the SU.
8.8.4 Proof of Proposition 1

The first derivative of $N\mathcal{F}$ can be written as follows:

$$
\frac{\partial N\mathcal{F}}{\partial T_S} = \frac{1}{T_{ov} + T} \sum_{i=1}^{3} \frac{\partial B_i}{\partial T_S}.
$$

(8.29)

We derive the first derivative of $B_i$ ($i = 1, 2, 3$) in the following. Toward this end, we will employ the approximation of $\exp(x) \approx 1 + x$, $x = \frac{T_x}{\tau_x}$, $T_x \in \{T, T_S, T - T_S\}$, $\tau_x \in \{\tau_{id}, \tau_{ac}, \Delta \tau\}$ where recall that $\frac{1}{\Delta \tau} = \frac{1}{\tau_{ac}} - \frac{1}{\tau_{id}}$. This approximation holds under the assumption that $T_x << \tau_x$ since we can omit all higher-power terms $x^n$ for $n > 1$ from the Maclaurin series expansion of function $\exp(x)$. Using this approximation, we can express the first derivative of $B_1$ as

$$
\frac{\partial B_1}{\partial T_S} = K_e \exp \left( \frac{T}{\Delta \tau} \right) \left\{ \log_2 (1 + \gamma S_1) \ast \varphi \left[ (T - T_S) \frac{\partial P_f}{\partial T_S} + (1 - P_f) \right] \log_2 (1 + \gamma D_1) \right\}
$$

(8.30)

where $\frac{\partial P_f}{\partial T_S}$ is the first derivative of $P_f$ whose derivation is given in Appendix 8.8.5.

Moreover, the first derivative of $B_2$ can be written as

$$
\frac{\partial B_2}{\partial T_S} = K_e \frac{\Delta \tau}{\tau_{id}} \left\{ \exp \left( \frac{T}{\Delta \tau} \right) - \left( 1 + \frac{T}{\Delta \tau} \right) \exp \left( \frac{T_S}{\Delta \tau} \right) \right\} \log_2 (1 + \gamma S_1) - \varphi \frac{\partial P_f}{\partial T_S} \left( \Delta \tau \left( \exp \left( \frac{T}{\Delta \tau} \right) - \exp \left( \frac{T_S}{\Delta \tau} \right) \right) \log_2 \left( \frac{1 + \gamma D_1}{1 + \gamma D_2} \right) \right. \\
+ (T - T_S) \exp \left( \frac{T}{\Delta \tau} \right) \log_2 (1 + \gamma D_1) - \exp \left( \frac{T_S}{\Delta \tau} \right) \log_2 (1 + \gamma D_2) \\
\left. + \varphi (1 - P_f) \left[ - \frac{T - T_S}{\Delta \tau} \exp \left( \frac{T_S}{\Delta \tau} \right) \log_2 (1 + \gamma D_2) + \exp \left( \frac{T_S}{\Delta \tau} \right) \log_2 \left( \frac{1 + \gamma D_1}{1 + \gamma D_2} \right) \right. \\
- \left( \exp \left( \frac{T}{\Delta \tau} \right) \log_2 (1 + \gamma D_1) - \exp \left( \frac{T_S}{\Delta \tau} \right) \log_2 (1 + \gamma D_2) \right) \right\}.
$$

(8.31)

Finally, the first derivative of $B_3$ can be written as

$$
\frac{\partial B_3}{\partial T_S} = \frac{\partial B_{31}}{\partial T_S} + \frac{\partial B_{32}}{\partial T_S},
$$

(8.32)

where

$$
\frac{\partial B_{31}}{\partial T_S} = K_e \frac{\Delta \tau}{\tau_{id}} \left\{ \Delta \tau \left[ 1 + \left( \frac{T_S}{\Delta \tau} - 1 \right) \exp \left( \frac{T_S}{\Delta \tau} \right) \right] \log_2 \left( \frac{1 + \gamma S_1}{1 + \gamma S_2} \right) \\
+ \left( \exp \left( \frac{T_S}{\Delta \tau} \right) - 1 \right) [T_S \log_2 (1 + \gamma S_2) + \varphi (T - T_S) \log_2 (1 + \gamma D_2)] \right\}.
$$

(8.33)
To obtain the derivative for $B_{32}$, we note that $1 \leq \exp \left( \frac{t}{r_{ac}} \right) \leq \exp \left( \frac{T_S}{r_{ac}} \right)$ for all $t \in [0, T_S]$. Moreover, from the results in (8.5) and (8.6) and using the definition of $T_{32}$ in (8.26), we have $\bar{T}_{d} \left( 1 - \exp \left( -\frac{T_S}{\bar{\tau}_{id}} \right) \right) \leq T_{32} \leq \bar{T}_{d} \left( 1 - \exp \left( -\frac{T_S}{\bar{\tau}_{id}} \right) \right)$. Using these results, the first derivative of $B_{32}$ can be expressed as

$$\frac{\partial B_{32}}{\partial T_S} = -K_e \bar{T}_{d} \varphi \frac{2T_S}{\bar{\tau}_{id}} \log_2 \left( 1 + \gamma D_2 \right). \quad (8.34)$$

Therefore, we have obtained the first derivative of $NT$ and we are ready to prove the first statement of Theorem 1. Substitute $T_S = 0$ to the derived $\frac{\partial NT}{\partial T_S}$ and use the approximation $\exp (x) \approx 1 + x$, we yield the following result after some manipulations

$$\lim_{T_S \to 0} \frac{\partial NT}{\partial T_S} = -K_0 K_1 \lim_{T_S \to 0} \frac{\partial B_{00}}{\partial T_S}, \quad (8.35)$$

where $K_0 = \frac{1}{T_{ove} + T} K_e$ and

$$K_1 = \varphi \left[ T \left( 1 + \frac{T}{\Delta \tau} \right) + \frac{T^2}{\bar{\tau}_{id}} \right] \log_2 \left( 1 + \gamma D_1 \right) + \varphi \frac{T \Delta \tau}{\bar{\tau}_{id}} \log_2 \left( 1 + \gamma D_2 \right). \quad (8.36)$$

It can be verified that $K_0 > 0$, $K_1 > 0$ and $\lim_{T_S \to 0} \frac{\partial B_{00}}{\partial T_S} = -\infty$ by using the derivations in Appendix 8.8.5; hence, we have $\lim_{T_S \to 0} \frac{\partial NT}{\partial T_S} = +\infty > 0$. This completes the proof of the first statement of the theorem.

We now present the proof for the second statement of the theorem. Substitute $T_S = T$ to $\frac{\partial NT}{\partial T_S}$ and utilize the approximation $\exp (x) \approx 1 + x$, we yield

$$\lim_{T_S \to T} \frac{\partial NT}{\partial T_S} = \frac{1}{T_{ove} + T} \sum_{i=1}^{3} \frac{\partial B_i}{\partial T_S} (T), \quad (8.37)$$

where we have

$$\frac{\partial B_1}{\partial T_S} (T) = K_e \left( 1 + \frac{T}{\Delta \tau} \right) \left[ \log_2 \left( 1 + \gamma S_1 \right) - \varphi \left( 1 - \frac{\gamma D_0}{T} \right) \log_2 \left( 1 + \gamma D_1 \right) \right] \quad (8.38)$$

$$\frac{\partial B_2}{\partial T_S} (T) = -K_e \frac{T}{\bar{\tau}_{id}} \log_2 \left( 1 + \gamma S_1 \right) \quad (8.39)$$

$$\frac{\partial B_{31}}{\partial T_S} (T) = K_e \frac{T}{\bar{\tau}_{id}} \left[ \log_2 \left( 1 + \gamma S_1 \right) - \log_2 \left( 1 + \gamma D_2 \right) \right] \quad (8.40)$$

$$\frac{\partial B_{32}}{\partial T_S} (T) = K_e \varphi \frac{\bar{T}_{d}}{\bar{\tau}_{id}} \log_2 \left( 1 + \gamma D_2 \right).$$

Omit all high-power terms in the expansion of $\exp(x)$ (i.e., $x^n$ with $n > 1$) where $x = \frac{T_S}{r_{ac}}$, $T_x \in \{ T, T_S, T - T_S \}$, $\tau_x \in \{ \bar{\tau}_{id}, \bar{\tau}_{ac}, \Delta \tau \}$, we yield

$$\lim_{T_S \to T} \frac{\partial NT}{\partial T_S} \approx \frac{1}{T_{ove} + T} \frac{\partial B_1}{\partial T_S} (T). \quad (8.41)$$
We consider the HDTx and FDTx modes in the following. For the HDTx mode, we have \( \varphi = 1 \) and \( \theta = 0 \). Then, it can be verified that \( \lim_{T_S \to T} \frac{\partial N_T}{\partial T_S} < 0 \) by using the results in (8.38) and (8.41). This is because we have \( \log_2(1 + \gamma_{S1}) - (1 - p^{00}(T)) \log_2(1 + \gamma_{D1}) \approx \log_2(1 + \gamma_{S1}) - \log_2(1 + \gamma_{D1}) < 0 \) (since we have \( p^{00}(T) \approx 0 \) and \( \gamma_{S1} \leq \gamma_{D1} \)).

For the FDTx mode, we have \( \varphi = 2, \theta = 1 \), and also \( \gamma_{S1} = p_{\text{sen}} N_0 \) and \( \gamma_{D1} = p_{\text{dat}} N_0 + \frac{I\left(p_{\text{dat}}\right)}{P_{\text{dat}}} \). We would like to define a critical value of \( p_{\text{sen}} \) which satisfies \( \lim_{T_S \to T} \frac{\partial N_T}{\partial T_S} = 0 \) to proceed further. Using the result in (8.38) and (8.41) as well as the approximation \( p_{\text{sen}} f(T) \approx 0 \), and by solving \( \lim_{T_S \to T} \frac{\partial N_T}{\partial T_S} = 0 \) we yield

\[
P_{\text{sen}} = N_0 \left( 1 + \frac{P_{\text{dat}}}{N_0 + \zeta P_{\text{dat}}} \right)^2 - 1.
\] (8.42)

Using (8.38), it can be verified that if \( p_{\text{sen}} > P_{\text{sen}} \) then \( \lim_{T_S \to T} \frac{\partial N_T}{\partial T_S} > 0 \); otherwise, we have \( \lim_{T_S \to T} \frac{\partial N_T}{\partial T_S} \leq 0 \). So we have completed the proof for the second statement of Theorem 1.

To prove the third statement of the theorem, we derive the second derivative of \( N_T \) as

\[
\frac{\partial^2 N_T}{\partial T_S^2} = \frac{1}{T_{\text{ove}} + T} \sum_{i=1}^{3} \frac{\partial^2 B_i}{\partial T_S^2},
\] (8.43)

where we have

\[
\frac{\partial^2 B_1}{\partial T_S^2} = -K_e \varphi \exp \left( \frac{T}{\Delta \tau} \right) \log_2 (1 + \gamma_{D1}) \left[ (T - T_S) \frac{\partial^2 p^{00}}{\partial T_S^2} - 2 \frac{\partial p^{00}}{\partial T_S} \right],
\] (8.44)

where \( \frac{\partial^2 p^{00}}{\partial T_S^2} \) is the second derivative of \( p^{00} \) and according to the derivations in Appendix 8.8.5, we have \( \frac{\partial^2 p^{00}}{\partial T_S^2} > 0, \frac{\partial p^{00}}{\partial T_S} < 0, \forall T_S \). Therefore, we yield \( \frac{\partial^2 B_1}{\partial T_S^2} < 0, \forall T_S \).

Consequently, we have the following upper bound for \( \frac{\partial^2 B_1}{\partial T_S^2} \) by omitting the term \( \exp \left( \frac{T}{\Delta \tau} \right) > 1 \) in (8.44)

\[
\frac{\partial^2 B_1}{\partial T_S^2} \leq K_e \left[ h_1(T_S) + h_2(T_S) \right],
\] (8.45)

where

\[
h_1(T_S) = -\varphi (T - T_S) \frac{\partial^2 p^{00}}{\partial T_S^2} \log_2 (1 + \gamma_{D1}),
\]

\[
h_2(T_S) = 2 \varphi \frac{\partial p^{00}}{\partial T_S} \log_2 (1 + \gamma_{D1}).
\]
Moreover, we have
\[
\frac{\partial^2 B_2}{\partial T_s^2} = \frac{\mathcal{K}_e \Delta \tau}{\bar{\tau}_{id}} \left\{ \frac{2 + T_s}{\Delta \tau} \exp \left( \frac{T_s}{\Delta \tau} \right) \log_2 (1 + \gamma_{S1}) - \varphi \frac{\partial^2 \varphi^{\nonumber}}{\partial T_s^2} \left( \Delta \tau \left( \exp \left( \frac{T_s}{\Delta \tau} \right) - \exp \left( \frac{T}{\Delta \tau} \right) \right) \log_2 \left( \frac{1 + \gamma_{D1}}{1 + \gamma_{D2}} \right) \right. \\
+ (T - T_s) \left[ \exp \left( \frac{T}{\Delta \tau} \right) \log_2 (1 + \gamma_{D1}) - \exp \left( \frac{T_s}{\Delta \tau} \right) \log_2 (1 + \gamma_{D2}) \right] \\
+ 2 \varphi \frac{\partial^2 \varphi^{\nonumber}}{\partial T_s} \left[ \exp \left( \frac{T}{\Delta \tau} \right) - \exp \left( \frac{T_s}{\Delta \tau} \right) \right] \log_2 (1 + \gamma_{D1}) + \frac{T - T_s}{\Delta \tau} \exp \left( \frac{T_s}{\Delta \tau} \right) \log_2 (1 + \gamma_{D2}) \right\} \\
- \varphi (1 - \varphi^{\nonumber}) \frac{T - T_s}{\Delta \tau} \exp \left( \frac{T_s}{\Delta \tau} \right) \log_2 (1 + \gamma_{D2}) + \varphi (1 - \varphi^{\nonumber}) \frac{T}{\Delta \tau} \exp \left( \frac{T_s}{\Delta \tau} \right) \log_2 \left( \frac{1 + \gamma_{D1}}{1 + \gamma_{D2}} \right) \right) \text{.} \tag{8.46}
\]

Therefore, we can approximate \( \frac{\partial^2 B_2}{\partial T_s^2} \) as follows:
\[
\frac{\partial^2 B_2}{\partial T_s^2} = \mathcal{K}_e \left[ h_3(T_s) + h_4(T_s) + h_5(T_s) \right] \text{,} \tag{8.47}
\]
where
\[
h_3(T_s) = - \frac{\left( 2 + \frac{T_s}{\Delta \tau} \right) (1 + \frac{T_s}{\Delta \tau})}{\bar{\tau}_{id}} \log_2 (1 + \gamma_{S1}) \text{,}
\]
\[
h_4(T_s) = - \varphi (1 - \varphi^{\nonumber}) \frac{T - T_s}{\bar{\tau}_{id}} \left( 1 + \frac{T_s}{\Delta \tau} \right) \log_2 (1 + \gamma_{D2}) \\
- \varphi \frac{\partial^2 \varphi^{\nonumber}}{\partial T_s} \left( T - T_s \right) \left[ \frac{T}{\bar{\tau}_{id}} \log_2 (1 + \gamma_{D1}) - \frac{T_s}{\bar{\tau}_{id}} \log_2 (1 + \gamma_{D2}) \right] \\
+ 2 \varphi \frac{\partial^2 \varphi^{\nonumber}}{\partial T_s} \left( T - T_s \right) \left[ \log_2 \left( \frac{1 + \gamma_{D1}}{1 + \gamma_{D2}} \right) + \frac{T_s}{\Delta \tau} \log_2 (1 + \gamma_{D2}) \right] \text{,}
\]
\[
h_5(T_s) = \varphi (1 - \varphi^{\nonumber}) \frac{1}{\bar{\tau}_{id}} \left( 1 + \frac{T_s}{\Delta \tau} \right) \log_2 \left( \frac{1 + \gamma_{D1}}{1 + \gamma_{D2}} \right) \text{.}
\]

In addition, we have
\[
\frac{\partial^2 B_{31}}{\partial T_s^2} = \frac{\mathcal{K}_e \Delta \tau}{\bar{\tau}_{id} \Delta \tau} \exp \left( \frac{T_s}{\Delta \tau} \right) \left\{ \left( 1 + \frac{T}{\Delta \tau} \right) \log_2 (1 + \gamma_{S1}) \\
+ \log_2 (1 + \gamma_{S2}) + \varphi \left( \frac{T - T_s}{\Delta \tau} - 2 \right) \log_2 (1 + \gamma_{D2}) \right\} \text{.} \tag{8.48}
\]

We can approximate \( \frac{\partial^2 B_{31}}{\partial T_s^2} \) as follows:
\[
\frac{\partial^2 B_{31}}{\partial T_s^2} = \mathcal{K}_e \left[ h_6(T_s) + h_6(T_s) \right] \text{,} \tag{8.49}
\]
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where

\[ h_6(T_S) = \frac{1}{\bar{\tau}_{id}} \log_2 (1 + \gamma_{S1})(1 + \gamma_{S2}), \]

\[ h_7(T_S) = -\frac{2\varphi}{\bar{\tau}_{id}} \log_2 (1 + \gamma_{D2}). \]  \(8.50\)

Finally, we have

\[ \frac{\partial^2 B_{32}}{\partial T_S^2} = \mathcal{K}_e h_8(T_S), \]  \(8.51\)

where

\[ h_8(T_S) = 2\varphi \bar{P}_d \bar{\tau}_{id} \log_2 (1 + \gamma_{D2}). \]  \(8.52\)

The above analysis yields

\[ \frac{\partial^2 N_T}{\partial T_S^2} = \mathcal{K}_e \sum_{i=1}^{8} h_i(T_S). \]  \(8.53\)

Therefore, to prove that \( \frac{\partial^2 N_T}{\partial T_S^2} < 0 \), we should prove that \( h(T_S) < 0 \) since \( \mathcal{K}_e > 0 \) where

\[ h(T_S) = \sum_{i=1}^{8} h_i(T_S). \]  \(8.53\)

It can be verified that \( h_1(T_S) < 0 \) and \( h_4(T_S) < 0 \), \( \forall T_S \) because \( \frac{\partial^2 p_0^0}{\partial T_S^2} > 0 \), \( \frac{\partial p_0^0}{\partial T_S} < 0 \) according to Appendix 8.8.5 and \( \gamma_{D2} < \gamma_{D1} \). Moreover, we have

\[ h_3(T_S) < -\frac{2}{\bar{\tau}_{id}} \log_2 (1 + \gamma_{S1}), \]  \(8.54\)

and because \( \gamma_{S1} > \gamma_{S2} \), we have

\[ h_3(T_S) < -\frac{1}{\bar{\tau}_{id}} \log_2 (1 + \gamma_{S1})(1 + \gamma_{S2}) = -h_6(T_S). \]  \(8.55\)

Therefore, we have \( h_3(T_S) + h_6(T_S) < 0 \). Furthermore, we can also obtain the following result \( h_7(T_S) + h_8(T_S) \leq 0 \) because \( \bar{P}_d \leq 1 \). To complete the proof, we must prove that \( h_2(T_S) + h_5(T_S) \leq 0 \), which is equivalent to

\[ -2\bar{\tau}_{id} \frac{\partial p_0^0}{\partial T_S} \log_2 (1 + \gamma_{D1}) \frac{\log_2 (1 + \gamma_{D1})}{\log_2 (1 + \gamma_{D2})} \geq (1 - p_0^0)(1 + \frac{T_S}{\Delta \tau}), \]  \(8.56\)

where according to Appendix 8.8.5

\[ \frac{\partial p_0^0}{\partial T_S} = -\frac{\bar{\gamma} \sqrt{\bar{T}_S}}{2\sqrt{2\pi T_S}} \exp \left(-\frac{(\bar{\alpha} + \bar{\gamma} \sqrt{T_S})^2}{2} \right), \]  \(8.57\)
where \( \bar{\alpha} = (\bar{\gamma}_1 + 1) Q^{-1} (\bar{F}_d) \). It can be verified that (8.56) indeed holds because the LHS of (8.56) is always larger than to 2 while the RHS of (8.56) is always less than 2. Hence, we have completed the proof of the third statement of Theorem 1.

Finally, the fourth statement in the theorem obviously holds because \( B_i (i = 1, 2, 3) \) are all bounded from above. Hence, we have completed the proof of Theorem 1.

8.8.5 Approximation of \( P_{f}^{00} \) and Its First and Second Derivatives

We can approximate \( \hat{P}_d \) in (8.5) as follows:

\[
\hat{P}_d = Q \left[ \left( \frac{\epsilon}{N_0 + \bar{I}} - \bar{\gamma} - 1 \right) \frac{\sqrt{f_s T_S}}{\bar{\gamma}_1 + 1} \right],
\]

where \( \bar{\gamma} \) and \( \bar{\gamma}_1 \) are evaluated by a numerical method. Hence, \( P_{f}^{00} \) can be calculated as we set \( \hat{P}_d = \bar{P}_d \), which is given as follows:

\[
P_{f}^{00} = Q \left( \bar{\alpha} + \bar{\gamma} \sqrt{f_s T_S} \right),
\]

where \( \bar{\alpha} = (\bar{\gamma}_1 + 1) Q^{-1} (\bar{F}_d) \).

We now derive the first derivative of \( P_{f}^{00} \) as

\[
\frac{\partial P_{f}^{00}}{\partial T_s} = -\frac{\bar{\gamma} \sqrt{f_s T_S}}{2 \sqrt{2 \pi T_S}} \exp \left( -\frac{(\bar{\alpha} + \bar{\gamma} \sqrt{f_s T_S})^2}{2} \right).
\]

It can be seen that \( \frac{\partial P_{f}^{00}}{\partial T_s} < 0 \) since \( \bar{\gamma} > 0 \). Moreover, the second derivative of \( P_{f}^{00} \) is

\[
\frac{\partial^2 P_{f}^{00}}{\partial T_s^2} = \frac{\bar{\gamma} \sqrt{f_s T_S}}{4 \sqrt{2 \pi T_S^3}} \left( 1 + \frac{1}{2} y \bar{\gamma} \sqrt{f_s T_S} \right) \exp \left( -\frac{y^2}{2} \right),
\]

where \( y = \bar{\alpha} + \bar{\gamma} \sqrt{f_s T_S} \).

We can prove that \( \frac{\partial^2 P_{f}^{00}}{\partial T_s^2} > 0 \) by considering two different cases as follows. For the first case with \( \frac{\bar{\alpha}^2}{\bar{\gamma} f_s} \leq T_s \leq T \) (0 \( \leq P_{f}^{00} \leq 0.5 \)), this statement holds since \( y > 0 \). For the second case with \( 0 \leq T_s \leq \frac{\bar{\alpha}^2}{\bar{\gamma} f_s} \) (0.5 \( \leq P_{f}^{00} \leq 1 \), \( y \leq 0 \), then we have \( 0 < y - \bar{\alpha} = \bar{\gamma} \sqrt{f_s T_S} \leq -\bar{\alpha} \) and \( 0 \leq -y \leq -\bar{\alpha} \). By applying the Cauchy-Schwarz inequality, we obtain \( 0 \leq -y (y - \bar{\alpha}) \leq \frac{\bar{\alpha}^2}{4} < 1 < 2 \); hence \( 1 + \frac{1}{2} y \bar{\gamma} \sqrt{f_s T_S} > 0 \). This result implies that \( \frac{\partial^2 P_{f}^{00}}{\partial T_s^2} > 0 \).
Chapter 9

Conclusions and Further Works

Although cognitive radio technology is an important paradigm shift to solve the spectrum scarcity problem for future wireless networks, many challenges remain to be resolved to achieve the benefits offered by this technology. Our dissertation focuses on the design, analysis, and optimization of joint spectrum sensing and access design for CRNs under different practically relevant network settings. The developed techniques enable a CRN to efficiently exploit idle spectrum over time, frequency, and space for data transmission. In this chapter, we summarize our research contributions and discuss some future research directions.

9.1 Major Research Contributions

We have developed three different CMAC design frameworks addressing different network scenarios for HD CRNs as well as an adaptive FDC-MAC framework for FD CRNs. These research outcomes have been resulted in three journal publications [16, 26], [30] and its corresponding conference publications [28, 31–34] as well as one journal under submission [30].

In the first contribution, we have proposed the MAC protocols for CRNs with parallel sensing that explicitly take into account spectrum-sensing operation and imperfect sensing performance. In addition, we have performed throughput analysis for the proposed MAC protocols and determined their optimal configurations for throughput maximization. These studies have been conducted for both single- and multiple-channel scenarios subject to protection constraints for primary receivers.
In the second contribution, we have investigated the MAC protocol design, analysis, and channel assignment issues for CRNs with sequential sensing. For the channel assignment, we have presented the optimal brute-force and low-complexity algorithms and analyzed their complexity. In particular, we have developed two greedy channel assignment algorithms for throughput maximization, namely non-overlapping and overlapping channel assignment algorithms. In addition, we have proposed an analytical model to quantify the saturation throughput of the overlapping channel assignment algorithm. We have also presented several potential extensions including the design of max-min fair channel assignment algorithms and consideration of imperfect spectrum sensing.

In the third contribution, we study a general SDCSS and access framework for the heterogeneous cognitive environment where channel statistics and spectrum holes on different channels can be arbitrary. Moreover, no central controller is required to collect sensing results and make spectrum sensing decisions. In particular, the design is based on the distributed $p$-persistent CSMA protocol incorporating SDCSS for multi-channel CRNs. We have performed saturation throughput analysis and optimization of spectrum sensing time and access parameters to achieve the maximum throughput for a given allocation of channel sensing sets. Afterward we have studied the channel sensing set optimization (i.e., channel assignment) for throughput maximization and investigated both exhaustive search and low-complexity greedy algorithms to solve the underlying optimization problem. Then we have extended the design and analysis to consider reporting errors during the exchanges of spectrum sensing results.

In the last contribution, we have proposed the FDC–MAC protocol for FD CRNs, analyzed its throughput performance, and studied its optimal parameter configuration. The design and analysis take into account the FD communication capability and the self-interference of the FD transceiver. In particular, SUs employ the standard $p$-persistent CSMA mechanism for contention resolution then the winning SU performs simultaneous sensing and transmission during the sensing stage and transmission only in the transmission stage. We have also shown that there exists an optimal FD sensing time to achieve the maximum throughput. Moreover, we have proposed an algorithm to configure different design parameters including SU’s transmit power and sensing time to achieve the maximum throughput.
9.2 Further Research Directions

Our research work in this dissertation focuses on the MAC protocol for efficient media sharing and QoS provisioning in CRNs. The following research directions are of importance and deserve further investigation.

9.2.1 Multi-channel MAC protocol design for FD CRNs

The MAC protocol design for FD CRNs was proposed for the single-channel scenario in Chapter 8 where it has been shown to deliver excellent and flexible performance tradeoffs for FD CRNs [28, 29]. This proposed FDC–MAC protocol design is more general and flexible than existing MAC protocols for FD CRNs. However, engineering the multi-channel FD CMAC design is more challenging, which will be pursued in the future. Moreover, we will also consider the channel assignment problem for FD CRNs.

9.2.2 CMAC and routing design for multi-hop HD and FD CRNs

Routing protocol design for HD and FD CRNs presents many interesting open problems to address. In the multi-hop communication environments with spectrum heterogeneity, cross-layer design for CMAC and routing deserves further investigations. In particular, development of suitable coordination and spectrum sensing schemes to manage interference among concurrent SUs’ transmissions, efficiently exploit spectrum holes, and protect PUs for HD CRNs and FD CRNs is a good direction for further research. Finally, study of channel assignment is also a promising research direction in multi-hop CRNs.

9.2.3 Applications of cognitive radio networking techniques for smartgrids

We plan to investigate the joint cognitive protocol and data processing design for the smartgrid application. We are particularly interested in exploiting potential sparsity structure of the smartgrid data so that the data can be compressed before being transmitted over the smartgrid communication networks [135, 136]. This is quite expected since many types of smartgrid data can be very correlated over both space and time. Here, existing techniques developed in the compressed sensing field can be applied for processing the smartgrid data [35–37]. Cognitive network protocols employed to deliver smartgrid data can further degrade
the communication performance due to access collisions and the intermittent nature of spectrum holes. Therefore, joint design of cognitive protocols and data processing algorithms is important to ensure the desirable end-to-end QoS performance.
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Chapter 10

Appendix

10.1 Channel Assignment for Throughput Maximization in Cognitive Radio Networks

The content of this appendix was published in *Proc. IEEE WCNC’2012* in the following paper:

10.2 Fair Channel Allocation and Access Design for Cognitive Ad Hoc Networks

The content of this appendix was published in *Proc. IEEE GLOBECOM’2012* in the following paper:

10.3 General Analytical Framework for Cooperative Sensing and Access Trade-off Optimization

The content of this appendix was published in *Proc. IEEE WCNC’2013* in the following paper:

10.4 Distributed MAC Protocol Design for Full-Duplex Cognitive Radio Networks

The content of this appendix was published in *Proc. IEEE GLOBECOM’2015* in the following paper:
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