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Abstract

Global wireless communication demands have seen dramatic growth over the past decade
along the rapid increase in the numbers of human and machine based connections. Moreover,
next-generation wireless networks and technologies must be developed to support diverse re-
quirements in terms of data rate, latency, reliability for different vertical applications such as
e-health, smart factories, and smart cities. To meet these requirements given limited spec-
trum resource, it becomes critical to leverage under-utilized usable frequency bands and to
enhance the spectrum efficiency. To this end, one must address great challenges in engineer-
ing hardware components such as antennas and radio frequency circuits to effectively exploit
higher frequency bands while improvement of spectrum efficiency requires more sophisticated
communications techniques and novel interference and resource management strategies.

There has been growing interests in leveraging different aerial platforms including low-
altitude unmanned aerial vehicles (UAVs), high-altitude UAVs, balloons, dense low-orbit
satellites in recent years for providing reliable, ubiquitous, and economical wireless services.
Among them, UAVs-based communications platforms can provide low-cost solutions for var-
ious communications scenarios (e.g., wireless areas with limited infrastructure or high traffic
demand) and the UAV-based wireless networks offer extra degrees of freedom to optimize
the underlying wireless network to enhance the coverage, throughput, and energy efficiency
thanks to unique UAV’s attributes such as mobility, flexibility, and controllable altitude.
UAV communications can also be leveraged to enhance the communications quality of wire-
less cellular networks and to support various Internet of Thing (IoT) applications such as
data dissemination or data collection. The overall objective of this PhD research is to develop
interference and resource management strategies for next generation wireless networks where
UAV communications are leveraged to effectively support different applications with diverse
quality of service (QoS) requirements. Specifically, our research has resulted in three major
contributions as summarized in the following.

First, we propose the joint interference cancellation, channel estimation, and data symbol
detection for a general interference setting where the interfering source and interfered receiver
are un-synchronized and occupy overlapping channels of different bandwidths. We construct a
two-phase framework where the interference and desired channel coefficients are estimated by
using the joint maximum likelihood-maximum a posteriori probability (JML-MAP) criteria
in the first phase; and the MAP based symbol detection is performed in the second phase.
We propose an iterative algorithm for interference cancellation, channel estimation and data
detection based on the proposed two-phase framework. We then conduct analysis of channel
estimation error, residual interference, symbol error rate, and optimize the pilot density to
achieve the maximum throughput.



Second, we study the resource allocation and trajectory optimization problem for multi-
UAV based wireless networks to maximize the number of admitted users while satisfying their
data transmission demands. To tackle the formulated mixed integer non-linear programming
(MINLP) problem, we first introduce soft admission variables and solve the corresponding
optimization problem by an iterative algorithm. Each iteration comprises two steps, namely
soft admission maximization and user removal. The proposed method guarantees to increase
the number of admitted users over iterations and therefore, converge to a stable solution.

Finally, we study the joint optimization of multi-UAV’s trajectories, transmit power,
user-UAV association, and user pairing for multi-UAV based wireless networks employing
the non-orthogonal multiple access (NOMA) for uplink communications. The design aims
to minimize the total user’s energy consumption while guaranteeing to successfully transmit
their required data to the UAV-mounted base stations. To tackle the underlying problem,
we derive the optimal power allocation as a function of other variables, which is used to
transform the optimization problem into an equivalent form. We then propose an iterative
algorithm to solve the obtained optimization problem by using Block Coordinate Descent
method where three sub-problems are solved in each iteration. Specifically, given the UAVS’
trajectories and data rates, we solve the NOMA user pairing and user-UAV association sub-
problem optimally by exploiting its special structure. Then, we optimize the users’ data
rates and UAVS’ trajectories in the second and third sub-problems, respectively, by using the
successive convex approximation method.

For all proposed designs and algorithms, we provide extensive analytical and numerical
studies which illustrate their achievable performances as the values of different key parameters
vary. The numerical studies also demonstrate the efficacy of our proposed algorithms and
their significant performance gains versus the state-of-the-art designs.

vi
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Chapter 1

Extended Summary

1.1 Background and Motivations

Global wireless communication demands have seen dramatic growth over the past decade along the
rapid increase in the numbers of human and machine based connections. In fact, it is predicted by
Ericsson that total mobile traffic volume can reach 131 exabytes per month by the end of 2024 [1].
Moreover, recent forecast shows that billions of wireless devices, from low-cost internet of things
(IoT) devices, wearables, to virtual/augmented/mixed reality devices, and smart vehicles will be
connected with wireless networks over the next few years [2,3]. Furthermore, next-generation
wireless networks and technologies must be developed to support diverse requirements in terms of
data rate, latency, reliability for different vertical applications such as e-health, smart factories, and
smart cities. To meet these requirements given limited spectrum resource, it becomes critical to
leverage under-utilized usable frequency bands and to enhance the spectrum efficiency. In general,
one must address great challenges in engineering hardware components such as antennas and radio
frequency circuits to effectively exploit higher frequency bands while improvement of spectrum
efficiency requires more sophisticated communications techniques and resource allocation such as

novel interference and resource management strategies.

Exploiting different frequency bands and improving the spectrum efficiency are two critical di-
rections to fundamentally enhance the wireless network capacity and performance. In particular,

several under-explored frequency bands such as those above 6Ghz have been under study for 5G



wireless networks recently. Note that the minimum guard-bands defined in [4] are larger than those
defined in LTE [5] for the same values of channel bandwidth. This is to mitigate the negative effects
of unwanted out-of-band emissions, or adjacent channel interference. However, from the spectrum
efficiency perspective, it is desirable to squeeze the guard-bands, or even allow simultaneous data
transmission/reception on overlapping bands, and apply advanced interference cancellation tech-
niques to manage the interference such as in the case of Full Duplex (FD) radios [6]. Furthermore,
future wireless networks must support different applications with diverse requirements in terms of
data rates; therefore, communication signals generated by different applications can require different
communication bandwidths. In general, developing advanced interference management techniques
for concurrent communications over adjacent and overlapping frequency bands is challenging and

it requires much further research [7].

Another promising approach to enhance the spectrum efficiency is to employ advanced Non-
Orthogonal Multiple Access (NOMA) strategies [8]. Specifically, NOMA enables wireless networks
to serve multiple users using the same resource in time, frequency, or space. In fact, NOMA has
shown to have various advantages from the information theory perspective [9]. Moreover, NOMA
is also more energy efficient than the conventional Orthogonal Multiple Access (OMA) [10] under
various settings. To realize NOMA, successive interference cancellation (SIC) is typically employed
to decode the intended messages while effectively mitigating the interference [11]. However, the
SIC process increases the complexity of receivers. Moreover, one must perform user grouping to
determine users using the same resource and optimize the resource allocation to further optimize the
network performance. Therefore, much further research for NOMA is needed before the technology

is ready for practical deployment.

There has been growing interests in leveraging different aerial platforms including low-altitude
unmanned aerial vehicles (UAVs), high-altitude UAVs, balloons, dense low-orbit satellite constel-
lations in recent years for providing reliable, ubiquitous, and economical wireless services [12}/13].
Among them, UAVs-based communications platforms can provide low-cost solutions for various com-
munications scenarios (e.g., wireless areas with limited infrastructure or high traffic demand) and
the UAV-based wireless networks (called UWNSs hereafter) offer extra degrees of freedom to optimize
the underlying wireless network to enhance the coverage, throughput, and energy efficiency thanks
to unique UAV’s attributes such as mobility, flexibility, and controllable altitude. With appropriate

deployment, UAV-based communications can provide favorable Line-of-Sight (LoS) communications
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channels [14] for ground users. UAV communications can also be leveraged to enhance the com-
munications quality of wireless cellular networks and to support various Internet of Thing (IoT)
applications such as data dissemination or data collection [15]. Therefore, UWNSs are expected to

play an important role in 5G and beyond-5G wireless systems [16].

In this dissertation, our main objective is to develop interference and resource management
strategies for next generation wireless networks where many aerial components are involved to
support different applications that demand diverse quality of services. Specifically, the research

contributions of this dissertation are summarized in the next sections.

1.2 Research Contributions

In this PhD research, our main objective is to develop interference and resource management strate-
gies for next generation wireless networks which employ aerial (UAVs) components to support differ-
ent applications having diverse qualities of services. In particular, our works focus on two aspects.
The first aspect is interference cancellation in a general setting where the interfering and inter-
fered communication’s signals have different bandwidths. In the second aspect, we study resource
allocation problems in UWNs where our designs focus on two important objectives: admission
maximization in the downlink direction, and user energy consumption minimization in the uplink

direction. The following sections describe the main contributions of this dissertation.

1.2.1 Interference Cancellation, Channel Estimation, and Symbol Detection for

Communications on Overlapping Channels

In this contribution, we propose the joint interference cancellation, fast fading channel estima-
tion, and data symbol detection for a general interference setting where transmit signal of the
interfering communication and received signal of the interfered (desired) communication occupy
overlapping channels of different bandwidths. Existing works in literature have not considered joint
channel estimation, interference cancellation, and symbol detection for the scenario in which two
un-synchronized mutual interfering signals have different bandwidths in the fast fading environment.

Our work aims to fill this gap in the literature where we make the following contributions.



o First, we propose a two-phase framework for joint interference cancellation, channel estima-
tion, and symbol detection. In the first phase, we estimate the interference coefficients and
then subtract the estimated interference. After that, fast-fading channel coefficients at pilot
positions are estimated. In the second phase, we derive the a posteriori probabilities for both
series and individual symbols, given the channel coefficients at pilot positions, from which
we propose corresponding detection methods that offer a trade off between precision and
complexity. We further develop an iterative algorithm for interference cancellation, channel

estimation, and data detection based on the proposed two-phase framework.

e Second, we provide several analysis about the performances of the proposed non-iterative
technique in terms of the residual interference and the overall symbol error rate. The analysis
shows that the residual interference has bounded power as the interference power tends to
infinity. However, the effect of the fast fading channel to the residual interference is irreducible
no matter how large the SNR is. Therefore there are fundamental floors for the channel

estimation and symbol detection performances due to fast fading.

o Finally, we discuss and show numerically that there exists an optimal frame structure (i.e.,

optimal pilot density) to achieve the maximum system throughput.

In this section, Iy represents the N x N identity matrix, 1/ n is the M x N all-one matrix,
Af is the Hermitian transpose of matrix A, z* is the conjugate of complex value z, (%) denotes the
convolution operation and () denotes ‘proportional to’. Since this is a summary version, theorems
and propositions are stated without following proofs. Please refer to Chapter 5| for the full version

where the proofs of every theorem and proposition are presented.

1.2.1.1 System Model and Problem Statement

The considered setting is illustrated in Fig. [[.I] In the scenario, two communication links denoted
by S¢ (desired link) and S' (interfering link) operate on arbitrarily overlapping frequency bands.
The transmitted signal from S' interferes with the received signal of 8¢ in a general scenario where

their bandwidth ratio is an integelﬂ The interfering channel from the interfering source to the

We consider arbitrarily overlapping bands, hence the studied setting covers both adjacent-band and in-band
interferences. These two types of interference correspond to the practical scenarios in satellite communications [17(18]
and terrestrial communications [19}20].
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Figure 1.1: Considered interference scenario

antennas of the desired receiver is assumed to be line of sight. The desired communication channel
experiences the fast fading where the channel coefficient changes from symbol to symbol according
to the first order Markov process [21,22]. The studied interference scenario occurs in practice when
the interfering Tx and the desired Rx are located close to each other and the desired Rx has access
to the interfering symbols (e.g., via a dedicated connection) as in the full-duplex relay |19,20]. The

transmitted signal of the desired communication with the carrier frequency f9 can be written as

oo
()= 3w (¢ K9 4 8) ORI, (1.1)
k=—00
where zj, is the kth transmitted symbol. The pulse shaping function pd(t) has unity gain; 79,

and 09 represent the symbol duration, time and phase offsets, respectively. The signal from the

interfering source can be expressed similarly as follows:
Sl(t) _ Z bkipl (t _ KT — t|> 6J(27rf t+0)’ (12)
ki=—o00

where p'(t) denotes the pulse shaping filter with unity gain, the interfering signal has the center
frequency f' = f4—Af, the k'th symbol is by; t' and 6" account for the time/phase difference of the
two systems and transmission time delay from the interfering transmitter to the interfered receiver,

respectively. Assume that there are N, receiver antennas for 8¢, then the received signal is

y(t) = hd(t) x s4(t) + hi(t) » s'(t) + w(t), (1.3)



where w(t) is the thermal noise, h4(¢), hi(t) denote N, x1 vectors of desired and interfering channel
impulse responses. At the receiver of 89, the signals are down-converted to baseband and then
passes through a matched filter with the impulse response pd(t). The filtered continuous signals are
sampled at (de + ed) to yield the discrete time signal y, = hgmk + 7y, + wy, where wy, represents
the vector of noise having complex Gaussian distribution with covariance matrix oI, (wy, is called
AWGN hereafter); Zj, denotes the equivalent baseband, discrete time interfering signal which will be

derived shortly. Firstly, we express the interference terms in the continuous time domain as follows:
() = { (b (0)xs'(t) ) e 7T L spdr). (1.4)

Substituting s'(¢) from (1.2) into (T.4)), we obtain the equivalent baseband interference signal
whose sampled signal at time (k794 €9) is Tj, = Z(t)|,—prdyea = hi 34 bpicy i, Where ¢y, i represents

the EIC which is defined by the following equation.

Cho i = / pAkTY + @ — T)p'(r — KT — ti)ej(%(fiffd)Twin)dT. (1.5)

In this studied scenario, the bandwidth of the interfering signal is M times larger than that of
the desired signal. And there are L symbols of b.i’s interfering to each desired symbol z; where
L should be a multiple of the bandwidth ratio M to account for the interference in the filter span
of the desired signal. Since the bandwidth ratio is an integer, ¢ ;i in depends only on the
|

relative difference of k, k'. So we denote them as ¢ = [c1, ¢o, ..., c]” in the sequel for brevity.

The desired communication link is assumed to have fast fading where the channels have the

first-order Markovian property as follows [21]:
hi,, = ahi +V1-a?Ay, (1.6)

where Ay, denotes a vector of Circular Symmetric Complex Gaussian (CSCG) noise with zero means
and covariance matrix oZly,. The additive noise term in is called channel evolutionary noise
and « is the channel correlation coefficient. The average Signal to Noise Ratio (SNR) is p = o2 /0>
Without loss of generality, we let oﬁ = 1. However, oﬁ may appear occasionally in several expressions

whenever needed. From the above equations, we can rewrite the received signal y; in the matrix
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form as follows:

Vi = hgxk—i-BkC—i-Wk, (17)

where by ; = hLka+l, B;. is the N, x L matrix whose Ith column is by;. We will call B, the
interference matrix hereafter. Recall that by, and hik are givenE|7 so By is known by the desired
receiver. In this work, yyi is called received signal or observation interchangeably. Since the inter-
fering channels are known and captured in the interference matrix By, we omit the superscript d in
the desired channel notation, i.e., hg becomes hy. And hereafter channels means desired channels
discussed in the previous sections. Channel estimation and symbol detection are performed in each
frame. We consider the scattered pilot frame structure in the time domain with Ny data symbols
between two consecutive pilot symbols, and there are N, pilot symbols in a frame [23,[24]. Typical
symbol arrangement in a frame is expressed as [z}, 33(11,17 e x‘iNd,:Ug, x‘f’Q, ey acg’Nd, - x‘]jvp_LNd,w?Vp],
where ¥ denotes the ith pilot symbol, and [:U‘li’i, e x?’ Nd} denotes data symbols between the ith and

(¢ + 1)th pilot symbols.
This work addresses the following questions:
1) Given the interference matrix By, the observations y; and the pilot symbols, how can one
cancel the interference and detect data symbols reliably?

2) What are the effects of fast fading channel evolutionary noise to the overall system perfor-

mances (EIC estimation, interference cancellation, channel estimation, and symbol detection)?

3) Is there an optimal frame design (i.e., optimal pilot density) that maximizes the throughput

in the presence of fast fading and interference?

1.2.1.2 Proposed Algorithm

a) Estimation of Interference and Channel Coefficients

In the first phase, we estimate ¢ and hf,n =1, ..., N, given the observations yﬁ: Np- For brevity,

the superscript p is omitted in this section, i.e., § becomes x;. We denote Y = [y1:n—1,¥n, Ynt1:N,]-

2We assume that the receiver has perfect information about the interfering channel gains h}, which correspond to
the line of sight link in this work. Therefore, the interfering channel gains vary slowly over time and they can be
estimated accurately.



The estimation criteria for ¢ and h,, is expressed as follows: E|

{én,fln} = argmax p(h,, Y|c). (1.8)

In order to estimate h,, and c according to (|1.8)), we need to find p(h,, Y)E| whose logarithm is

expressed in the following Theorem.

Theorem 1.1. The log likelihood of the received signals and channel coefficients at pilot position n
18

Np

Ly, y = log(p(hy,Y)) = — Z (Yi - llm)H Z,_ﬁ (yi - “Ln) —hih, + const.. (1.9)
i=1

The related parameters (“‘i,n’ 3 n) can be found in Appendix Furthermore, the first terms
in the right hand side of can be decomposed into two quadratic terms where one term contains
h,, and the other contains only c. Since there are two variables to be optimized (i.e., h, and c),
we first derive the optimal h,, with respect to c then we derive the optimal ¢ by maximizing the

corresponding objective function achieved with the optimal h,,.

* Step 1-Derivation of the optimal h,, for a given c: The sum of quadratic terms in ((1.9)) can

be re-written as

["hn,Y = _(hn - hn)HAn(hn - hn) - Crm (110)

where A, h,, and C, are defined as

N, N,
A, =1y +) w5, h, =AM D 2f, 50 (yim — Bine) |
i=1 i=1
N, (1.11)
Co = —hIA B, + Y (yin — Bine)” ;1 (yin — Binc),
=1

3We use the MAP criteria to estimate h,,. Note that either p(h,|Y) or p(h,,Y) can be used, since p(h,,Y) =
p(hn|Y)p(Y) and p(Y) is independent of the parameter of interest h,,. And The EICs ¢ are unknown, deterministic
parameters within a frame.

4For simplicity, we omit c in the following distributions, i.e., p(h,, Y|c) is simply written as p(h,,Y).
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where wj ., Tin, Yin, Bin and the related parameters are defined in the following equationsﬂ

Tin = WinTis  Yin = Yi— BinYitjin: Bin = Bi— BinBitj ., (1.12a)
N 2(|n—i|—1
a'\)n—ﬂ ; 75 " xixi+ji,npap (17ap(‘ I )) . ?é ;
TRy S 7
Wi,n = 1+P(1_O‘p ) s ﬁivn = 1+p(1—o¢§(‘ ‘ 1)) . (112b)
1 1=n .
’ 0, i=n

Since A, is positive definite, the optimal h,, that maximizes Ehmy in (1.10)) is h,,.

* Step 2- Derivation of the optimal c: When h,, = h,,, the function in (T.10) is equal to —C,,

which only depends on ¢ where

Cn =(c—¢&,) "D, (c — fln) + const., (1.13)

where D,, and ¢,, are defined in the following equations.

H

Np Np Np
D,=> Bl S Bin— > 2/, T Bin| A (D 2/, Z Bin|, (1.14a)
=1 =1 =1
N, Ny H Ny
& =D, B E lyin— | D2l Zi Bin | A D2 Zihyin | ¢ (1.14b)
=1 =1 =1

It can be verified that D, is positive definite by using the Cauchy-Schwarz inequality. Then the
optimal ¢ that maximizes thy in (1.10]) is €,. We take the average over all ¢,,n = 1,..., N, to

yield a reduced-variance estimate of ¢ as follows:

Cn. (1.15)

In summary, the joint interference estimation, cancellation and channel estimation algorithm is

described in Algorithm [I.1]

b) Symbol Detection

5We denote the ‘sign indicator’ j; , = —1 for ¢ > n, ji,, =1 for i < n and j;, = 0 for i = n.
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Algorithm 1.1. Estimation of EICs, Desired Channel Coefficients, and Interference Cancellation

1: forn=1:N, do

22 fori=1:N,do

3: Compute ; 5, Yin, Bin, Zin in , .
4: end for

5. Compute A,,D,, and then ¢, in (1.11)), (1.14al), (1.14b).
6: end for

7: Compute € in and subtract the interference.
8: forn=1:Np do

9:  Estimate h, as h,, in .

10: end for

11: End of algorithm.

With the estimated ¢, we can subtract the interference. Then the channel coefficients at pilot
positions are estimated as h,, given in with ¢ substituted by € in . The estimated
channel coefficients at pilot positions will be used for the symbol detection as described in the
following. We will describe the symbol detection for the interval [azf, o g, ad yaf +1] The
method can be applied and repeated for other intervals. For simplicity, we omit the pilot index i
and superscript (d) in this section, i.e., the channel coefficients are denoted as [hy, hy.n,, h], where
h;, and h; represent the known channel coefficient at the pilot symbol right before and right after
the considered interval, respectively. We provide two different symbol detection methods in the

followings.

* Series Symbol MAP Detection (S-MAP): The symbols in an interval are detected as

X1.Ny = argmax  p (xq.n, by, by, yiwy) - (1.16)

We now characterize the log likelihood function in the following theorem.

Theorem 1.2. The log likelihood of data symbols conditioned on the received signals and the channel
coefficients at pilot positions right after and before the interval can be expressed in a sum of quadratic

functions of data symbols x as
log (p (x1:ny /B, by, Y18y ) = const.+
Ny 7 * H i -
ol 1thy, + 1=y, 72hy + Z ;éri,ij Si | 72T 1hy, + 1,=n,m2hy + Z ;;Fi,ij :

i=1 j=1 j=1
(1.17)
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where the related parameters are defined in (1.18) and Appendix

1
St = <02 +(1+ 042)T1> Iy, — 1;2175Si1, (1.18a)
Si (ToTahy + mohip + 35, igri,j}’j> ;1< Ny

. . (1.18b)
Si ( TeLiahy + mohy + 375 szri,j}’j) , 1= DNyg

By computing values of log (p (x1.n,|hn, by, y1.n,)) of all possible vectors x = [z1, ..., xn,] from

the constellation points, we obtain the optimally detected symbols by (1.16]).

* Individual Symbol MAP Detection (I-MAP): We propose to estimate z; individually as

T = argmax  p (i|hp, by, yi). (1.19)

Using similar derivations as those used to obtain the results in Theorem [1.2] we have

hy; y o aNa+1-i
7. — 1 . —
By T Toa T T e

h;, for i=1,..., Ng. (1.20)

Then, the detected symbols can be found by mapping Z; to the closest point on the constellation.

We summarize the proposed joint channel estimation and symbol detection in Algorithm [I.2]

Algorithm 1.2. Individual Symbol MAP Detection Over Fast Fading Channel (I-MAP)
1: forn=1:N, do

2 for i =1: N4 do

3 Estimate j?,n from and assign i"?’n to the closest point in the constellation.
4:  end for
5
6

: end for
. End of algorithm.

c) Iterative Algorithm for Interference Cancellation, Channel Estimation and Sym-

bol Detection

The joint channel estimation, interference cancellation, and data detection are often performed
iteratively where detected data symbols can act as pilot symbols to support the interference cancel-
lation and channel estimation. We propose an iterative approach for interference cancellation,

channel estimation, and symbol detection based on the previous two-phase method. We now
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denote the desired symbols in the frame as z,,n = 1,...,(Np — 1)(Ng + 1) + 1, where z,,n =
1,14+ Ng+1,14+2(Ng + 1),... are pilot symbols in the previous notations.

In the first phase, the interference estimation, interference cancellation, and channel estimation
are performed as presented previously. Except that the number of newly considered pilot symbolsﬁ
is now Ny = (Ng + 1)(Np — 1) + 1 (symbols in the whole frame) and the correlation coefficient, of

channel gains at two consecutive pilot positions is &p = a.

In the second phase, let the estimated channel gains at position n be h,,. In order to detect the
symbol x,,, we now use the knowledge of Bn+1 and h,,_1 asif n+1 and n— 1 are two pilot positions.

Apply the I-MAP techniqueﬂ in (|1.20)), we have

ﬁH
0= h’;{iy”n =2, ., (Ny — 1)(Ng + 1),
[yl (1.21)
N « o o
T2 (hn—l + hn+1) .

After Z,, are detected, in the next iterations, interference cancellation, channel estimation and data
detection are performed until convergence is reached. The algorithm converges when there is no

change in the detected data symbols. We summarize this iterative approach in Algorithm [T.3]

Algorithm 1.3. Iterative Algorithm for Channel Estimation, Interference Cancellation and Data
Detection
1: Perform Algorithm for interference cancellation and channel estimation.
2: Perform Algorithm for I-MAP symbol detection.
3: while (true) do
4:  Perform Algorithm for interference cancellation and channel estimation with &p = o and
Ny = (Ng+1)(N, —1) + 1.
5:  Perform Algorithm for -MAP symbol detection with Nd = 1. The detected data symbols
are denoted as X'

6: if x'==x(0"1) then

7: Break the loop (Convergence is reached).
8: else

9: Increase i and go to the next iteration.
10:  end if

11: end while
12: End of algorithm.

5Since all symbols z, are known (at pilot positions) or detected (at data positions), they are all treated as pilot
symbols.
"Now as there is only one data symbol between two pilot symbols, S-MAP and I-MAP produce identical results.
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1.2.1.3 Performance Analysis

In this section, we conduct performance analysis for the proposed design frameworkﬁ] and present key
insights from the analysis. Specifically, we show first, the characteristics of the channel estimation
error and the residual interference, second, the achievable SER of our proposed detection methods,

and finally, the throughput analysis.

In the following analysis, we investigate the residual interference (denoted as v,,) and the channel
estimation error (CEE, denoted as v,,) which are defined as follows.

vn =Bn(e ), (1.22)

v, =h, —h,.

a) Characteristics of Channel Estimation Error and Residual Interference

First, we provide the following remark about the channel estimation error in case of interference-

free.

Remark 1.1. In case of no interference, the channel estimation error v, has Gaussian distribution
with zero mean. Moreover, the effect of channel evolutionary noise to the channel estimation error

1s negligible as the SNR tends to infinity.

The fact that the effect of channel evolutionary noise diminishes as SNR. goes to infinity suggests
that the error floor in channel estimation reported in [25] comes from the residual interference.
Therefore, we perform analysis and characterize the interference estimation € and the residual

interference in the following remarks.

Remark 1.2. The EIC estimation € is unbiased and the residual interference follows the Gaussian
distribution with zero mean. Moreover, the residual interference is independent of ¢ and has bounded

power as the interference power goes to infinity.

Remark 1.3. The residual interference power cannot be eradicated completely even with very high

SNR. Specifically, when the SNR tends to infinity, there is a floor for the residual interference power.

8Due to the stochastic nature of the channel model and the design, analysis of the iterative algorithm is very
involved, which is beyond the scope of this work. Nevertheless, the analysis of the proposed non-iterative two-phase
design provides many insights that help explain the behaviors of the iterative algorithm.
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b) SER Analysis

The unnormalized Z; in (1.20) is h¥ (h;z; + W;), where W; is the sum of the additive Gaussian
noise and residual interferenceﬂ Conditioned on hj and hy, the equivalent SNR for symbol detection

of x; can be expressed as

) ; Co2
2 2 o H o’
a” |[[hp||” 1255 + hy he %5
pS = R ™ — (1.23)
(02 + 07 +1—0a%) b1y %% +hff1ly 25
where j = Ny + 1 —i. The SER at symbol position 7 can be calculated as
pe = / p(hp, 1) fo(pS)dhpdhy, (1.24)

where fe(p) is the error rate corresponding to instantaneous p. The closed-form expression for Pf in
(1.24)) is difficult to derive. However, Pf can be computed accurately by using numerical integration

or by Monte Carlo simulation. Finally, the overall average SER can be expressed as

1
Pe = A ZPf. (1.25)

¢) Throughput Analysis

The throughput is defined as the average number of successfully transmitted data symbol per
symbol period, which is averaged over the frame interval. Note that there are Ny transmitted
data symbols between two consecutive pilot symbols and the frame consists of IV, pilot symbols.
Considering the average SER P€ in , the throughput can be calculated as

N4(Np —1)
(Ng+1)(N, — 1)+ 1’

TP = (1— P°) (1.26)

The pilot density is defined as 1/(Ngq+ 1). It can be verified that when we increase the pilot density
(i.e., Ngq is decreased), P. decreases; thus the first term in increases. However, the increasing
pilot density leads to higher pilot overhead which reduces the second term in and vice versa.
Therefore, there is a trade-off between transmission reliability and throughput, which suggests that

there exists an optimal value of the pilot density that achieves the maximum throughput. Though

In case of no interference, the covariance matrix is o?Iy,. And if there is interference, the covariance matrix is
(0% + o?)In,, where o is the power of the residual interference which can be computed from (5.49)
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it is difficult to express the closed form of P¢ in (1.25]), the optimal pilot density for given o and p

can be found effectively by using numerical search methods.

1.2.1.4 Numerical Results

We consider the simulation setting in which the desired receiver has N, = 2 antennas, the coefficient
« is chosen in the set {0.95,0.97,0.99, 0.995,0.999}@ The bandwidth of the interfering signal is
two times of the bandwidth of the desired signal, which are 30kH 2z and 15kH z, respectively. The
frequency spacing Ay between interfering and desired signals will be normalized as A de where T4
denotes the symbol time of the desired signal. We assume that the QPSK modulation is employed;
both interfering and interfered signals use the root-raised-cosine pulse shaping function. Moreover,
the pulse shaping functions pd(t) and p'(t) are assumed to have the roll-off factor equal to 0.25.
The interference power is set as strong as the power of the desired signal and the frequency spacing
Ar=1/ T4 unless stated otherwise. The number of pilot symbols is set equal to 51. Moreover, the
pilot density is chosen in the set {25%, 10%} corresponding to {3,9} data symbols between two pilot
symbols, respectively. Furthermore, for throughput simulation results, we show the throughputs
obtained for various pilot densities ranging from 50% to 6.25%. The results presented in this section

are obtained by averaging over 10 random realizations.
a) Performance of the Proposed Channel Estimation Technique

For the interference-free scenario, we investigate the effect of different parameters to the channel
estimation errors. We note that the performance of the channel estimation technique presented in
this section depends mainly on Ny and «. Specifically, the performance depends on ap which is
the correlation coefficient of channel gains at two consecutive pilot positions. Different values of Ny
(different pilot densities) have the corresponding values of o,. We will show the numerical channel

estimation mean squared error (CMSE) which is calculated as

Np

Y tr (E {(hn ~ ) (h, - hn)HD (1.27)

n=1

~ NN,

10Tn Clarke’s mode, a = Jo(2nfpT?), where fp is the maximum Doppler spread [26] (recall that T¢ is the symbol
period of the desired signal). Specifically, « = 0.999 corresponds to 150 Hz of Doppler spread with symbol rate of 15
Kbps. If the desired signal is carried at 900MHz, the corresponding velocity of the desired Rx is 50m/s.
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In Fig. we show the channel estimation error due to our proposed design for different
values of Ny (equivalently, different values of pilot density), when there is no interference (IF) and
when there is interference (IP). When Ny increases, the channel estimation mean squared error also
increases as expected. For the interference-free scenario, the corresponding error curves converge
to each other and decrease almost linearly as the SNR increases (both curves are plotted in the log
scale). This means that the impact of the fast fading is diminished in the high SNR regime. When

the interference is present, there is a performance floor for channel estimation error.
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Figure 1.2: Channel estimation mean squared error, o = 0.99

b) Performance of the Proposed Symbol Detection Methods

We now compare the SER performance of series symbol MAP detection (S-MAP), individual
symbol MAP detection (I-MAP) and optimum diversity detection (ODD) [27,28] methods. The
ODD method is the optimum individual symbol detection with imperfect CSIH]

Fig. illustrates the SER achieved by these detection methods for the interference-free and
interference scenarios, which are denoted as IF and IP in this section, respectively. It can be seen
that the SER of the proposed I-MAP is almost identical to that achieved by the ODD method.
Moreover, the S-MAP detector outperforms both I-MAP and ODD and the performance gap is
larger in the interference-free scenario. Note that, in the IP scenario, the residual interference still

presents, which causes the error floors in these SER curves. We further show in Fig. the SNR

"Basically, in the ODD method, the channel gains at data positions are interpolated from the MMSE-estimated
channel gains at pilot positions. Then, the zero-forcing based symbol detection is employed (please refer to Sections
IIT and IV in [28] for more details).
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Figure 1.3: a) SER achieved by different detection methods, Ny = 3; b) SNR gap for specific target
SER, Ny =3

gap to achieve the same SER between different symbol detection methods (S-MAP, I-MAP) and
scenarios (IF, IP). Particularly, a value of 3dB SNR gap at 5 x 1072 target SER of the curve A
vs B means that method A needs 3dB higher in SNR to achieve the same target SER achieved
by method B. For the same scenario (IF or IP), the SNR gap between the proposed S-MAP and
ODD becomes larger as the required SER decreases. Note again that there is a performance floor
in the IP scenario; nevertheless, our proposed detection method achieves more than 3dB SNR gain
compared to the existing ODD method for the same detection performance in the low target SER
regime (see the curve with square markers). Moreover, to achieve the same SER performance under
the high reliability condition (i.e., low SER), the SNR required in the interference scenario is much

higher than that required in the interference free scenario (illustrated by IP vs IF curves).
c) Performance of the Iterative Algorithm

We now study the performance of the iterative algorithm for channel estimation, interference
cancellation, and symbol detection. First, we show the performance of channel estimation over
iterations in Fig. where the CMSE of estimated channel gains is shown for both IF and IP
scenarios. In the figure, the iterative algorithm converges after only a few iterations. And the
converged channel estimation performance in the presence of interference (IP) is almost identical to
that of the interference free scenario (IF) in the low SNR regime (less then 30dB), which implies that
the proposed iterative method cancels very well the interference in this SNR region. When the SNR

is higher than 30dB, the performance in the IP case is still limited by the fast fading noise. However,
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Figure 1.4: a) Performance of channel estimation for iterative algorithm; b) SER achieved by iterative
and non-iterative algorithms

the performance floor of the iterative channel estimation approach is much lower than that of the
non-iterative counterpart (the 0*"-iteration versus the 2"%iteration curves in the IP scenario). We
then show the SERs achieved by the non-iterative and iterative algorithmﬂ in Fig. m We can
see that the iterative algorithm improves the SER in both IF and IP scenarios. Furthermore, the
improvement is higher for larger values of SNR. This is because that the high SNR regime allows
more reliable data detection, which boosts the performance of interference cancellation and channel

estimation.
d) Throughput Achieved by Proposed Framework

In Fig. [[.5] we show the variations of the throughput with the pilot density for different values
of SNR p and channel correlation coefficient «. For given « and p, there exists an optimal pilot
density that achieves the maximum throughput. The maximum throughput increases as the SNR p
increases, and larger « leads to higher maximum throughput and lower optimal pilot density. This
is because when the channel varies more slowly, the performance of interference cancellation and
channel estimation is improved, which results in more reliable transmission and higher throughput.
The results in this figure demonstrate the tradeoff between the throughput and communication

reliability in the fast fading environment.

2The SER of the non-iterative algorithm is the SER computed at the 0" iteration and the SER of the iterative
algorithm is the SER achieved at convergence.
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Figure 1.5: Throughput variations with the pilot density

1.2.2 Resource Allocation, Trajectory Optimization, and Admission Control in

UAV-based Wireless Networks

In this contribution, we consider the resource allocation and trajectory optimization for multi-UAV

based wireless networks, where the main contributions of our work can be summarized as follows:

e Our design maximizes the number of admitted users while satisfying their data transmission

demands.

e The formulated problem is MINLP. We propose an iterative algorithm to solve the problem

efficiently where the number of admitted users increases over iterations until convergence.

1.2.2.1 System Models

We consider downlink communications in a UAV-based wireless network. There are N UAVs and
a set K = {1,..., K} ground users. User k, whose 2-D coordinate is uj, demands to receive an
amount of data Dy from the UAVs. The service period consists of T time slots, each time slot
has length of 0. UAV n flies at altitude h and its 2-D coordinate at ¢ is c,[t]. The total system
bandwidth of B (Hz) is shared by users in an orthogonal manner. The bandwidth and transmit
power of the communication between UAV n and user k at t are b, x[t] and p, x[t], respectively.

The communication channels between UAVs and users are assumed to be dominated by Line of
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Sight (LoS) components. Therefore, the channel power gain between UAV n and user k at ¢ is
po/(h? 4 ||ca[t] — ug||?), where pg is the channel power gain at the reference distance of 1m from

the UAV. The amount of data received by user k at t is expressed as

N
di[t] = 6 Zl by 1 [t] logs <1 T bn,Z[t] - Hz::,[ktgt]_ uk\!2>’ (1.28)

where v = pg/o? is the normalized Signal to Noise Ratio (SNR) and o2 is the white noise power

density (W/Hz).

We consider user admission design where each user k is admitted if the UAVs can transmit at
least Dy, bits to it during the service period. We denote s; as the admission decision variable which
is equal to 1if Y7, di[t] > Dy and equal to 0, otherwise. Our design aims to maximize the number

of admitted users. The admission maximization problem can be formulated as follows:

PAM(K) : max
{bn,k[t}}7{pn,k[t]}7{cﬂ [t]}v{sk} kel

Sk

M=

s.t. dk[t] > s Dy, VE, (1.29&)
t=1
N K
> baklt] < B,V (1.29b)
n=1k=1
K
an,k[t] S Pmamvn;ta (129C)
k=1
llcn(t] — cnlt — 1]|| < min (Vimaxd, Dmax) , V7, t, (1.29d)
ch[t] - Cm[t]H Z DOavn 7é m)ta (1 296)
cnll] = c,[T] = o, Vn, (1.29f)
sp €40,1},Vk, (1.29g)

where Vimay is the maximum speed of a UAV, Dp.yx is the maximum displacement to ensure the LoS
channel conditions stay approximately the same, Dg is the safely distance, and ¢, is the coordinate
of the launching station. Constraints and limits the communication resources used,
where constraints (1.29d)), (1.29¢]) and (|1.291]) are for trajectory control.
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1.2.2.2 Proposed Algorithm

First, we define the demand-aware transmission data, and soft admission (SA) decision, for user k,

denoted as Dy, and 5, respectively, as follows:

T
Dy, = min <Dk, de[t]> : (1.30a)

t=1

5 = =X Vk, (1.30b)

We then consider the following SA maximization problem:

PSAM(KC) max o
{bn,k[t]}v{pn,k[t]}r{cn[t]}v{Dkvsk} kel

st. D <Dy, VkeK, (1.31a)

gk)

T
> dilt] > Dy, Vk €K, (1.31Db)
t=1

(T:29%), (T.294), (T.29d), (T.294), (T.29%), (T.300).

The set of admitted users is denoted as Ky = {k : Dy = D;}. Note that the feasible set
of PAM(IC) contains the resource allocation and UAV trajectories that realize K,. This relation

provides connections between problem PAM(K) and problem PSAM(KC).
* Step 1-Soft Admission Maximization:

We develop an algorithm to solve problem PSAM(K) by using the combination of the BCA and
successive convex approximation (SCA) methodsB Specifically, the BCA method is applied to
optimize the objective function of P>AM(K) with respect to one set of variables given other sets of
variables while the SCA is applied to approximate and convexify the trajectory control optimization

sub-problem.

13Note that the user set at outer iteration m is denoted as ™. However, in this section, we are only interested in
solving problem P3*M(K) for a certain set of users K. So the index m is omitted for brevity.
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The bandwidth and power allocation optimization sub-problem can be written as follows:

Pep(K) : max Sks
{bn,k[t]vpn,k[tLDk:gk} ]gc

s.t. (T.295), (T.294), (1.300), (T.31a)), (T.31b).

Problem Pgp(K) is convex, so it can be solved optimally using standard solvers such as CVX.

Given the bandwidth and power allocation, the UAV trajectory optimization sub-problem can

be stated as follows:

Pc(K) : max 5k,
{Cn [t]kavgk} kezjc

s.t. (1.29d), (T.294), (T.291), (T.300), (T.31a), (T.310).

We convexify the nonconvex constraints ((1.31b]) and (|1.29¢)) and apply the SCA method to solve

the problem efficiently. Let the set of UAV coordinates from the previous iteration be ci [t] and

Cnl

ciylt] — i1t =D3.

m

2 (ch,ft] = 1) (emld] — ealt) -

The logarithm terms in ([1.28) can be approximated as follows:

1og2<1+ A1) )Z%(H ] )_(ch[ﬂ_wnz_‘

W2+ [len[t] —ug | W2+ || ] —uy |

where 7, [t] = Ypnk[t]/bn k[t], and

logs (€)n 4] |
B2 + [lci ] = ugll”) (Gaslt] + 2+ e [1] — we?)

XriL,k[t] = (

t], constraint ([1.29¢]) can be squared and then approximated by the following inequality.

(1.34)

ch - ) X341

(1.35)
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Using these approximations, the problem P¢(K) can be solved by solving the following convex

optimization problem:

Pc(K) : max Z Sk,

{Cn[t}aDkvgk} ke

st =30 bl llogQ (1 o 1 ) ~ (Jlent-wl? -

+ - ) ZDka
=1 t=1 h2+ |, [t]—ug||

ciff-w*) X241

(1.36a)

(T-29d), ([T.296), (T.291), (T.308), (T.31a).

Finally, problem PSAM (K) is solved by using an iterative algorithm where we solve problems

Pep(K) and Pc(K) sequentially in each iteration.
% Step 2-User Remowal:

Let the set of users at iteration m after solving problem P3AM (™) be K™. We want to remove
the user who is unlikely to get admitted so that we can efficiently utilize the network resources for
other users, so we propose a user removal strategy where the user with the largest gap between its

required transmission data and demand-aware transmission data will be removed, as follows:

= aii%n%x Dy, — D;, (1.37)
where D;’; is the demand-aware transmission data of user k expressed in after solving problem
PSAM(KC™). The set of users in the next iteration is K™t = K™ \ {kmin}. Let KI* be the set of
admitted users after solving PSAM(KX™). We introduce the admitted condition constraint for users
k € KJ' to the soft admission maximization problem so that admitted users at iteration m will still

be admitted at iteration m + 1 and express the problem as follows:

PSAM (’Cm+1) . max S(K:erl),
@,{Dk,gk}

s.t. 5, =1,Vk € KJ', (1.38a)

(T.295)), (T.29d), (T.29d]), (1.29¢)), (L.291), (L.300),
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Let K" be the set of admitted users after solving PSAM(K™+1) it can be shown that || >

|ICT*]. Finally, the following table describes our algorithm.

Algorithm 1.4. Admission Maximization

1: Initiate @, m = 1,K! = K
2: while 1 do
3:  (Soft admission mazximization) Solve problem PSAM(KC™).
if |[K7'| = |K™| then
Break the loop.
else
(User removal) Let K™+ = K™\ {k™ }, where kT is defined in (1.37)). Increase m by 1.
8: end if
9: end while
10: End of algorithm.

1.2.2.3 Numerical Results

We consider the simulation setting where users are randomly located in a circular network area
with the radius of 2km. The UAVs is assumed to fly at 100m, the maximum power Ppnax is set at
20dBm, o2 is -174dBm/Hz, and pp = 4 x 107°. The flight duration is 120s, which is divided into
120 time slots. User transmission demand is 45Mbits, the total bandwidth is B = 1MHz, and the
total number of users is 20, unless stated otherwise. We will numerically compare our proposed
algorithm with a baseline. For this baseline, the problem PAM(K) is solved by applying the BCA
method, where the sub-problems are MILPs. Specifically, in each iteration of this baseline, the
bandwidth-power allocation, and trajectory optimization sub-problems with integer variables {sy}
are solved by using the MOSEK solver. This baseline algorithm terminates when no more users can

be admitted. This baseline is denoted as BCA-MILP in the following.

In Fig. we show the number of admitted users versus varying user data demand. Two
observations can be drawn from the figure. First, deploying more UAVs allows us to admit more
users. Second, our proposed methods can admit significantly more users than that achieved by
the BCA-MILP baseline. This can be explained as follows. First, the SA maximization step in
our algorithm optimizes a continuous objective function, so the algorithm can find better UAVs
trajectories over iterations before convergence. This is not the case for the BCA-MILP in which
convergence is reached after only a few iterations due to integer-valued objective function. Moreover,

our developed user removal step efficiently removes poor users and thus their resources can be
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Figure 1.6: a) Number of served users versus data demand per user; b) Number of served users versus
total bandwidth

reserved and used more efficiently to serve better users. Fig. presents the number of admitted
users versus varying bandwidth. When there is more bandwidth available, the network can admit
more users. However, the performance gain of the proposed algorithm versus the baseline increases

as the bandwidth grows, which implies that our approach utilizes radio resources more efficiently.
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Figure 1.7: Coverage probability versus total number of users

Finally, we show the admission ratio with varying number of users in Fig. It can be seen
that the admission ratio decreases when there are more users. However, our proposed approach still

achieves better performance than the BCA-MILP baseline.
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1.2.3 Multi-UAV Trajectory Control, Resource Allocation, and NOMA User
Pairing for Uplink Energy Minimization

In this contribution, we study the joint optimization of multiple UAVS’ trajectories, transmit power
allocation, user-UAV association, and user pairing for UAV-assisted wireless networks employing the
non-orthogonal multiple access (NOMA) for uplink communications. The design aims to minimize
the total energy consumption of ground users while guaranteeing to successfully transmit their
required amount of data to the UAV-mounted base stations. The key contributions of our work are

as follows:

e We formulate the total energy minimization problem where NOMA user pairing, transmit
power allocation, user-UAV association, and multi-UAV trajectory control are jointly opti-
mized. We derive the optimal power allocation solution, which is expressed explicitly as a

function of other optimization variables.
o We develop an efficient algorithm to solve the considered problem by using the BCD approach.

e We compare the proposed algorithm with two other baselines: one is the Data Collection
Optimization Algorithm (DCOA) from [29], and the other baseline which employs the same
design principles as for our proposed algorithm; however, the conventional OMA instead of
NOMA is used. We show the superior performance of our algorithm compared to the two
considered baselines via numerical studies and demonstrate the tradeoff between the flight
time and the total energy as well as the impacts of different parameters such as the numbers

of users and UAVs on the total energy consumption.

1.2.3.1 System Model and Problem Formulation

a) System Model

We consider uplink communications in an UAV-assisted wireless network with N flying UAVs
and K ground users. The UAV flying duration T is divided into a number of small time slots, each
of which has an identical length of §. We assume that UAV n flies at the fixed altitude h and its
2-D coordinate at time slot ¢ is denoted as c,[t]. The 2-D coordinate of ground user k is denoted

as ug. We assume that NOMA is employed to support the uplink communications where users are
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grouped into two-user pairs which transmit on orthogonal channels. It is assumed that each user &

requires to transmit an amount of data Dy to the UAVs by the end of the service period.

The communication channels between UAVs and users are assumed to be dominated by the Line
of Sight (LoS) component. The channel power gain between UAV n and user k at ¢, denoted as
Thin[t], 18 Thn[t] = m, where p is the channel power gain at the reference distance of 1m
from the transmitter. We denote zy;[t] as the user pairing decision variable which is equal to 1 if
user k is paired with user [ in time slot ¢ and equal to 0, otherwise. We then have x,; = 0 if k = [,
and x,[t] = x4[t] for all k and . Furthermore, we denote ay,[t] as the association between UAV
n and user k in time slot ¢ where ay;,[t] is equal to 1 if user k is associatedlﬂ with UAV n and equal
to 0, otherwise. Each user can only connect to one UAV but each UAV can connect multiple users

in any time slot. The channel condition of user k at ¢t can be expressed as follows:

N
Tk [t] = Z ak;n[t]Tk;n[t]y vk, 1. (1.39)
n=1

We assume that users are paired and each user pair transmits data to the associated UAV in
the uplink NOMA direction. If user k is the strong user in a particular pair, its achieved data rate

in time slot ¢t can be expressed as follows:

Ry[t] = Blog <1+0%> , (1.40)

where B is the channel bandwidth assigned for the underlying user pair, 7/ [t] and p}[t] are the

channel power gain and the transmit power of its paired user, which can be expressed as follows:

K

T[] =D wraltint], (1.41a)
l;{l

PRIt = wraltlplt]- (1.41Db)
=1

If user k is the weak user in the considered pair in time slot ¢, its achieved data rate can be

expressed as follows:

rg[t] = Blog (1 + W) . (1.42)

11 this chapter, ‘connected’ and ‘associated’ are used interchangeably to describe the user-UAV association.
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We use A\g[t] to describe the strong-weak rolﬂ of user k£ where it is equal to 1 if user k is the
strong user and equal to 0 if it is the weak user in its associated pair and time slot . There is a
coupling between the strong-weak variables and the user-pairing optimization variables which can

be expressed in the following constraints:

zra[t] ORt] + N[t — 1) =0, V(k,1),t. (1.43)

Finally, the relationship between channel conditions and strong-weak variables can be stated as
follows:

(2Ng[t] = 1) (m[t] — 7L[¢]) > 0, Vk,t, (1.44)

We note here that the values of strong-weak variables can be readily determined (as values of
the indicator function ]lfk[t}>f,§[t]) when the UAV trajectories, user association, and user pairing
variables are given. In the following, the strong-weak variables are occasionally omitted if they can

be readily determined from the given values of other variables without causing any ambiguity.
b) Problem Formulation

Our design aims to minimize the energy consumption of all users by optimizing the user as-
sociation (A[t]), user pairing (X[t]), the strong-weak variables (A[t]), the power allocation (P]t]),
and the UAV trajectories {c,[t]} while users are ensured to transmit their required amount of data

to the UAVs within the service duration. The considered optimization problem can be stated as

5Note that a user is strong or weak depending on its channel condition and the channel condition of its partner.
In our design, the channel condition of a particular user depends on the coordinates of the associated UAV and the
UAVS’ coordinates are optimization variables. So it is necessary to define variables capturing the strong-weak roles of
individual users.
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follows:

Po : min Ey,
{A[t],X[t],A[],P[t],cn[t]}
st Y0 (Ak[tIRe[t] 4+ (1 — Ag[t]) ri[t]) = Dy, Vk, (1.45a)
t=1
N
> apaltl =1, Vkt (1.45b)
n=1
X[t] = XT[t], Vt, (1.45c¢)
K
> aplt] =1,k t, (1.45d)
=1
Tt (apnlt] — apnlt]) =0, Y(k,1),n,t, (1.45¢
Prlt] < Prmax, Yk, t, (1.45f

llcnlt] — enlt — 1]|| < dVmax, V1, t, (
llcnlt] — em[t]|| > Dsafe, Vt, Vn # m, (1.45h
cnll] = ¢ [T] = o, Vn, (1.451
A €4{0,1}, ap, € {0,1}, 25 € {0,1}, Yk, [, n, (1.45j
constraints , ,

where Pnax denotes the maximum transmit power of each user, and the total energy can be expressed

as

T K
Eaq=0> > plt]. (1.46)

t=1k=1
Constraints (|1.45a)) ensure that every user can transmit their required amount of data to the UAVs.
Constraints (1.45b)), (1.45€]), (1.45¢) and (1.45d) are imposed to make sure that the user pairing

and association solution are valid. Constraints describe the maximum transmit powers of
users. Constraints , and are for UAV trajectory control, where Vinax is the
maximum speed of a UAV, D is the safety distance between any two UAVs, ¢, is the coordinate
of the launching station. The formulated problem is a mixed-integer nonlinear program, which is

nontrivial to solve. In the next section, we propose an algorithm to solve problem Py efficiently.
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1.2.3.2 Proposed Solution

a) Equivalent Problem

First, we introduce a set of auxiliary variables {r[t]}, where 7 [t] is target the data rate that user
k transmits to their associated UAV in time slot ¢t. The problem Py is equivalent to the following

problem with additional variables {r[t]}.

1 min FEa,
{A[t].X[t],Alt],Pt],ca[t]r[t]}
st Ak[t]Re[t] + (1 — Ag[t])re[t] > rrlt], Yk, t, (1.47a)
K
> brilt] > Dy, VEk, (1.47b)
k=1

(T.45D), (T.454), (T.43), (T.44), (T.454), (T.45d), (T.451), (T.45g), (T.45h), (T.451), (T.45]).

It is easy to see that the equality of ((1.47a)) holds at the optimum. Since one can always increase
T [t] to realize the equality of (1.47a)) without violating other constraints. We will describe how to

solve problem P; in the following.
b) Proposed Solution

In the considered optimization problem, we will show in Lemma [I.1] that the optimal power
{P*[t]} can be expressed explicitly in terms of other variables ({c,[t], X[t], A[t],r[t]}). This optimal
power {P*[t]} expression enables us to apply the BCD technique to solve problem P; effectively.
We then propose to solve problem P; by iteratively solving three following sub-problems. In the
first sub-problem, we assume that values of {c,[t],r[t]} are given and solve for the optimal power
consumption where all other variables are the optimization variables. In the second sub-problem,
we optimize the data rate variables {r[t|} given {c,[t]} and the optimal values of other variables
obtained from solving the first sub-problem,. Finally, in the third problem, the UAVS’ trajectories
are optimized given values of other variables. It can be shown that the total energy consumption is

reduced over iterations, hence, the iterative process is guaranteed to converge.

* Optimizations Of Power and Integer Variables Given UAVs’ Trajectories and Rates:
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Assuming that {c,[t], r[t]} are given, we find the optimal power {P*[t]} with respect to {c,[t], r[t]},
and other integer variables. Specifically, we solve for the optimal power and user association when
the pairing scenario is known. Then, the user pairing optimization is solved by tackling the under-

lying maximum weighted graph matching problem. Then, the optimal user association is derived.

If the values of {c,[t],r[t]}, and X[t] are given, the problem P; is reduced to the following

problem.

: i E
AP AP

s.t. (L.450), (T.45¢), (T.43), (L.44), (1.458), (T.45]), (L.474).

Problem Pa p can be decoupled into several subproblems denoted as ’ﬁAP(l{I, l;t). The subprob-
lem 75A7p(k,l;t) minimizes the total energy consumed by users k and ! in time slot ¢, where the
transmit power pg|t], pi[t], the user association ay[t], a;[t], and the strong-weak variables A\g[t], \;[¢]

need to be optimizedﬁ This sub-problem can be expressed as follows:

Pap(k,l;t) : il Aiﬁg:[t]}i:k,l S(prt] + pilt]),
5.t apnlt] = agnlt], (1.49a)
Mt + N[t = 1, (1.49b)
(2\e[t] = 1) ([t] = m[t]) > 0, (1.49¢)

(T450), (T.450), (T.45)), (T.474).

where ([1.49a]), (1.49b)), and ((1.49¢)) are deduced from ({1.45€]), (1.43]), and ([1.44), respectively, given

that :UkJ[t] =1.

Let the sum power of two users k and [ in the objective function of 75A,p(k:, l;t) be py[t], then

the total energy consumption can be expressed as follows:

0
2

Mw

3

t=1k=11

i, [t]Pra[t]. (1.50)

aII -
1

5Note that ax[t] = [ak;1[t], ..., ax;n[t] denotes the user association vector corresponding to user k at ¢.
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In the following, we find the optimal value of py,[t| for all ¢ and all combinations of k£ and .
First, we find the optimal power allocation with respect to the user association variables (i.e., if ag[t]
and ay[t] are known). Note that when the user association solution is given, the channel conditions
for k£ and [ are determined by . Then the strong-weak variables can also be readily determined
by and E Second, we substitute the optimal power allocation solution as a function
of the user association variables into the objective function of 75A,p(/€, [;t) from which the optimal

association with respect to every pair (k,[) will be determined.

Let us consider a particular pair of users k& and [ associated with UAV n. Assume that the
channel of user k is stronger than that of user { (i.e., Ag[t] = 1 and X\;[t] = 0). Then, the problem

75A,p(/<:, [;t) can be deduced further into the following problem:

Pp(k,l;t; n) : min 5(pk[t] —i—pl[t}),
{piltl}ici,

st (TT5), (C773).

Lemma 1.1. If the problem ﬁp(k,l;t;n) is feasible, the optimal solution of it can be written as

follows:

pilt] = o (8™ — 1),

(1.52)
pilt] = o7, [ (87 - 1),

where B = 2Y/B . The problem is feasible if both pi(t] and py(t] in (1.52)) are no greater than Prmax.

Lemma allow us to explicitly express the optimal transmit powers of users k and [ in terms
of their channel conditions which depend on the user association and distances from the users to

their associated UAV. Hereafter we will use the right hand side of ([1.52)) instead of py[t], pi[t].

17Specifically, if users k and [ are associated with UAV n in time slot ¢, we can compute their channel conditions.
Then Ag[t] = 1 if Ti;n[t] > 750 [t] and Ai[t] = 0, otherwise.
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Let py 1:n[t] be the optimal allocated power of users & and [ in case they are paired and connected

to UAV n in time slot ¢. Then, py ., [t] can be expressed as followsﬂ

o2 (Tk—;m(ﬁrk[t]_ 1)l + 7 L) (8 — )), if max(pj[t], py [t]) < Pmax;

0, otherwise.

(1.53)

The optimal value of the objective function of 75A’P(]€, [;t) with respect to the user association

variables can be expressed as follows:

Prlt Z At []Pk 150 [t] (1.54)

Note that ((1.54) is realized with the assumption that x;[t] = 1, and hence ax.y[t] = a;.n[t]. The

result in ((1.54]) allows us to find the optimal association for users k, [ by the following Lemma.

Lemma 1.2. If z[t] = 1, the optimal association for users k and | att can be found as follows:

X 1, if n=argmin py.,|t]
t] = al;n[t] = " (155)

0, otherwise.

Substituting the user association solution obtained from Lemma we can find the optimal

value of py[t] from py[t] from (1.54)).

Upon obtaining the optimal user association and corresponding power allocation solution, the

user pairing optimization problem can be expressed as follows:

s.t. (T.450), (T45d), (T.45).

Similarly, problem Px can be decomposed into several subproblems each of which optimizes the

user pairing for one corresponding ¢. The subproblem at ¢ is indeed the Maximum Weight Perfect

8We use the convention in [30] where the optimal value of a minimization problem is infinity if the problem is
infeasible.
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Matching (MWPM) problem for a graph whose vertices are users, and the weight of the edge
between users k and [ is py[t]. These MWPM problems can be solved efficiently and optimally [31].

In the following sections, the optimizations of other variables, given user association and pairing
solutions, are developed. We denote (k,[)[t] as the users k and [ to be paired in time slot ¢t. Without
loss of generality, it is the convention in the following sections that k is the strong user and [ is the

weak user.
% Data Rate Optimization Problem:

From (|1.46]) and (1.53)), the total energy consumption F, can be expressed with respect to the

data rates {r[t]} as follows:

T

T
Eai =002y Y pralthnllz i)y gl (Tl_l[t]—Tk,_l[tD — 602y 7], (1.57)

t=1 (k,))[{] t=1 (k,1)[t]

When UAV trajectory, user association, and user pairing solutions are given, the optimization of

data rates can be stated as follows:

Pr : min Ey,
R (et} all
K
s.t. Y 6rglt] = Dy, Vk, (1.58a)
k=1
nff] _ < DPmax
A =1 < — 5 mlt], Yk, DI, (1.58b)
Pm X
pratilnll _ grilil < U; ni[t], v (&, )[t], (1.58c)

([[-450), (T.45d), (450, (T.45g), (T.45L), (T.45)).

Since 7, '[t] — 7, *[t] > 0 for all user pairs (k,1)[t], the objective function of problem Pg is

convex; but problem Pg is still non-convex due to the non-convexity of constraint ([1.58¢c|). However,
(1.58¢) is the difference of two convex functions, so we can approximate ((1.58c) by the following

constraint [30]:
Pmax
2

ottt — GEH (14 n(B) (1) — 7ft])) i 1) < (1.59)

g

where we have replaced A"l!) by its first order Taylor approximation at local point ri[t]. The

constraint ((1.59)) is convex with respect to the optimization variables (ry[t],r;[t]), Then we apply
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the Successive Convex Approximation (SCA) technique to solve the problem Pg iteratively where

constraint ([1.58¢)) is replaced by constraint ([1.59)) in each iteration of the iterative process.
* UAV Trajectory Optimization:

The overall objective function F,) can also be expressed with respect to the UAV trajectories

{c,[t]} as follows:

T T
B =603 Y Gltlllen, ol —uelP+Gltllen, [—wl? + 80> >" 37 (Gl + Gl (1.60)

t=1 (k,)[1] t=1 (kD]

where (i.[t] = p~ 1 (B — 1)l and G[t] = (B - 1); Cny,)[t] is the coordinate of the UAV

that is associated with user pair (k,1)[t]. Note that the second term does not depend on {c,[t]}.

The UAV trajectory optimization problem can be expressed as follows:

Pc: min E
C (enlt]} all
Pmax
. Glt] (llengy o 0=kl +h%) <=5, 9(k, )], (1.61a)
Prax
Gl (e o —wl[P+0%) < =75, Wk, DI, (1.61b)

(T.44), (T.45g), (T.451), (T.450).

Even though problem Pc¢ is non-convex due to the non-convex constraint , we can solve
it by applying the SCA method. Specifically, we first square both sides of and then approx-
imate the left hand side with its lower bound at the local point {c,[t], ¢, [t]} by using the first-order
Taylor expansion. We then can obtain the following approximated constraint:

2 (lthCa 1)) (e[t —calt]) ~ | Emlt] —Eult]]|* = DZ (1.62)

safe*

As constraints (|1.45h]) are approximated by ((1.62f), the resulting approximated problem of prob-
lem Pc is convex with respect to the UAV trajectory variables. Therefore, the obtained convex

problem can be solved optimally using standard solvers.
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Our proposed iterative algorithm, named Multi-UAV NOMA Energy minimization (MUNE), is
described in Algorithm where € is a small number that is set to balance between the desired

accuracy and convergence time of this algorithm.

Algorithm 1.5. Multi-UAV NOMA Energy minimization (MUNE)

1: Initiate values for UAV trajectories {C% t], R® [t]}, set i =1, B9, = TK Prax.

2: while 1 do

3:  Given {cib_l[t], Ri_l[t]}, solve problem Pp p(k,I;t) for all ¢ and all possible combinations of
(k,1), obtain optimal {pj[t]} from (1.54).

4:  From the obtained {py ;[t]}, solve problem Px for optimal pairing variables {Xi [t]}, and the

corresponding association {Ai [t] }

5:  Solve problem Pg with given other variables iteratively until convergence, obtain the values
of {R'[f]}.

6:  Solve problem Pc with given other variables iteratively until convergence. Denote the ob-
tained solution as {c’ [t]}, and the total energy consumption as EY,.
if £, > E.' — ¢ then

Break the loop.

9: else
10: Let i =1+ 1.
11: end if

12: end while
13: End of algorithm.

1.2.3.3 Numerical Results

We consider a circular network with radius of 1000m in which users are placed randomly and
uniformly. We assume that UAVs fly at the constant altitude h = 100m and all users require the
same amount of data to be collected D = 6Mbits Vk, unless stated otherwise. The bandwidth
allocated for each user pair is 100kHz, the noise power is set to —105dBm, and g is set equal to
6.5 x 1074, The number of time slots is 7" = 60, unless stated otherwise and each time slot has the
length of § = 1s. The maximum transmit power is Pnax = 0.1W and the value of € in Algorithm
is 1072. The UAV station is located at the center of the network area, c, = (0,0). Initially, we
let 74 [t] = Dy /T for all user k, i.e., the initial data rates in each time slot are identical for all users.
For the UAVS’ initial trajectories, we let UAV n start at ¢, = (0,0) and fly in counter clockwise

direction along a circular trajectory with radius of 7, = 300m and center at (r, cos ”—]%,”, To sin %)

We introduce two baseline algorithms whose performances are to be compared with that achieved

by our proposed algorithm. First, the Data Collection Optimization Algorithm (DCOA) which was
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developed in [29] for single-UAV setting only. The DCOA uses the Generalized Benders Decompo-
sition [32] to solve the joint NOMA user pairing and power allocation optimization problem, and
then optimizes the UAV trajectory to maximize the total transmitted data from all users. Second,
we also present another baseline algorithm, called Multi-UAV OMA Energy Minimization (MUOE),
whose details are given in Appendix where the orthogonal multiple access (OMA) strategy is
used instead of NOMA. In this strategy, each user is connected to the closest UAV and they have
an assigned bandwidth of B/2 in each time slot. There are 18 users in this simulation scenario. We

present numerical results for single-UAV and multiple-UAV settings in the following.
a) Single UAV Setting

We show the performances achieved by our proposed MUNE algorithm, the MUOE algorithm,
and the DCOA algorithm from [29] for the network setting with one UAV and varying number
of users. Specifically, in Fig. we show the total energy consumption of all users as these
algorithms are applied. This figure shows that the proposed MUNE algorithm achieves the lowest
energy consumption. Furthermore, the gaps between the total energy consumption due to the

proposed algorithm and the two baselines increases when the number of users increases.

60 &
=0—-MUNE (proposed) ’,/”

50 L -O'MUOE "_/' |
-3-DCOA [18] z’/

6 10 14 18
Number of users

Figure 1.8: Total energy consumption versus number of users, single-UAV setting.

b) Multi-UAV Settings
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We now present numerical results for multi-UAV settings. Note that the DCOA algorithm
cannot be applied in multi-UAV settings; therefore, we only show the performance achieved by the

proposed MUNE and MUOE algorithms.
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Figure 1.9: a) Converged UAV trajectories, obtained by different algorithms; b) User transmit powers
over time

We first study a particular network scenario. In Fig. [1.9a] we show the UAVS’ trajectories
obtained by the MUNE and MUOE algorithms at convergence. Several interesting observations can
be drawn from this figure. First, the trajectories of UAV 1 achieved by both algorithms seem to
follow a convex boundary established by edge users who are closer to the initial trajectory of UAV
1 than that of UAV 2. While the trajectories of UAV 1 due to both algorithms are quite close to
each other, there is a clear difference in the trajectories of UAV 2 obtained from the two algorithms.
The trajectory obtained from the MUNE algorithm also follows the convex boundary of the edge
users that are closer to the initial trajectory of UAV 2. However, the trajectory obtained from the
MUOE algorithm squeezes tightly to almost a curve. This can be explained by carefully inspecting
the users’ locations. In particular, at the beginning of the flight (¢ = 0 to ¢ = 10), UAV 2 has to
fly down to serve users on the bottom left side. At the second half on the flight (¢ > 30), it has to
serve users on the top right, and user 2 indicated in the figure. In order to serve a set of spatially
diverged users, the UAV has to stay around certain locations that balance its served users’ channel
conditions due to the nature of the OMA scheme. Specifically, OMA assigns each user a non-zero
amount of bandwidth; hence, the assigned bandwidth could be wasted if the corresponding user

does not transmit data. On the other hand, the NOMA scheme is more flexible and efficient in
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bandwidth utilization where the total assigned bandwidth to a user pair can be used efficiently by

both users or either one of the two paired users.

We investigate the resource allocation solutions due to MUNE and MUOE in figure [T.95] by
studying the transmit powers over time of three typical users indicated in Fig. i) (edge) user
1 that lies close to the initial trajectory of one UAV and far from the initial trajectory of the other
UAV, i) (edge) user 2 who is far from the initial trajectories of both UAVs, and i) (center) user
3. We also indicate their roles (strong or weak, or Ag[t] = 1 or Ag[t] = 0, respectively) in this
figure. Note that when p[t] = 0, it does not matter if user k is assigned as a strong or weak USGIE
Therefore, if pi[t] = 0, we assume that user k is a weak user for convenience. Several interesting
observations can be drawn from the figure. First, the user transmit power of users in the NOMA
case is usually smaller than that in the OMA case. Second, NOMA allows users to be inactive more
frequently compared to OMA (e.g., see the transmit powers of users 2, 3). For instance, when both
UAVs are far away from user 2 (from ¢ = 20 to ¢t = 40), NOMA enables the user to be inactive while
OMA most lets the user transmit with pretty high power so that user 2 can successfully transmit

the required amount of data to the UAVs).

14 T T T 12
4
——MUNE (proposed), 2 UAVs 4 ——MUNE (proposed), 2 UAVs )
12} | -6 -MUOE, 2 UAVs =77 {0} |-@-MUOE, 2 UAVs o
—-MUNE (proposed), 3 UAVs e i —6—MUNE (proposed) 3 UAVs Y
10 | -©-MUCE, 3 UAVs et 1 -©-MUOE, 3 UAVs /'

Energy (J)
Energy (J)

0
180 160 140 120 100 80 60
Number of users Flight time (s)

(a) (b)
Figure 1.10: a) Total energy used versus number of users, different number of UAVs; b) Total energy
used versus flight time
We now study the total energy required by MUNE and MUOE as different key system parameters
vary. Specifically, Fig. [T.10a] and [T.10b| show the total energy as the number of users and the flight

time (07") vary, respectively for network settings with 2, 3 UAVs. It can be seen from Fig.

that less energy is required with more UAVs in the networks for both algorithms. This can be

197t can be verified easily by looking at the optimal power formula (T.52).
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explained as follows. Each UAV tends to serve a smaller number of users in each time slot when
there are more UAVs in the network. Hence, each UAV can establish a trajectory to serve a subset
of users more efficiently with a larger number of UAVs. Fig. again confirms that the MUNE

algorithm outperforms the MUOE algorithm.

In Fig. we plot the total energy versus the flight time by varying 7' from T = 60 to
T = 180). At first, it seems surprising that the longer the flight time is, the less total energy is.
However, the result in Fig. can be explained by referring to the results in Fig. In fact,
both MUNE and MUOE algorithms allow a user to stay inactive when there is no UAV sufficiently
close to it. In this regard, the proposed MUNE algorithm tends to provide more ‘active-inactive’
cycles for individual users compared to the MUOE algorithm, as can be observed in Fig. [I.9b] and
Fig. The results in Fig. shows that the MUNE algorithm outperforms the MUOE
algorithm. Lastly, Fig. [L.I0b|shows us that there is a tradeoff between the total energy consumption
and flight time to fulfill data collection tasks for all users. Specifically, one can decreases the flight
time at the cost of higher users’ energy consumption or one can reduce the energy consumption if

the time required for the data collection can be stretched.

40 : : : 1 12 ‘ ‘ ‘ : :
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(a) (b)

Figure 1.11: a) Total energy used versus user demand; b) Total energy used versus number of UAVs

Fig. presents the variations of total energy with required amount of transmission data Dy,
(i.e., data demand) of each user for network settings with 2 or 3 UAVs, and 7' = 60. The figure
shows that the energy consumption increases rapidly when the amount of required data increases.
This can be explained by noticing the logarithmic form of the achievable data rate with respect to

the transmit power. However, as the required amount of transmission data increases, the increasing
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rate of the energy consumption due to by the MUNE algorithm is much lower than that due to
the MUOE algorithm. This again confirms the superiority of our proposed algorithm leveraging
NOMA compared to the MUOE counterpart. Finally, we plot the energy consumption versus the
number of UAVs, which varies from 2 to 8 UAVs in Fig. It is expected that the energy
consumption decreases when the number of UAVs increases. However, it is interesting to observe
that the difference in energy consumption between the MUNE and MUOE algorithms decreases as
the number of UAVs becomes larger, which suggests that the gain due to NOMA over OMA is more
significant in denser networks (i.e., each UAV must serve a large number of users on average). The
results also suggest that for network settings in which the number of users per UAV is sufficiently
high (e.g., more than 10 users per UAV), employment of NOMA instead of OMA for data collection

tasks in multi-UAV based wireless networks is very rewarding.

1.3 Concluding Remarks

In this doctoral dissertation, we have developed various novel interference and resource management
techniques for future wireless networks where many aerial components are involved to support dif-
ferent applications that demand diverse qualities of services. Specifically, we made three important
research contributions. First, we develop a new interference cancellation, fast fading channel estima-
tion and symbol detection in a general setting where the interfering and interfered communication
operate on overlapping channels and their signals have different bandwidths. The proposed algo-
rithm can cancel the interference and estimate fast fading channel accurately, while the proposed
symbol detection methods provide a good tradeoff between accuracy and complexity. Second, we
consider resource allocation and multi-UAV trajectory optimization where we maximize the num-
ber of admitted users. The proposed algorithm greatly outperforms the conventional solution which
applies Block Coordinate Ascent method and integer linear programming. Third, we study the joint
optimization of multi-UAV’s trajectories, transmit power, user-UAV association, and NOMA user
pairing for multi-UAV based wireless networks to minimize the total user’s energy consumption.
Our proposed algorithm provides efficient active-inactive schedules, and significantly lower energy
consumption compared to an existing baseline, and a joint UAV-trajectory and OMA-based resource

allocation optimization strategy.






Chapter 2

Résumé Long

Ce chapitre est le résumée en francais de la these intitulée:

"Techniques De Gestion D’interférences Et De Ressources Pour Les Réseaux Sans Fil"

2.1 Contexte et Motivations

Les demandes de communications sans fil mondiales ont considérablement augmenté au cours de
la derniére décennie, parallelement a 'augmentation rapide du nombre de connexions humaines et
de machines. En fait, Ericsson prévoit que le volume total du trafic mobile pourra atteindre 131
exaoctets par mois d’ici la fin de 2024. [1]. De plus, des prévisions récentes montrent que des milliards
d’appareils sans fil, des appareils Internet des objets (IoT) a faible cotit, des appareils portables,
des appareils de réalité virtuelle/augmentée/mixte et des véhicules intelligents, seront connectés
aux réseaux sans fil au cours des prochaines années [2,3]. De plus, les réseaux sans fil de nouvelle
génération et des techniques doivent étre développés pour répondre a diverses exigences en matiere
de débit de données, de latence, de fiabilité pour différentes applications verticales telles que la santé
en ligne, les usines intelligentes et les villes intelligentes. Pour répondre a ces exigences compte
tenu des ressources spectrales limitées; il devient essentiel de tirer parti des bandes de fréquences
utilisables sous-utilisées et d’améliorer Defficacité du spectre. En général, il faut relever de grands
défis dans l'ingénierie des composants matériels tels que antennes et circuits de radiofréquence pour

exploiter efficacement les bandes de fréquences plus élevées tout en 'amélioration de Defficacité du
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spectre nécessite des techniques de communication plus sophistiquées et ’allocation des ressources

telles que les nouvelles stratégies d’interférence et de gestion des ressources.

Exploiter différentes bandes de fréquences et améliorer I'efficacité du spectre sont deux directions
essentielles pour améliorer fondamentalement la capacité et les performances du réseau sans fil. En
particulier, plusieurs bandes de fréquences sous explorées telles que celles au-dessus de 6 Ghz sont a
I’étude depuis réseaux sans fil 5G récemment. Notez que les bandes de garde minimales définies dans
[4] sont plus grands que ceux définis dans LTE [5] pour les mémes valeurs de bande passante du canal.
Cela permet d’atténuer les effets négatifs des émissions hors bande indésirables ou des interférences
des canaux adjacents. Cependant, du point de vue de efficacité du spectre, il est souhaitable de
réduire les bandes de garde, ou méme permettre la transmission/réception simultanée de données sur
des bandes qui se chevauchent, et appliquer des techniques avancées d’annulation des interférences
pour gérer les interférences comme dans le cas des radios Full Duplex (FD) [6]. En outre, les futurs
réseaux sans fil devront prendre en charge différentes applications ayant des exigences différentes en
matiere de débit de données; par conséquent, les signaux de communication générés par différents
les applications peuvent nécessiter différentes largeurs de bande de communication. En général, le
développement de techniques avancées de gestion des interférences pour les les communications sur
des bandes de fréquences adjacentes et qui se chevauchent sont difficiles et nécessitent des recherches

beaucoup plus approfondies [7].

Une autre approche prometteuse pour améliorer 'efficacité du spectre consiste a utiliser des
stratégies avancées d’acces multiple non orthogonale (Non-Orthogonal Multiple Access-NOMA) [8].
Plus précisément, NOMA permet aux réseaux sans fil de desservir plusieurs utilisateurs a I'aide du
méme ressource dans le temps, la fréquence ou I'espace. En fait, NOMA a montré divers avantages
du point de vue de la théorie de U'information [9]. De plus, NOMA est également plus économe
en énergie que l’accés multiple orthogonal conventionnel (OMA) [10] sous divers parameétres. Pour
réaliser NOMA, annulation d’interférences successives (SIC) est généralement utilisé pour décoder
les messages prévus tout en atténuant efficacement les interférences [11]. Cependant, le procédé SIC
augmente la complexité des récepteurs. De plus, il faut effectuer un regroupement d’utilisateurs
pour déterminer les utilisateurs utilisant la méme ressource et optimiser ’allocation des ressources
pour optimiser davantage les performances du réseau. Par conséquent, de nombreuses recherches
supplémentaires sur NOMA sont nécessaires avant que la technologie ne soit préte pour un dé-

ploiement pratique.
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Il y a eu un intérét croissant pour ’exploitation de différentes plates-formes aériennes, y compris
véhicules aériens sans pilote (UAV) a basse altitude, UAV a haute altitude, ballons, constellations
denses de satellites en orbite basse ces dernieéres années pour fournir des services sans fil fiables,
omniprésents et économiques |12,/13]. Parmi elles, les plates-formes de communication basées sur
les drones peuvent fournir des solutions a faible cotit pour divers scénarios de communication (par
exemple, les zones sans fil avec une infrastructure limitée ou a haute demande de trafic) et les
réseaux sans fil basés sur les drones (appelés ci-apres UWN) offrent des degrés supplémentaires de
liberté d’optimiser le réseau sans fil sous-jacent pour améliorer la couverture, le débit et 'efficacité
énergétique grace aux attributs uniques du drone tel que la mobilité, la flexibilité et 1'altitude con-
trolable. Avec un déploiement approprié, les communications basées sur les UAV peuvent fournir
une visibilité directe favorables (LoS) canaux de communication [14] pour les utilisateurs a la sole.
Les communications UAV peuvent également étre exploitées pour améliorer la qualité des commu-
nications des réseaux cellulaires sans fil et pour prendre en charge diverses applications de I'Internet
des objets (IoT) telles que la diffusion ou la collecte de données |15]. Par conséquent, les UWN

devraient jouer un réle important dans les systeémes sans fil 5G et au-dela de ces 5G [16].

Dans cette these, notre objectif principal est de développer des stratégies de gestion des inter-
férences et des ressources pour les réseaux sans fil de nouvelle génération ou de nombreux composants
aériens sont impliqués pour prendre en charge différentes applications qui exigent une qualité de
services diversifiés. Plus précisément, les contributions & la recherche de cette thése sont résumées

dans les sections suivantes.

2.2 Contributions a la Recherche

Dans cette these, notre objectif principal est de développer des stratégies de gestion des interférences
et des ressources pour les réseaux sans fil de nouvelle génération ou de nombreux composants
aériens sont impliqués pour prendre en charge différentes applications qui exigent diverses qualités
de services. En particulier, nos travaux portent sur deux aspects. Le premier aspect est I’annulation
des interférences dans un cadre généra ou les signaux de communication brouilleurs et brouillés ont
des bandes passantes différentes. Dans le deuxieme aspect, nous étudions les problémes d’allocations
de ressources dans les UWN ou nos conceptions se concentrent sur deux objectifs importants:

la maximisation de ’admission dans le sens descendant et la minimisation de la consommation



46

d’énergie de l'utilisateur dans le sens montant. Les sections suivantes décrivent les principales

contributions de cette these.

2.2.1 Annulation des Interférences, Estimation de Canal et Détection de Sym-

boles pour les Communications sur des Canaux qui se Shevauchent

Dans cette contribution, nous proposons I’annulation d’interférence conjointe, I’estimation de canal a
évanouissement rapide, et détection de symboles de données pour un réglage général des interférences
ou le signal d’émission de la communication brouilleuse et le signal recu de la communication
brouillée (désirée) occupent des canaux se chevauchant de différentes largeurs de bande. Les travaux
existant en littérature n’ont pas pris en conte estimation conjointe des canaux, suppression des
interférences, et détection de symboles pour le scénario dans lequel deux signaux interférents mutuels
non synchronisés ont des bandes passantes différentes dans I’environnement a évanouissement rapide.
Notre travail vise a combler cette lacune dans la littérature ot nous apportons les contributions

suivantes.

e Tout d’abord, nous proposons un cadre en deux phases pour ’annulation conjointe des in-
terférences, I’estimation de canal et la détection de symboles. Dans la premiere phase, nous
estimons les coefficients d’interférence et puis soustraire 'interférence estimée. Apres cela, les
coefficients de canal a évanouissement rapide au niveau pilote les postes sont estimés. Dans
la deuxieme phase, nous dérivons les probabilités a posteriori pour les deux séries et symboles
individuels, étant donné les coefficients de canal aux positions pilotes, a partir desquels nous
proposons des méthodes de détection correspondante qui offrent un compromis entre précision
et complexité. Dans la deuxieme phase, nous dérivons les probabilités a posteriori pour les
deux séries et symboles individuels, étant donné les coefficients de canal aux positions pilotes,
a partir desquels nous proposons des méthodes de détection correspondante qui offrent un

compromis entre précision et complexité.

¢ Deuxiemement, nous proposons plusieurs analyses sur les performances de la technique non
itérative proposée en matiere d’interférence résiduelle et de taux d’erreur global sur les sym-
boles L’analyse montre que l'interférence résiduelle a une puissance bornée car la puissance
d’interférence tend vers l'infini. Cependant, 'effet du canal a évanouissement rapide sur les

interférences résiduelles est irréductible peu importe la taille du SNR. Par conséquent, il existe
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Figure 2.1: Considered interference scenario

des planchers fondamentaux pour les performances d’estimation de canal et de détection de

symboles en raison de I’évanouissement rapide.

o Enfin, nous discutons et montrons numériquement qu’il existe une structure de trame optimale

(c’est-a-dire une densité de pilotes optimale) pour atteindre le débit maximal du systéme.

Dans cette section, Iy représente la matrice d’identité N x N, 1) y est la matrice M x N tout
un, A" est la transposition hermitienne de la matrice A, x* est le conjugué de valeur complexe x,
(%) désigne l'opération de convolution et (o) désigne ‘proportionnel a’. Puisqu’il s’agit d’une version
résumée, les théoremes et les propositions sont énoncés sans preuves suivantes. Veuillez vous référer
au chapitre [p| pour la version compléte ou les preuves de chaque théoréme et proposition sont

présentées.

2.2.1.1 Modéle de Systéme et Enoncé du Probléme

Le réglage considéré est illustré sur la Fig. Dans le scénario, deux liens de communication notés
S9 (lien souhaité) et §' (liaison interférente) fonctionnent sur des bandes de fréquences se chevauchant
arbitrairement. Le signal transmis de S' interfere avec le signal recu de S¢ dans un scénario général
ou leur rapport de bande passante est un entierﬂ Le canal brouilleur de la source brouilleuse aux

antennes du récepteur souhaité est supposé étre en ligne de mire. Le canal de communication

'Le réglage considéré correspond aux scénarios d’interférence pratiques dans communications par satellite [17,/18]
et les communications terrestres [19}[20].
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souhaité subit un évanouissement rapide ou le coefficient du canal change de symbole en symbole
selon le processus de Markov du premier ordre [21}22]. Le scénario de brouillage étudié se produit
en pratique lorsque le Tx brouilleur et le Rx souhaité sont situés a proximité I'un de 'autre et le Rx
souhaité a acces aux symboles perturbateurs (par exemple, via une connexion dédiée) comme dans
le full duplex relais [19,20]. Le signal transmis de la communication souhaitée avec la fréquence

porteuse f9 peut étre écrit comme

oo
()= 3 ap (¢ K9 4 ) ORI, (2.1)
k=—00
oil z, est le kéme symbole transmis. La fonction de mise en forme d’impulsion pd(t) a un gain

unitaire; 79, €4 et 69 représentent respectivement la durée, le temps et les décalages de phase du

symbole. Le signal de la source interférente peut étre exprimé de la méme maniere.

s(t) = i bp' (¢ — KT~ #) eI (2 f46), (2.2)

ki=—o0
oi1 p'(t) désigne le filtre de mise en forme d’impulsion avec un gain unitaire, le signal brouilleur a la
fréquence centrale f' = f4 — Af, le kieme symbole est byi; ' et 61 tiennent compte de la différence
de temps/phase des deux systémes et du délai de transmission de I’émetteur brouilleur au récepteur
brouillé, respectivement. Supposons qu’il y ait N, antennes réceptrices pour 89, alors le signal recu

est

y(t) = h(t) x s9(t) + 0l () » s'(t) + w(2), (2.3)

ot w(t) est le bruit thermique, hd(t), hi(t) désigne N,x1 vecteurs de réponses impulsionnelles de
canal souhaitées et brouilleuses. Au récepteur de S9, les signaux sont down-converti en bande de
base. Ensuite, les signaux de sortie passent a travers un filtre adapté avec la réponse impulsionnelle
pd(t). Les signaux continus filtrés sont échantillonnés & (de + ed) pour donner le signal temporel
discret yi = hgmk + I, + Wi, ou wy, représente le vecteur de bruit ayant une distribution gaussienne
complexe avec une matrice de covariance o2l (wy est appelé ci-aprés AWGN); 7, désigne la bande
de base équivalente, signal interférant a temps discret qui sera dérivé sous peu. Premiérement, nous

exprimons les termes d’interférence dans le domaine temporel continu comme suit:

() = { (b (0)xs'(t) ) e 7T L spdr). (2.4)
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En substituant s'(¢) de (2.2) dans (2.4)), on obtient le signal d’interférence en bande de base
équivalente dont le signal échantillonné au temps (k79 + €) est Zj, = Z(t)|,—ppa e = D 3 bpicpp,

ol ¢y, i représente 'EIC qui est défini par 'équation suivante.

oo . .. . . i i
Crki = / pA(kT + @ — T)p'(r — KT — t)e? (2n(fi=phr+6+6) g (2.5)

Dans ce scénario étudié, la bande passante du signal brouilleur est M fois plus grande que celle
du signal désiré. Et il y a des symboles L de b, qui interferent avec chaque symbole désiré xj ou
L doit étre un multiple du rapport de bande passante M pour tenir compte l'interférence dans la
plage de filtrage du signal souhaité. Puisque le rapport de bande passante est un entier, ¢, ;i dans
ne dépend que de la différence relative de k, k'. Nous les notons donc ¢ = [c1, ¢, ..., cr]T dans

la suite par souci de concision.

Le canal & évanouissement rapide de la liaison de communication souhaitée est supposé suivre le
modele de Markov du premier ordre ou la relation des coefficients du canal aux instants (k4 1)éme

et kéme peut étre décrit comme [21]:
h{,, = ah{ + V1 - a2A, (2.6)

ot Ay, indique un vecteur de bruit Circular Symetric Complex Gaussian (CSCG) avec des moyennes
nulles et une matrice de covariance UﬁINr. Le terme de bruit additif dans (2.6 est appelé bruit
évolutif du canal et « est le coefficient de corrélation du canal. Le rapport signal sur bruit (SNR)
moyen est de p = aﬁ /o?. Sans perte de généralité, on laisse O’E = 1. Cependant, Uﬁ peut apparaitre
occasionnellement dans plusieurs expressions chaque fois que nécessaire. De 1’équation ci-dessus,

nous pouvons réécrire le signal recu yj, sous la forme matricielle comme suit:
d
vi = hjx, + Brc + wy, (2.7)

ou by = thMk;-s—l, B, est la matrice N, x L dont la [éme colonne est by ;. Nous appellerons par
la suite By la matrice d’interférence. Rappelons que bysry; et hk sont connusﬂ donc By, est connu

du récepteur souhaité. Dans ce travail, yi est appelé signal recu ou observation indifféremment.

20n suppose que le récepteur a parfait les informations sur le canal brouilleur gagnent hi, qui correspondent au
lien de ligne de mire dans ce travail. Par conséquent, les gains des canaux brouilleurs varient lentement dans le temps
et peuvent étre estimés avec précision.
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Etant donné que les canaux brouilleurs sont connus et capturés dans la matrice d’interférence By,
nous omettons ’exposant d dans la notation de canal souhaitée, c’est-a-dire que hg devient h;. Et
ci-apres canal signifie les canaux souhaités discutés dans les sections précédentes. L’estimation de
canal et la détection de symbole sont effectuées dans chaque trame. Nous considérons la structure de
trame pilote dispersée dans le domaine temporel avec Ny symboles de données entre deux symboles
pilotes consécutifs, et il y a N, symboles pilotes dans un cadre [23,24]. La disposition typique des
symboles dans un cadre est exprimée par [x’f,wil, ...,:L‘iNd,:ng,:L‘iQ, ...,l'g’Nd, ...,x?vprNd,:n?Vp], ou
z? désigne le iitme symbole pilote, et [x‘il-, e xf} Nd] désigne des symboles de données entre le jieéme

et le (i + 1)iéme symboles pilotes.
Ce travail répond aux questions suivantes:
1) Etant donné la matrice d’interférence By, les observations yy, et les symboles pilotes, comment
annuler les interférences et détecter les symboles de données de maniere fiable?

2) Quels sont les effets du bruit évolutif du canal a évanouissement rapide sur les performances
globales du systéme (estimation EIC, suppression des interférences, estimation de canal et

détection de symboles)?

3) Existe-t-il une conception de trame optimale (c’est-a-dire une densité de pilotes optimale) qui

maximise le débit en présence d’évanouissements et d’interférences rapides?

2.2.1.2 Algorithme Proposé

a) Estimation des Interférences et des Coefficients de Canal

Dans la premiere phase, nous estimons ¢ et hf,n =1, ..., N, étant donné les observations y?, .-
Np
Par souci de concision, I'exposant p est omis dans cette section, c’est-a-dire que :(:5 devient z;. On

note Y = [Y1n—1,Yn, Yn+1i: Np]. L’estimation des criteres pour c et h,, sont exprimés comme Suitﬂ

{én,fln} =argmax p(h,, Y|c). (2.8)

3Nous utilisons les critéres MAP pour estimer h,,. Notez que p(h,|Y) ou p(h,,Y) peuvent étre utilisés, puisque
p(hn,Y) = p(ha|Y)p(Y) et p(Y) est indépendant du parametre d’intérét h,. Et les EIC c sont des parametres
déterministes inconnus dans une trame.
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Pour estimer h,, et ¢ selon (2.8)), nous devons trouver p(h,, Y)E| dont le logarithme est exprimé

dans le théoréme suivant.

Theorem 2.1. Le log de vraisemblance des signaux re¢us et des coefficients de canal a la position

pilote n est

No

Ly, vy =log(p(hy,Y)) = — Z (Yi - “m)H Z,_,% <Yi - “i,n) —hih, + const.. (2.9)
i=1

Les parametres associés (u; ,,, Xin) peut étre trouvée dans I'annexe . Par ailleurs, les premiers
termes du membre de droite de peuvent étre décomposé en deux termes quadratiques ou un
terme contient h,, et 'autre ne contient que c. Puisqu’il y a deux variables a optimiser (c’est-a-dire
h,, et ¢), nous dérivons d’abord le h,, optimal par rapport a c alors nous dérivons le ¢ optimal en

maximisant la fonction objectif correspondante obtenue avec le h,, optimal.

% Etape 1-Dérivation du h,, optimal pour un ¢ connu: La somme des termes quadratiques dans

(2.9) peut étre réécrite comme

ou A, h, et C,, sont définis comme

N, N,
2 §—1 r —1 —1
Ap =1y, + Zwi,nzi,n7 h, =A; Z x;nzi,n (Yi,n - Bi,nc) )
— !
‘ ' (2.11)
Np
FHA i H -1
Cn = _hn A, h, + Z (Yi,n - Bi,nc) Ei,n (Yi,n - Bi,nc)a
i=1
Ol Wi n, Tin, Yin, Bin et les parametres associés sont définis dans ce qui suit équationsﬁ
Tin = WinTis  Yin =Yi — BinYitjins Bin = Bi— BinBitj .., (2.12a)
) « 2(|n—i|—1
Oé’\)n—ﬂ ) xi$i+ji7npo¢p (1_ap(‘ I )) .
1 1_o2(n=i=1)y> t 7é n 2(|n—i|—1) » 7& n
Wi,n = +oll=ap ) ) ﬁi,n = 1+p(1—ap ) . (212b)
1 1=n .
’ 0, i=n

“Pour simplifier, nous omettons ¢ dans les distributions suivantes, c’est-a-dire que p(h,,,Y]|c) s’écrit simplement
p(hy, Y).
°On note 1’ ‘indicateur de signe’ j; , = —1 pour i > n, j; » = 1 pour i < n et j; , = 0 pour i = n.
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Puisque A,, est défini positif, le h,, optimal qui maximise EthY dans ([2.10)) est h,,.

% Etape 2- Dérivation du c optimal: Lorsque h,, = h,, la fonction dans (2.10) est égale & —C,,

qui ne dépend que de ¢ ou

Cn=(c—¢&,)" D, (c - fln) + const., (2.13)

ou D, et ¢, sont définis dans les équations suivantes.
N, Ny H Ny
—1 —1 — -1
Dn = Z BiI:InEi,nBi,n - Z xznzi,nBian An ! Z xznzi,nBi,n ’ (2.14&)
i=1 i=1 i=1

N, N, H N,
& =D 1D BiLE L yin — [ D tinZi Bin | AL D2,y ¢ (2.14b)
=1 i=1

i=1

On peut vérifier que D,, est défini positif en utilisant 'inégalité Cauchy-Schwarz. Alors le ¢ optimal
qui maximise Ehmy dans (2.10]) est €,. On fait la moyenne sur tout ¢,,n = 1,..., N, pour produire

une estimation & variance réduite de ¢ comme suit:
1
cC=— Cp. 2.15
Np Z n ( )
n=1

En résumé, 'algorithme conjoint d’estimation d’interférence, d’annulation et d’estimation de

canal est décrit dans Algorithme

Algorithm 2.1. Estimation des EIC, des Coefficients de Canal Souhaités et de la Suppression des
Interférences
: forn=1:N, do

—_

22 fori=1:N,do

3: Compute ; pn, ¥Yin, Bin, 2in in , .

4: end for

5. Compute A,,D,, and then &, in (2.11)), (2.14a), (2.14Db).
6: end for

7: Compute € in and subtract the interference.

8: forn=1:Np do

9:  Estimate hy, as h, in ([2.11).

10: end for

11: End of algorithm.

b) Détection de Symboles



Chapter 2. Résumé Long 53

Avec le ¢ estimé, nous pouvons soustraire 'interférence. Ensuite, les coefficients de canal aux
positions pilotes sont estimés comme h,, donne dans avec ¢ remplacé par ¢ dans . Les
coeflicients de canal estimés aux positions pilotes seront utilisés pour le détection de symboles comme
décrit ci-dessous. Nous décrirons la détection de symbole pour 'intervalle [w?, :L"f"l, 335"2, - y:f" Ny» z? +1} .
La méthode peut étre appliquée et répétée pour d’autres intervalles. Pour plus de simplicité, nous
omettons l'index pilote i et l'exposant (d) dans cette section, c’est-a-dire que les coefficients du
canal sont notés [hy, hy.n,, hy], ot hy et h représentent le coefficient de canal connu au niveau
du symbole pilote juste avant et juste apres l'intervalle considéré, respectivement. Nous proposons

deux méthodes de détection de symboles différentes dans ce qui suit.

% Détection de symboles de série (S-MAP): Les symboles dans un intervalle sont détectés comme

X1y = argmax  p (xq1.n by, by, yiwg) - (2.16)

Nous caractérisons maintenant la fonction de log vraisemblance dans le théoréme suivant.

Theorem 2.2. Le log de vraisemblance des symboles de données conditionnés sur les signaux regus
et les coefficients de canal aux positions pilotes juste apres et avant Uintervalle peut étre exprimé

en une somme de fonctions quadratiques de symboles de données x comme

log (p (x1:n, [n, by, y1:n,)) = const.+

Ny 7 * H 7 *
i )
Z oI 1hy, + 1=, 72hy + Z Pri,j}’j S; | ol 1hy, + L=y, 72h; + Z ?Fi,jyj ;
i=1 j=1 Jj=1
(2.17)
ou les parametres associés sont définis dans (2.18|) et Annexe
-1 1 2 2
S, = 2t (1+a®)m | In, — Li>175Si-1, (2.18a)
_ Si (meLiahy + mohisy + 30 gri,jYJ) ;1< Ny
h, = (2.18b)

S; | =I';,1hy, + mhy + Zé-:l iéri,j}’j) , =Ny
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En calculant les valeurs de log (p (x1.n, | by, by, y1:57,)) de tous les vecteurs possibles x = [z, ..., 2N, ]

des points de constellation, nous obtenons les symboles détectés de maniére optimale par (2.16)).

* Détection de symboles individuels (I-MAP): Nous proposons d’estimer z; individuellement

comine

T; = argmax  p (x;|hy, he, yi) . (2.19)
En utilisant des dérivations similaires a celles utilisées pour obtenir les résultats du théoreme [2.2
on a

_ hlly, . o h 4 aNat1=i
I R BT

h;, for i=1,..., Ng. (2.20)

Ensuite, les symboles détectés peuvent étre trouvés en mappant ; au point le plus proche de la

constellation. Nous résumons I'estimation de canal conjointe et la détection de symboles proposées

dans Dalgorithme

Algorithm 2.2. Détection de Symboles Individuels sur un Canal & Evanouissement Rapide (I-
MAP)

1: forn=1:N, do

2: fori=1:Ny4do

3: Estimate j?,n from (2.20)) and assign 53?7,1 to the closest point in the constellation.
4:  end for
5: end for

6: End of algorithm.

c) Algorithme Itératif pour L’annulation des Interférences, L’estimation de Canal

et la Détection de Symboles

En pratique, 'estimation conjointe du canal, ’annulation des interférences et la détection des
données sont souvent effectuées de maniere itérative, ou les symboles de données détectés peuvent
agir en tant que symboles pilotes pour prendre en charge 'annulation d’interférence et 1’estimation
de canal. Ce qui améliore potentiellement les performances de détection. Nous proposons une
approche itérative pour annulation d’interférence, estimation de canal et détection de symbole sur

la base de la méthode a deux phases précédente. Nous désignons maintenant les symboles souhaités
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dans le cadre comme z,,n=1,...,(Np —1)(Ng+1)+ 1, ot xp,n=1,1+Ng+1,1+2(Ng +1),...

sont des symboles pilotes dans les notations précédentes.

Dans la premiere phase, I'estimation d’interférence, 'annulation d’interférence et ’estimation
de canal sont effectuées comme présenté précédemment. Excepté le nombre de symboles pilotes
nouvellement considérésﬁ est maintenant N, = (Ng + 1)(N, — 1) 4+ 1 (symboles dans la trame
entiere) et le coefficient de corrélation des gains de canal & deux positions pilotes consécutives est

ap = Q.

Dans la deuxiéme phase, laissez les gains estimés du canal a la position n étre h,. Afin de
détecter le symbole x,,, on utilise maintenant la connaissance de h,, 1 et h,,_; comme si n + 1 et

n — 1 sont deux postes de pilotes. Appliquer la technique I—MAPD dans (2.20), on a

. _ hily,
Tn = T?n - 27 ey (Np - 1)(Nd + 1)7

IRy, (221)
N o o -

Une fois que I, sont détectés, dans les prochaines itérations, I'annulation des interférences,
I’estimation du canal et la détection des données sont effectuées jusqu’a ce que la convergence soit
atteinte. L’algorithme converge lorsqu’il n’y a pas de changement dans la détection symboles de

données. Nous résumons cette approche itérative dans Algorithme

2.2.1.3 Analyse de Performance

Dans cette section, nous effectuons une analyse des performances pour le cadre de conception
proposdﬂ et présenter les informations clés de 'analyse. Spécifiquement, nous montrons premiere,
les caractéristiques de 'erreur d’estimation du canal et de 'interférence résiduelle, deuxieme, le SER

réalisable de nos méthodes de détection proposées, et enfin, 'analyse du débit.

SPuisque tous les symboles z,, sont connus (aux positions pilotes) ou détectés (aux positions de données), ils sont
tous traités comme des symboles pilotes.

"Maintenant qu’il n’y a qu’un seul symbole de données entre deux symboles pilotes, SSMAP et I-MAP produisent
des résultats identiques.

8En raison de la nature stochastique du modele de canal et de la conception, I’analyse de 1’algorithme itératif est
tres impliquée, ce qui dépasse le cadre de ce travail. Néanmoins, I'analyse de la conception non itérative en deux
phases proposées fournit de nombreuses informations qui aident & expliquer les comportements de 1’algorithme itératif.
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Algorithm 2.3. Algorithme Itératif pour L’estimation des Canaux, [.’annulation des Interférences
et la Détection des Données

1: Perform Algorithm for interference cancellation and channel estimation.
2: Perform Algorithm for -MAP symbol detection.
3: while (true) do
4:  Perform Algorithm for interference cancellation and channel estimation with &, = a and
Ny = (Ng+1)(N, —1) + 1.
5:  Perform Algorithm for -MAP symbol detection with Ny = 1. The detected data symbols
are denoted as X'.
if x'==x(-1) then
Break the loop (Convergence is reached).
else

Increase i and go to the next iteration.
10: end if

11: end while

12: End of algorithm.

Dans l'analyse suivante, nous étudions l'interférence résiduelle (notée v,,) et 'erreur d’estimation

de canal (CEE, notée v,,) qui sont définies comme suit:

(2.22)

a) Caractéristiques de L’erreur D’estimation du Canal et de L’interférence Résidu-

elle

Tout d’abord, nous fournissons la remarque suivante sur ’erreur d’estimation de canal dans le

cas de sans interférence.

Remark 2.1. En cas d’absence d’interférence, lerreur d’estimation de canal v, a une distribu-
tion gaussienne avec une moyenne nulle. De plus, leffet du bruit évolutif du canal sur Uerreur

d’estimation du canal est négligeable lorsque le SNR tend vers l'infini.

Le fait que le l'effet du bruit évolutif du canal diminue & mesure quand le SNR tend vers
I'infini suggere que le plancher d’erreur dans le canal l’estimation rapportée dans [25] provient de
I'interférence résiduelle. Par conséquent, nous effectuons une analyse et caractérisons l’estimation

d’interférence € et 'interférence résiduelle dans les remarques suivantes.
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Remark 2.2. L’estimation FIC € est sans biais et linterférence résiduelle suit la distribution
gaussienne avec une moyenne nulle. De plus, linterférence résiduelle est indépendante de c et a

une puissance bornée lorsque la puissance d’interférence tend vers l'infini.

Remark 2.3. La puissance d’interférence résiduelle ne peut pas étre complétement éliminée, méme
avec un SNR tres élevé. Spécifiquement, quand le SNR tend vers Uinfini, il existe un plancher de

puissance résiduelle d’interférence

b) Analyse de SER

Le Z; non normalisé dans (2.20) est h¥ (h;z; +W;), ot W; est la somme du bruit gaussien additif
et de l'interférence résiduelleﬂ Conditionné sur hj et hy, le SNR équivalent pour la détection de

symboles de z; peut étre exprimé comme

) 2
2% 2 _a Hy, _a
o \[[hp||” 1252 + hy he 25
PS5 = ™ — (2.23)
(02 + 0|2 + 1 - aQZ) hhHlNr ]__01;275 + hl{-l]‘Nr ]__aOJlQJ
ou j = Ng+1—1i. Le SER a la position du symbole i peut étre calculé comme suit
Pe = [ p(by ) ol dbydb, (224

ou fe(p) est le taux d’erreur correspondant a instantané p. L’expression fermée pour PS dans
(2.24)) est difficile a dériver. Cependant, P§ peut étre calculé avec précision en utilisant l'intégration
numérique ou par simulation Monte Carlo. Enfin, le SER moyen global peut étre exprimé sous la

forme

1 N
Pe= % pe 2.25
N Z:l (2.25)

c) Analyse de Débit

Le débit est défini comme le nombre moyen de symboles de données transmis avec succes par
période de symbole, qui est moyenné sur l'intervalle de trame. Notez qu’il y a Ny symboles de

données transmis entre deux symboles pilotes consécutifs et que la trame se compose de N, symboles

9En cas d’absence d’interférence, la matrice de covariance est o%Iy,. Et s’il y a interférence, la matrice de covariance
2 2 N} . . 4 , . . N PO .
est (0% + o{°)In,, ol of est la puissance de I'interférence résiduelle qui peut étre calculée & partir de (5.49)
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pilotes. Considérant le SER moyen P¢ dans ([2.25)), le débit peut étre calculé comme

Ng(Np —1)
(Ng+1)(N, — 1)+ 1’

TP = (1— P°) (2.26)

La densité pilote est définie comme 1/(Ng + 1). On peut vérifier que lorsque nous augmentons
la densité du pilote (c’est-a-dire que Ny diminue), P. diminue ; ainsi le premier terme de
augmente. Cependant, 'augmentation de la densité de pilotes entraine un surcofit de pilote plus
élevé, ce qui réduit le deuxieme terme dans et vice versa. Par conséquent, il existe un
compromis entre la fiabilité de la transmission et le débit, ce qui suggere qu’il existe une valeur
optimale de la densité pilote qui atteint le débit maximum. Bien qu’il soit difficile d’exprimer la
forme fermée de P€ dans , la densité pilote optimale pour « et p donnés peuvent étre trouvés

efficacement en utilisant des méthodes de recherche numérique.

2.2.1.4 Résultats Numériques

On considére le cadre de simulation dans lequel le récepteur souhaité a N, = 2 antennes, le coef-
ficient « est choisi dans ’ensemble {0.95,0.97,0.99,0.995,0.999}@ La bande passante du signal
interférant est le double de la bande passante du signal souhaité, elles sont respectivement 30 kH z
et 15 kHz. L’espacement de fréquence Ay entre les signaux interférents et souhaités est normalisé
par A de ott T9 désigne le temps de symbole du signal souhaité. Nous supposons que la modulation
QPSK est utilisée; le signal brouilleur et le signal souhaité utilisent la fonction de mise en forme
d’impulsion root-raise-cosine. De plus, les fonctions de mise en forme des impulsions pd(t) et p'(t)
sont supposés avoir le facteur d’amortissement égale a 0,25. La puissance d’interférence est réglée
aussi forte que la puissance du signal souhaité et la fréquence espacement Ay =1/ T4 sauf indication
contraire. Le nombre de symboles pilotes est fixé égal a 51. De plus, la densité pilote est choisie
dans l'ensemble {25%,10%} correspondant a {3,9} symboles de données entre deux symboles pi-
lotes, respectivement. De plus, pour les résultats de simulation de débit, nous montrons les débits
obtenus pour différentes densités de pilotes allant de 50 % & 6,25 %. Les résultats présentés dans

cette section sont obtenus en faisant la moyenne de 10* réalisations aléatoires.

En mode Clarke, a = Jo (27TfDTd), ou fp est I'écart Doppler maximal 26| (rappelez-vous que T est la période
de symbole du signal désiré). Plus précisément, o = 0.999 correspond & 150 Hz de propagation Doppler avec un débit
de symboles de 15 Kbps. Si le signal souhaité est transporté a 900 MHz, la vitesse correspondante du Rx souhaité est
de 50 m/s.
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a) Performance de la Technique D’estimation du Canal Proposée

Pour le scénario sans interférence, nous étudions l'effet de différents parametres sur les erreurs
d’estimation de canal. Nous notons que les performances de la technique d’estimation de canal
présentée dans cette section dépendent principalement de Ny et «. Plus précisément, la perfor-
mance dépend de a;p qui est le coefficient de corrélation de gain de canal a deux positions pilotes
consécutives. Différentes valeurs de N4 (différentes densités de pilotes) ont les valeurs correspon-
dantes de ap. Nous montrerons l'erreur quadratique moyenne d’estimation de canal numérique

(CMSE) qui est calculé comme

CMSE = N:N %P:ltr (E {(hn ) (b, - hn)HD (2.27)

Dans la figure nous montrons ’erreur d’estimation de canal due & notre proposition con-
ception pour différentes valeurs de Ny (équivalent, différentes valeurs de densité pilote), lorsqu’il
n’y a pas d’interférences (IF) et lorsqu’il y a des interférences (IP). Lorsque Ny augmente, ’erreur
quadratique moyenne d’estimation de canal augmente également comme prévu. Pour le scénario
sans interférence, les courbes d’erreur correspondantes convergent les unes vers les autres et diminu-
ent presque linéairement a mesure que le SNR augmente (les deux courbes sont tracées dans 1’échelle
logarithmique). Cette signifie que I'impact de 1’évanouissement rapide est diminué dans le régime
SNR élevé. Lorsque 'interférence est présente, il existe un plancher de performance pour l'erreur

d’estimation de canal.
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Figure 2.2: Channel estimation mean squared error, o = 0.99
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b) Performances des Méthodes de Détection de Symboles Proposées

Nous comparons maintenant les performances SER de la détection MAP des symboles en série
(S-MAP), de la détection MAP des symboles individuels (I-MAP) et les méthodes de détection
de diversité optimale (ODD) [27,128]. La méthode ODD est la détection optimale de symboles

individuels avec un CSI imparfait1]
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[ ¢ s-maP 8 |—+0DD vs S-MAP, IF
10 0 0DD —0-IP vs IF, S-MAP
@ 6 | IPVsIF, I-MAP
Y -\ o
%10-2 Ng¥e, 5 4
A N IT vATg G 2
103+ X P8 %aas .
Ry 4 ] 0
10-4 I I I I I 2 I 1 1
0 5 10 15 20 25 30 10 102 10°
SNR (dB) Target SER

(a) (b)

Figure 2.3: a) SER achieved by different detection methods, Nqg = 3; b) SNR gap for specific target
SER, Ng=3

La figure illustre le SER obtenu par ces méthodes de détection pour les scénarios sans
interférence et interférence, qui sont désignés par IF et IP dans cette section, respectivement. On
peut voir que le SER de 'I-MAP proposé est presque identique & celui obtenu par la méthode ODD.
De plus, le détecteur S-MAP surpasse a la fois - MAP et ODD et I’écart de performance est plus
important dans le scénario sans interférence. Notez que, dans le scénario IP, I'interférence résiduelle
est toujours présente, ce qui provoque les planchers d’erreur dans ces courbes SER. Nous montrons
en outre sur la figure 2.3D] I’écart SNR pour obtenir le méme SER entre différentes méthodes de
détection de symboles (S-MAP, I-MAP) et scénarios (IF, IP). Particulierement, une valeur de 3dB
d’écart SNR & 5x 1073 cible SER de la courbe A vs B signifie que la méthode A a besoin de 3dB plus
élevé en SNR pour atteindre le méme SER cible atteint par la méthode B. Pour le méme scénario
(IF ou IP), I’écart SNR entre le S-MAP proposé et ’ODD augmente a mesure que le SER requis

diminue. Notez a nouveau qu’il existe un plancher de performance dans le scénario IP; néanmoins,

HEondamentalement, dans la méthode ODD, les gains de canal aux positions de données sont interpolés & partir
des gains de canal estimés par le MMSE aux positions pilotes. Ensuite, la détection de symbole basée sur le forgage
zéro est utilisée (veuillez vous référer aux sections III et IV dans [28] pour plus de détails).
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notre méthode de détection proposée atteint plus de 3 db de gain SNR par rapport a la méthode
ODD existant pour les mémes performances de détection dans le régime cible faible SER (voir la
courbe avec des marqueurs carrés). De plus, pour obtenir les mémes performances SER dans des
conditions de fiabilité élevée (c’est-a-dire, faible SER); le SNR requis dans le scénario de brouillage

est beaucoup plus élevé que celui-ci requis dans le scénario sans interférence (illustré par les courbes

IP vs IF).

c) Performance de L’algorithme Itératif

10° ‘
~—0" iteration, IF L -o-|p, at 0" iteration
@\ —e—=1%teration, IF 1 —o~|P, at convergence
10tk . ond iteration, IF |1 10 -¥-|F, at o™ iteration
-6-gh iteration, IP —*—|F, at convergence
(L})J ) -6 -1%teration, IP ,
(% 10 ‘o 2" iteration, IP ] Wi10“e
.__e____e___*
30 "
10
o 108%F
@
10% : ‘ : \ \ \ \ \ |
0 10 20 30 40 0 5 10 15 20 25 30
SNR(dB) SNR (dB)

(a) (b)

Figure 2.4: a) Performance of channel estimation for iterative algorithm; b) SER achieved by iterative
and non-iterative algorithms

Nous étudions maintenant les performances de 'algorithme itératif pour I’estimation de canal,
I’annulation d’interférence et la détection de symboles. Tout d’abord, nous montrons les perfor-
mances de 'estimation de canal au cours des itérations dans la figure ou le CMSE du canal
estimé gagne est affiché pour les scénarios IF et IP. Dans la figure, I'algorithme itératif converge
apres seulement quelques itérations. Et la performance d’estimation de canal convergé en présence
d’interférence (IP) est presque identique a celle du scénario sans interférence (FI) en régime SNR bas
(inférieur a 30dB), ce qui implique que la méthode itérative proposée annule tres bien 'interférence
dans cette région SNR. Lorsque le SNR est supérieur a 30 dB, les performances dans le cas IP sont
toujours limitées par le bruit de décoloration rapide. Cependant, le plancher de performance de
I’approche d’estimation de canal itérative est bien inférieur a celui de la contrepartie non itérative

(itération 0" par rapport aux courbes d’itération de 2"¢ dans le scénario IP). Nous montrons
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ensuite les SER obtenus par les méthodes non itératives et itératives algorithmeﬁ dans la figure
[2.4Dl Nous pouvons voir que l'algorithme itératif améliore le SER dans les deux scénarios IF et
IP. De plus, 'amélioration est plus importante pour des valeurs plus élevées de SNR. En effet, le
régime SNR élevé permet une détection de données plus fiable, ce qui augmente les performances

de annulation d’interférence et estimation de canal.

d) Débit Atteint par le Cadre Proposé
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Figure 2.5: Throughput variations with the pilot density

Dans la figure nous montrons les variations du débit avec la densité du pilote pour différentes
valeurs de SNR p et le coefficient de corrélation de canal o. Pour « et p donnés, il existe une densité
de pilotes optimales qui atteint le débit maximal. Le débit ne maximum augmente au fur et a
mesure que le SNR p augmente, et un « plus grand conduit a un débit maximum plus élevé et
a une densité de pilote optimale plus faible. En effet, lorsque le canal varie plus lentement, les
performances d’annulation d’interférence et d’estimation de canal sont amélioré, ce qui se traduit
par une transmission plus fiable et un débit plus élevé. Les résultats de cette figure démontrent le
compromis entre le débit et la fiabilité de la communication dans I'’environnement & évanouissement

rapide.

2Le SER de l'algorithme non itératif est le SER calculé & I'itération 0™ et le SER de I’algorithme itératif est le
SER atteint a la convergence.
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2.2.2 Allocation de Ressources, Optimisation de Trajectoire et Contrdole D’admission

dans les Réseaux Sans Fil basés sur UAV

Dans cette contribution, nous considérons ’allocation des ressources et I'optimisation de la trajec-
toire pour les réseaux sans fil multi-UAV, ou les principaux apports de nos travaux peuvent étre

résumés comme suit:

« Notre conception maximise le nombre d’utilisateurs admis tout en satisfaisant leurs demandes

de transmission de données.

e Le probleme formulé est MINLP, nous proposons donc un algorithme itératif pour résoudre le
probleme efficacement ol le nombre d’utilisateurs admis augmente au fil des itérations jusqu’a

convergence.

2.2.2.1 Modeles de Systéme

Nous considérons les communications de liaison descendante dans un réseau sans fil basé sur UAV. 11
y a N UAV et un ensemble K = {1, ..., K} utilisateurs au sol. Utilisateur k, dont la coordonnée 2-D
est uy, exige de recevoir une quantité de données D, des drones. La période de service se compose
de tranches horaires T', chaque intervalle de temps a une longueur de §. UAV n vole a I'altitude h
et ses coordonnées 2-D a t est c,[t]. La bande passante totale du systéeme de B (Hz) est partagé
par les utilisateurs de maniere orthogonale. La bande passante et la puissance de transmission de la
communication entre le drone n et I'utilisateur k & ¢ sont respectivement by, [t] et p,, ;[t]. Les canaux
de communication entre les UAV et les utilisateurs sont supposés étre dominés par les composants
de la ligne de vue (LoS). Par conséquent, le gain de puissance du canal entre UAV n et I'utilisateur
k&t est po/(h?+ |lcalt] — ugl/?), ot po est le gain de puissance du canal & la distance de référence

de 1m de 'UAV. La quantité de données recues par I'utilisateur k a t est exprimée comme

N
di[t] = 6 Z_jl by [t] log, (1 + bn,Z[t] — ||Zc)::[];%t]— ukll2>’ (2.28)

oll v = pp/c? est le rapport signal sur bruit (SNR) normalisé et o2 est la densité de puissance du

bruit blanc (W/Hz).
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Nous considérons la conception d’admission d’utilisateurs ou chaque utilisateur k£ est admis si
les drones peuvent lui transmettre au moins Dj bits pendant la période de service. On note s
comme variable de décision d’admission qui est égale & 1 si S, dy[t] > Dy, et égal & 0, sinon.
Notre conception vise a maximiser le nombre d’utilisateurs admis. Le probléme de maximisation

d’admission peut étre formulé comme suit:

PAM(K) max Sk,
{on w1} {pn k] } Lenlt]} Lok} kgc
T
s.b. Y dgt] > s, Dy, VE, (2.29a)
t=1
N K
> baglt] < B,V (2.29b)
n=1k=1
K
> Pnlt] < Prmax: V0, t, (2.29¢)
k=1
llenlt] = enlt — 1]||< min (Vinaxd, Dmax) , ¥, £, (2.29d)
len[t] = eml[tll = Do, Vn # m,t, (2:29¢)
cnll] = cu[T] = co, Vn, (2.29f)
sk € {0,1},Vk,, (2.29¢)

ou Vinax est la vitesse maximale d’un drone, Dpyax est le déplacement maximum pour garantir que

les conditions du canal LoS restent approximativement les mémes, Dg est la distance de sécurité,

et ¢, est la coordonnée de la station de lancement. Les contraintes (2.29b]) et (2.29¢) limitent les

ressources de communication utilisées, ou les contraintes (2.29d), (2.29¢) et (2.29f) sont pour le

controle de trajectoire.

2.2.2.2 Algorithme Proposé

Tout d’abord, nous définissons les données de transmission sensibles & la demande et la décision

d’admission douce (SA), pour 'utilisateur k, noté respectivement Dy, et 55, comme suit:

T
Dj, = min <Dk7 > di [t]) . (2.30a)

t=1
_ Dy,

= vk 2.30b
Sk Dk, 5 ( 30 )
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On considere alors le probléme de maximisation SA suivant:

PSAM : max B Sk
{bn,k[t]}f{pn,k[t]}v{cn[t]}f{Dkagk} kelC
st. Dy < Dyp,VEkeK, (2.31a)
T p—
> dilt] > Dy, Yk €K, (2.31b)
t=1

[2:295), ([2.294), [2.29d)), (2-29¢)), (2-291), (2.300).

L’ensemble des utilisateurs admis est noté K, = {k : D), = Dy}. Notez que I'ensemble des
possibles de PAM(K) contient 1’allocation des ressources et les trajectoires UAV qui réalisent KC,.

Cette relation fournit des connexions entre le probleme PAM(KC) et probleme P3AM(KC).
Y Etape 1-Mazimisation de l'admission en douceur:

Nous développons un algorithme pour résoudre le probleme P3AM(K) en utilisant la combinaison
du BCA et des méthodes d’approximation convexe (SCA)EI Plus précisément, la méthode BCA est
appliquée pour optimiser la fonction objectif de PSAM(IC) par rapport a un ensemble de variables
étant donné d’autres ensembles de variables tandis que le SCA est appliqué approximer et convexifier

le sous-probleme d’optimisation du controle de trajectoire.

Le sous-probleme d’optimisation de la bande passante et de I’allocation de puissance peut s’écrire

comme suit :

Pep(K) : max Sk,
{bn,k[t]vpn,k[t]ka’gk} /;C

s.t. (2.290), (2.294), [2.300), [.31a), (2-311).

Le probleme Pgp(K) est convexe, il peut donc étre résolu de maniére optimale a 1’aide de solveurs

standard tels que CVX.

3Notez que P'utilisateur défini & I’itération externe m est noté K™. Cependant, dans cette section, nous ne sommes
que intéressé & résoudre le probleme P>AM (K) pour un certain ensemble d’utilisateurs K. L’index m est donc omis
par souci de concision.
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Compte tenu de la bande passante et de I’allocation de puissance, le sous-probleme d’optimisation

de trajectoire d’UAV peut étre énoncé comme suit :

Pc(K):  max Sk
{ealt], D51 } I;C

s.t. ([2.29d), [2.296), [@.29%), ([2.30b), ([2.31a)), (2-31D).

On convexe les contraintes non convexes (2.31b)) et (2.29¢) et appliquons la méthode SCA

pour résoudre le probleme efficacement. Soit I’ensemble des coordonnées du drone de l'itération
précédente étre ci [t] et ¢, [t], contrainte (2.29€]) peut étre mis au carré puis approximé par 1'inégalité

suivante.

m

ciult] — i ]| D2 (2.34)

Les termes du logarithme dans (2.28)) peuvent étre approximés comme suit:

1og2<1+ T il1] )Zlog2<1+ ] )_(||Cn[t]_Uk||2_‘

W2+ [len[t] —ug | W2+ || ] —uy |

ch - ) X341
(2.35)
Ot T lt] = D ]/l et

logs () 4] |
B2 + [lci ] — ugll”) (Gaslt] + 2+ [l [1] — we?)

XriL,k[t] = (

En utilisant ces approximations, le probléeme P¢c(K) peut étre résolu par résoudre le probléme

d’optimisation convexe suivant:

Pc(K) : max Z Sk,

{Cn[t}aDkvgk} ke

s.t —ii&b [t] llo <1+ Tl )— (Hc [t]—u HQ—‘
- Sl N S AR A

n=1t=1

ZDka

ciff-w[*) X240

(2.36a)

229d), [2.296), ([2.291), (2-301), (2-31a)).
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Enfin, probleme P3AM(K) est résolu en utilisant un algorithme itératif ott nous résolvons les

problémes Pgp(K) et Pc(K) séquentiellement & chaque itération.
* Etape 2-Suppression de lutilisateur:

Soit K™ I’ensemble des utilisateurs & l'itération m aprés avoir résolu le probleme PSAM(KC™).
Nous voulons supprimer 1'utilisateur qui est peu susceptible d’étre admis, donc que nous pouvons
utiliser efficacement les ressources du réseau pour d’autres utilisateurs, nous proposons donc une
stratégie de suppression des utilisateurs ou 'utilisateur ayant le plus grand écart entre ses données de
transmission requises et les données de transmission sensibles a la demande sera supprimé, comme
suit:

km = argmax Dy — Dj, (2.37)

" kekm
ou DZ sont les données de transmission sensibles a la demande de l'utilisateur k& exprimées dans
aprés avoir résolu le probleme PSAM(K™). L’ensemble d’utilisateurs dans l'itération suivante
est K™ = K™\ {kmin}. Soit K I’ensemble des utilisateurs admis apres avoir résolu PSAM(K™).
Nous introduisons la contrainte de condition admise pour les utilisateurs k£ € ' au probleme de
maximisation de I'admission douce afin que les utilisateurs admis a 'itération m soient toujours

admis a l'itération m + 1 et exprimer le probléme comme suit:

PAM(K™ ) max  S(K™T,
©,{Dy.51 }

s.t. 5p=1,Vk e K", (2.38a)

([2-29), [2-294), ([2-294), ([2-29¢), ([2-291), (2-300),

Soit K*! I'ensemble des utilisateurs admis aprés avoir résolu PSAM(K™+1) on peut montrer

que | > |K7|. Enfin, le tableau suivant décrit notre algorithme.

2.2.2.3 Résultats Numériques

Nous considérons le cadre de simulation ou les utilisateurs sont localisés au hasard dans une zone
de réseau circulaire d’un rayon de 2 km. Les drones sont supposés voler a 100m, la puissance
maximale Pray est fixée & 20dBm, o2 est de -174dBm/Hz, et pg = 4 x 107°. La durée du vol est

de 120s, qui est divisée en 120 tranches horaires. La demande de transmission des utilisateurs est
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Algorithm 2.4. Maximisation des Admissions

. Initiate @, m = 1,K! = K
while 1 do
(Soft admission maximization) Solve problem PSAM(KC™).
if |KJ'| = |K™| then
Break the loop.
else
(User removal) Let K™t = K™\ {k™
end if
end while
. End of algorithm.

m
min

, where k7 is defined in (2.37)). Increase m by 1.

1

=]

de 45Mbits, la bande passante totale est de B = 1MHz, et le nombre total d’utilisateurs est de
20, sauf indication contraire. Nous comparerons numériquement notre algorithme proposé avec une
ligne de base. Pour cette ligne de base, le probleme PAM(K) est résolu en appliquant la méthode
BCA, ou les sous-probléemes sont des MILP. Plus précisément, a chaque itération de cette ligne de
base, I'allocation de bande passante-puissance et les sous-probléemes d’optimisation de trajectoire
avec des variables entiéres {sj} sont résolus en utilisant le solveur MOSEK. Cet algorithme de base
se termine lorsque plus aucun utilisateur ne peut étre admis. Cette ligne de base est désignée par

BCA-MILP dans ce qui suit.
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§ 18 F=6~2 UAVs, proposed method ,'I 4 2 18 ||~#—3 UAVs, proposed method
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Figure 2.6: a) Number of served users versus data demand per user; b) Number of served users versus
total bandwidth

Dans la figure nous montrons le nombre d’utilisateurs admis en fonction de la demande
de données utilisateur variable. Deux observations peuvent étre tirées de la figure. Premiérement,

le déploiement de plus de drones nous permet d’admettre plus d’utilisateurs. Deuxiemement, nos



Chapter 2. Résumé Long 69

méthodes proposées peuvent admettre beaucoup plus d’utilisateurs que celle obtenue par la ligne
de base BCA-MILP. Cela peut s’expliquer comme suit. Premiérement, I’étape de maximisation SA
dans notre algorithme optimise une fonction objective continue, ainsi, ’algorithme peut trouver de
meilleures trajectoires de drones au cours des itérations avant la convergence. Ce n’est pas le cas
pour le BCA-MILP dans lequel la convergence est atteinte apres seulement quelques itérations en
raison de fonction objective a valeurs entieres. De plus, notre étape de suppression d’utilisateurs
développée supprime efficacement les utilisateurs pauvres et donc leurs ressources peuvent étre
réservés et utilisés plus efficacement pour servir de meilleurs utilisateurs. La figure [2.6D] présente le
nombre d’utilisateurs admis en fonction de la bande passante variable. Lorsqu’il y a plus de bande
passante disponible, le réseau peut admettre plus d’utilisateurs. Cependant, le gain de performances
de l'algorithme proposé par rapport a la ligne de base augmente & mesure que la bande passante

augmente, ce qui implique que notre approche utilise les ressources radio plus efficacement.
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Figure 2.7: Coverage probability versus total number of users

Enfin, nous montrons le taux d’admission avec un nombre variable d’utilisateurs sur la figure
2.7 On constate que le taux d’admission diminue lorsqu’il y a plus d’utilisateurs. Cependant, notre

approche proposée atteint toujours de meilleures performances que la ligne de base BCA-MILP.
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2.2.3 Controle de Trajectoire Multi-UAV, Allocation de Ressources et Appariement
D’utilisateurs NOMA pour la Minimisation de L’énergie de Liaison Mon-

tante

Dans ce travail, nous étudions I’optimisation conjointe des trajectoires de plusieurs drones, l’allocation
de puissance d’émission, l’association utilisateur-UAV, et I'appariement des utilisateurs pour les
réseaux sans fil assisté par UAV utilisant 1’acces multiple non orthogonal (NOMA) pour les com-
munications montantes. La conception vise a minimiser la consommation totale d’énergie des util-
isateurs au sol tout en garantissant de transmettre avec succes la quantité de données requises aux

stations de base montées sur UAV. Les principales contributions de notre travail sont les suivantes:

e Nous formulons le probléme de minimisation de ’énergie totale ou ’appariement d’utilisateurs
NOMA, 'allocation de puissance de transmission, ’association utilisateur-UAV et le controle
de trajectoire multi-UAV sont optimisés conjointement. Nous dérivons la solution d’allocation

de puissance optimale, qui est exprimée explicitement en fonction d’autres variables d’optimisation.

e Nous développons un algorithme efficace pour résoudre le probléme considéré en utilisant

I’approche BCD.

e Nous comparons l'algorithme proposé avec deux autres lignes de base : 1'un est ’algorithme
d’optimisation de la collecte de données (DCOA) de [29], et I'autre ligne de base qui utilise
les mémes principes de conception comme pour notre algorithme proposé; cependant, ’'OMA
conventionnel au lieu du NOMA est utilisé. Nous montrons les performances supérieures de
notre algorithme par rapport aux deux lignes de base considérées via des études numériques
et démontrer le compromis entre le temps de vol et I'énergie totale ainsi que les impacts de
différents parametres tels que le nombre d’utilisateurs et de drones sur la consommation totale

d’énergie.

2.2.4 Modele de Systeme et Formulation de Problémes

a) Modéle de Systéme

Nous considérons les communications de liaison montante dans un réseau sans fil assisté par

UAV avec N de drones volants et K d’utilisateurs au sol. La durée de vol du drone T est divisée
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en un certain nombre de petites plages horaires, dont chacun a une longueur identique de d. Nous
supposons que le drone n vole a l'altitude fixe h et sa coordonnée 2-D a l'intervalle de temps ¢
est notée c,[t]. La coordonnée 2-D de l'utilisateur au sol k est notée ug. Nous supposons que
NOMA est utilisé pour prendre en charge la liaison montante communications ou les utilisateurs
sont regroupés en paires de deux utilisateurs qui transmettent sur des canaux orthogonaux. On
suppose que chaque utilisateur k£ a besoin de transmettre une quantité de données D; aux drones

avant la fin de la période de service.

Les canaux de communication entre les UAV et les utilisateurs sont supposés étre dominés par
la composante Ligne de Vue (LoS). Le gain de puissance du canal entre UAV n et 'utilisateur k

a t, noté Ty, [t], est Tg,[t] ou p est le gain de puissance du canal a la distance

N |

llen[t]—ul*+h2’
de référence de 1m de I’émetteur. Nous notons xj [t] comme variable de décision d’appariement
de l'utilisateur qui est égale a 1 si I'utilisateur k est apparié avec I'utilisateur [ dans la tranche de
temps t et égale a 0, sinon. On a alors z3; = 0 si k = [, et xy,[t] = x;x[t] pour tout k et I. Par
ailleurs, on note ay.,[t] comme 'association entre le drone n et I'utilisateur k£ dans la tranche de
temps ¢ ol ay;,[t] est égal a 1 si l'utilisateur k est associﬁ avec UAV n et égal a 0, sinon. Chaque
utilisateur ne peut se connecter qu’a un seul drone, mais chaque drone peut connecter plusieurs

utilisateurs dans n’importe quel créneau horaire. La condition de canal de I'utilisateur k£ a ¢ peut

étre exprimée comme suit :

N
Te[t] = agn[tTenlt], VL. (2.39)
n=1

Nous supposons que les utilisateurs sont appariés et que chaque paire d’utilisateurs transmet
des données & I'UAV associé dans le sens NOMA de la liaison montante. Si 'utilisateur k est
I'utilisateur fort d’une paire particuliere, son débit de données atteint dans l'intervalle de temps ¢

peut étre exprimé comme suit :

mm:m%<Haﬁ@%%m) (2.40)

oit B est la bande passante du canal attribuée a la paire d’utilisateurs sous-jacente, 71 [¢] et pf[¢]

sont le gain de puissance du canal et la puissance d’émission de son utilisateur apparié, qui peut

MDans ce chapitre, « connecté » et « associé » sont utilisés de maniére interchangeable pour décrire Iassociation
utilisateur-UAV.



72

étre exprimé comme suit :

T[] = apltinlt], (2.41a)
=1
K

pRlt] = > it (2.41b)
=1

Si I'utilisateur k est I'utilisateur faible dans la paire considérée dans 'intervalle de temps ¢, son

débit de données atteint peut étre exprimé comme suit :

Tk [t]pk [t]) . (242)

re[t] = Blog (1 + 2

Nous utilisons Ag[t] pour décrire le réle fort—faiblelﬂ de T'utilisateur £ ou il est égal a 1 si
I'utilisateur k est I'utilisateur fort et égal a 0 s’il s’agit de l'utilisateur faible dans sa paire as-
sociée et sa tranche horaire t. Il existe un couplage entre les variables fortes-faibles et les variables

d’optimisation d’appariement utilisateur qui peut s’exprimer dans les contraintes suivantes:

zra[t] Oft] + N[t — 1) =0, V(k,1),t. (2.43)

Enfin, la relation entre les conditions du canal et les variables fortes-faibles peuvent étre énoncées
comme suit:

(2Ak[t] = 1) (m[t] = 7[t]) >0, Vk,¢, (2.44)

Nous notons ici que les valeurs des variables fortes-faibles peuvent étre facilement déterminées
(comme les valeurs de la fonction indicatrice 1, [t]>7P 1)) lorsque les trajectoires d’"UAV, l'association
d’utilisateurs et les variables d’appariement d’utilisateurs sont fournies. Dans ce qui suit, les vari-
ables fortes-faibles sont parfois omises si elles peuvent étre facilement déterminées a partir des

valeurs données d’autres variables sans provoquer d’ambiguité.

b) Formulation du Probléme

5Notez qu’un utilisateur est fort ou faible selon sa condition de canal et la condition de canal de son partenaire.
Dans notre conception, 1’état du canal d’un utilisateur particulier dépend des coordonnées du drone associé et les
coordonnées des drones sont des variables d’optimisation. Il faut donc définir des variables capturant les roles forts-
faibles des utilisateurs individuels.
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Notre conception vise a minimiser la consommation d’énergie de tous les utilisateurs en ’optimisation
de Dassociation des utilisateurs (A[t]), le couplage des utilisateurs (X[t]), le variables fort-faibles
(A[t]), lallocation de puissance (P[t]), et les trajectoires du drone {c,[t]} tandis que les utilisateurs
sont assurés de transmettre la quantité de données requise aux drones pendant la durée du service.

Le probleme d’optimisation considéré peut étre énoncé comme suit:

Po : min E.n,
{ARLX[t]A[t]LP[t]cnlt]}
T
st Y0 (Ak[t]Re[t] + (1 — Ag[t]) ri[t]) > Dy, Vk, (2.45a)
t=1
N
> apaltl =1, Vkt (2.45b)
n=1
X[t] = XT[t], Vt, (2.45¢)
K
kaJ [t] = 1,VEk,t, (2.45d)
=1
Lkl [t](ak,n[t] - al;n[t]) =0, V(k?, l)a n,t, (2456)
Dk [t] < PmaX7Vk'a t, (245f)
llcnlt] — cnlt — 1]|| < 0Vmax, V1, t, (2.45g)
llcnlt] — em[t]|| = Dsafe, Vt,Vn # m, (2.45h)
cnll] = cn[T) = o, Vn, (2.451)
Ak € {07 1} y Akin € {07 1} » Tkl € {07 1} 7Vk7 la n, (245J)

constraints ([2.43)), (2.44)),

ou Phax désigne la puissance d’émission maximale de chaque utilisateur, et le I’énergie totale peut

étre exprimée comme

T K
Eaq =0 > plt]. (2.46)

t=1 k=1

Les contraintes (2.45a)) garantissent que chaque utilisateur peut transmettre la quantité de données

requise aux drones. Contraintes (2.45b]), (2.45€]), (2.45¢|) et (2.45d)) sont imposées pour s’assurer que

la solution d’appariement et d’association d’utilisateurs est valide. Les contraintes ([2.45f]) décrivent

les puissances de transmission maximales des utilisateurs. Contraintes (2.45g]), (2.45h) et (2.451)

sont pour le contrdle de trajectoire d’UAV, ot Vinax est la vitesse maximale d’un drone, Dg,fe est la

distance de sécurité entre deux drones, c, est la coordonnée de la station de lancement. Le probleme
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formulé est un programme non linéaire & nombres entiers mixtes, qui n’est pas trivial a résoudre.

Dans la section suivante, nous proposons un algorithme pour résoudre efficacement le probleme Py.

2.2.4.1 Solution Proposée

a) Probléme Equivalent

Tout d’abord, nous introduisons un ensemble de variables auxiliaires {r[¢]}, ot 7« [t] est la cible
du débit de données que l'utilisateur k transmet a son drone associé dans la tranche de temps ¢t. Le

probleme Py est équivalent au probléme suivant avec des variables supplémentaires {r[t]}.

1 min Ea,
{A[],X[t],A[t],P[t],cn [t]r[t]}
st Me[tIRe[t] + (1 = Ap[t)r[t] > relt], Yk, t, (2.47a)
K
> orlt] > Dy, VE, (2.47b)
k=1

([2.451), (2.454), [2.43), (2.44), (2.45d), (2.45d), [2.451), (2.45g), (2.45L), ([2.451), (2.45]).

Il est facile de voir que 'égalité de (2.47al) est optimale. Comme on peut toujours augmenter
T [t] pour réaliser I’égalité de (2.47a)) sans violer les autres contraintes. Nous décrirons ci-dessous

comment résoudre le probleme P;.
b) Solution Proposée

Dans le probléme d’optimisation considéré, nous allons montrer dans le lemme que la puis-
sance optimale {P*[t]} peut étre exprimé explicitement en termes d’autres variables
({cnlt], X[t], Aft], x[t]}). Cette puissance optimale {P*[t]} expression nous permet d’appliquer la
technique BCD pour résoudre efficacement le probleme P;. Nous proposons alors de résoudre le
probleme P; en résolvant itérativement les trois sous-problemes suivants. Dans le premier sous-
probléme, nous supposons que les valeurs de {c,[t],r[t]} sont donnés et résolvent pour la consom-
mation d’énergie optimale ou toutes les autres variables sont les variables d’optimisation. Dans le
deuxiéme sous-probléme, nous optimisons les variables de débit de données {r[t]} étant donné {c,[t]}
et les valeurs optimales des autres variables obtenues en résolvant le premier sous-probleme. En-

fin, dans le troisieme probleme, les trajectoires des drones sont optimisées compte tenu des valeurs
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d’autres variables. On peut montrer que la consommation totale d’énergie est réduite au fil des

itérations, par conséquent, le processus itératif est garanti de converger.

* Optimisations de la puissance et des variables entiéres compte tenu des trajectoires et des taux

des drones:

En supposant que {c,[t],r[t]} sont donnés, nous trouvons le puissance optimale {P*[¢]} par
rapport a {cy[t],r[t]}, et d’autres variables entieres. Plus précisément, nous résolvons la puis-
sance optimale et ’association d’utilisateurs lorsque le scénario d’appariement est connu. Ensuite,
I'optimisation de I'appairage des utilisateurs est résolue en s’attaquant au probléme sous-jacent
d’appariement de graphe a pondération maximale. Puis, ’association optimale d’utilisateurs est

dérivée.

Si les valeurs de {c,[t], r[t]}, et X[t] sont donnés, le probléeme P; se réduit au probléme suivant.

: i E,
AP APl

s.t. (2.450), [2.454), [2.43), (2.44), [2-451), (2.45]), (2-47a).

Le probleme Pap peut étre découplé en plusieurs sous-problemes noté 75A,p(k:,l;t). Le sous-
probléme 75A,p(l<:, [;t) minimise 1’énergie totale consommeée par les utilisateurs k et [ dans la tranche
de temps t, ou la puissance d’émission pg|t], p;[t], 'association d’utilisateurs ag[t], a;[t], et les vari-

ables fortes-faibles Ag[t], A;[¢] doivent étre optimiséeﬂ Ce sous-probléme peut étre exprimé comme

suit:
Papthlit): i Okl +mil]),
St [t = apnlt], (2.49a)
Ae[t] + Ni[t] =1, (2.49b)
(2Xg[t] = 1) (7x[t] — 7[t]) > 0, (2.49c¢)
([2.451), [2.450), (2.45]), ([2-47a)).
5Notez que ag[t] = [ak.1[t], ..., ar.n[t] désigne le vecteur d’association d’utilisateurs correspondant & 1'utilisateur

at.
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ou ([2.49 2.49b)), et (2.49¢|) se déduisent respectivement de (2.45¢f), (2.43)), et (2.44)), étant donné
( ; p

que xy [t] = 1.

Soit pg[t] la somme des puissances de deux utilisateurs k et | dans la fonction objectif de

75A,p(k:, [;t), alors la consommation totale d’énergie peut étre exprimée comme suit:

Ea =

0
2

Mx

)3

t=1k=11

Tk k,l pk l[t] (250)

1

Dans ce qui suit, nous trouvons la valeur optimale de py,;[t] pour tout ¢ et toutes les combinaisons
de k et [. Premiére, nous trouvons l’allocation de puissance optimale par rapport aux variables
d’association d’utilisateurs (c’est-a-dire si ag[t] et a;[t] sont connus). Notez que lorsque la solution
d’association d’utilisateurs est donnée, les conditions de canal pour k£ et [ sont déterminées par
. Ensuite, les variables fortes-faibles peuvent également étre facilement déterminé par
and E Deuzxieme, nous substituons la solution d’allocation de puissance optimale en fonction
des variables d’association d'utilisateurs dans la fonction objectif de Pa p(k,1;t) d’olt I'association

optimale par rapport & chaque paire (k, 1) sera déterminée.

Considérons un couple particulier d’utilisateurs k et [ associé au drone n. Supposons que le
canal de l'utilisateur k soit plus fort que celui de l'utilisateur { (i.e., A\g[t] = 1 et \;[t] = 0). Ensuite,

le probleme 75A’p(k, [;t) peut étre déduit plus loin dans le probléme suivant:

Pe(k,l;t;n) . min  S(pi[t] + pilt]),
{piltl}ik,

. (@5, @T7).

Lemma 2.1. 57 le probléme ﬁp(k,l;t;n) est réalisable, la solution optimale de celui-ci peut étre

écrite comme suit :

pilt] = oPr [1](87 ) — )37,
pi[t] = o’ [ (81 - 1),

(2.52)

ot B =2YB. Le probléme est réalisable si pit] et pf[t] dans (2.52) ne sont pas supérieurs & Prmay.

17Plus précisément, si les utilisateurs k et I sont associés au drone n dans la tranche horaire ¢, nous pouvons calculer
leurs conditions de canal. Alors Ag[t] = 1 si Ti;n[t] > Ti;n[t] et Ai[t] = 0, sinon.
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Le lemme [2.52] permet d’exprimer explicitement les puissances de transmission optimales des
utilisateurs k et [ en termes de conditions de canal qui dépendent de I’association d’utilisateurs et

des distances entre les utilisateurs et leur drone associé. Ci-apres, nous utiliserons le membre de

droite de (2.52)) au lieu de py[t], pi[t].

Soit py .n[t] la puissance allouée optimale des utilisateurs k et [ au cas ou ils seraient appariés

et connectés au drone n dans la tranche horaire ¢. Alors, py ., [t] peut étre exprimé comme suit E

02 (Tl (B = 1)l M (87 1)) ifmax(p[t], pf ()< Prnax,

00, autrement.

Prinlt] = (2.53)

La valeur optimale de la fonction objectif de 75A7P(k, [;t) par rapport a ’association utilisateur

Les variables peuvent étre exprimées comme suit:

N
Pralt] = Z ey [t] P 1:n [E]- (2.54)
n=1

Notez que ([2.54)) est réalisé avec I'hypothese que xy[t] = 1, et donc ay.,[t] = a;n[t]. Le résultat
dans (2.54) nous permet de trouver 'association optimale pour les utilisateurs k,[ par le lemme

suivant.

Lemma 2.2. Si xy,[t] = 1, l'association optimale pour les utilisateurs k et | d t peut étre trouvée

comme suit :

1, si n=argmin py ., |t]
Ghanlt] = afalt] = no (2.55)
0, autrement.

En substituant la solution d’association d’utilisateurs obtenue a partir du Lemme nous

pouvons trouver la valeur optimale de py [t] & partir de py [t] a partir de (2.54)).

Apres avoir obtenu ’association d’utilisateurs optimale et la solution d’allocation de puissance

correspondante, le probleme d’optimisation de ’appariement des utilisateurs peut étre exprimé

8Nous utilisons la convention dans |30] ol la valeur optimale d'un probléme de minimisation est I'infini si le
probléme est infaisable.



78

comme suit :

s I K
Px :min 522230 tpi[t

X[t 2 3 mi=

s.t. (245d), (2-45d), (2.45j).

De méme, le probleme Px peut étre décomposé en plusieurs sous-problémes dont chacun optimise
I’appariement d’utilisateurs pour un ¢ correspondant. Le sous-probleéme a t est en effet le Maximum
Weight Perfect Matching (MWPM) probléme pour un graphe dont les sommets sont des utilisateurs,
et le poids de l'aréte entre les utilisateurs k et [ est py;[t]. Ces problemes MWPM peuvent étre

résolus de maniere efficace et optimale [31].

Dans les sections suivantes, les optimisations d’autres variables, compte tenu des solutions
d’association d’utilisateurs et d’appariement, sont développées. On note (k,[)[t] comme les util-
isateurs k et [ a apparier dans la tranche de temps ¢. Sans perte de généralité, c’est la convention

dans les sections suivantes que k est 1'utilisateur fort et [ est I'utilisateur faible.
% Probleme d’optimisation du débit de données:

A partir de ([2.46) et (2.53)), la consommation totale d’énergie E,) peut étre exprimée par rapport

aux débits de données {r[t|} comme suit :

T T
Ea =602y S gtz t) 4 gnll (Tfl[t]—f,;l[t]) — 602> ], (2.57)

t=1 (k,1)[t] t=1 (k,0)[t]

Lorsque des solutions de trajectoire d’"UAV, d’association d’utilisateurs et d’appariement d’utilisateurs

sont données, ’optimisation des débits de données peut étre énoncée comme suit :

Pr: gl[iﬁ Ea,
K
> orlt] > Dy, VE, (2.58a)
k=1
grill 1 < PT w[t], Y(k, D[t], (2.58b)
grettntd _ gnith < Tmr ) (g ), (255¢)

.45, [2.45d), [.451), (2.45g), (2.45L), (2.45)).
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Puisque 7; '[t] — 7, '[t] > 0 pour toutes les paires d'utilisateurs (k,1)[t], la fonction objectif
du probléme Pr est convexe ; mais le probleme Pr est toujours non convexe en raison de la non-
convexité de la contrainte . Cependant, est la différence de deux fonctions convexes,
on peut donc approximer par la contrainte suivante [30]:

greltltnltl — gnld (1 4 n(B) (rt] — F[t])) 7, 1] < (2.59)

ol nous avons remplacé 57 par son approximation de Taylor du premier ordre au point local 7;[t].
La contrainte est convexe par rapport aux variables d’optimisation (r[t], [t]), Ensuite, nous
appliquons la technique d’approximation convexe successive (SCA) pour résoudre le probleme Pgr
itérativement ou la contrainte est remplacée par la contrainte a chaque itération du

processus itératif.
% Optimisation de la trajectoire des drones:

La fonction objectif globale E, peut également étre exprimée par rapport aux trajectoires du

drone {c,[t]} comme suit :

By = d0? Z Z Crlt ch(kl) t]— ukHQ'i‘Cl[t]HCn(kz[ ul||2+5‘722 Z (Celt] + Glthh g (2.60)

t=1 (kD[] t=1 (k,))[t]

ot Cp[t] = p= 1B — 1) gl et G[t] = pt (BT — 1), Cp, ) |t] est la coordonnée du drone associé

a la paire d’utilisateurs (k,1)[t]. Notez que le deuxieme terme ne dépend pas de {c,[t]}.

Le probléme d’optimisation de trajectoire d’'UAV peut étre exprimé comme suit:

Pc : E,
< oty
Pmax
st Golt] (lleng ]l —ualP+h2) <=T5 (k. D), (2.61a)
Pmax
Glt] (Il (1l +1%) <=5k, 1)), (2.61D)

@-4), @-159), (2.451), (2-451).

Méme si le probleme Pc est non convexe en raison de la contrainte non convexe (|2.45hl), nous
pouvons le résoudre en appliquant la méthode SCA. Plus précisément, nous commencons par élever

au carré les deux cotés de (2.45h)), puis approchons le c6té gauche avec sa borne inférieure au point
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local {cy[t], cm[t]} en utilisant le développement de Taylor au premier ordre. On obtient alors la

contrainte approchée suivante:

2 (nlthCalt]) (cmlt]—calth —l|Cm[t]—Cnlt]|” = Dispe- (2.62)

Comme les contraintes ([2.45h)) sont approximées par (2.62)), le probléme approximatif résultant
du probleme Pc est convexe par rapport aux variables de trajectoire du drone. Par conséquent, le

probléme convexe obtenu peut étre résolu de maniére optimale a I’aide de solveurs standard.

Notre algorithme itératif proposé, nommé Multi-UAV NOMA Energy minimization (MUNE),
est décrit dans I’algorithme oll € est un petit nombre qui est réglé pour équilibrer la précision

souhaitée et le temps de convergence de cet algorithme.

Algorithm 2.5. Multi-UAV NOMA Energy minimization (MUNE)

1: Initiate values for UAV trajectories {c?1 t], R® [t]}, set i =1, B9, = TK Prax.
2: while 1 do '
3:  Given {cib_l[t], Rz_l[t]}, solve problem Pa p(k,l;t) for all ¢t and all possible combinations of

(k,1), obtain optimal {p;[t]} from (2.54).
4:  From the obtained {py ;[t]}, solve problem Px for optimal pairing variables {Xi [t]}, and the

corresponding association {Ai [t] }

5:  Solve problem Pg with given other variables iteratively until convergence, obtain the values
of {R'[f]}.

6:  Solve problem Pc with given other variables iteratively until convergence. Denote the ob-
tained solution as {c’[t]}, and the total energy consumption as EY,.
if £l > E.' — € then

8: Break the loop.

. else
10: Let i =1+ 1.
11: end if

12: end while
13: End of algorithm.

2.2.4.2 Résultats Numériques

Nous considérons un réseau circulaire d’'un rayon de 1000m dans lequel les utilisateurs sont placés
de maniere aléatoire et uniforme. Nous supposons que les drones volent a l'altitude constante

h = 100m et tous les utilisateurs ont besoin de collecter la méme quantité de données Dy = 6Mbits
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Vk, sauf indication contraire. La bande passante allouée pour chaque paire d’utilisateurs est de
100 kHz, la puissance de bruit est définie sur —105dBm, et p est égal & 6.5 x 10~%. Le nombre de
tranches horaires est de T" = 60, sauf indication contraire et chaque tranche horaire a une longueur
de § = 1s. La puissance d’émission maximale est Pnax = 0.1W et la valeur de € dans ’algorithme
est 1072, La station UAV est située au centre de la zone du réseau, c, = (0,0). Initialement, nous
laissons ry[t] = Dy /T pour tout utilisateur k, c’est-a-dire que les débits de données initiaux dans
chaque tranche de temps sont identiques pour tous les utilisateurs. Pour les trajectoires initiales
des drones, nous laissons le drone n commencer a ¢, = (0,0) et voler dans le sens antihoraire le

long d’une trajectoire circulaire avec un rayon de r, = 300m et un centre a (7, cos ”—]%,”, To Sin %)

Nous introduisons deux algorithmes de base dont les performances sont a comparer avec celles at-
teintes par notre algorithme proposé. Premiére, le Data Collection Optimization Algorithm (DCOA)
qui a été développé dans [29] pour le réglage d’un seul drone uniquement. Le DCOA utilise la décom-
position en courbes généralisées [32] pour résoudre le probléme commun d’appariement d’utilisateurs
NOMA et d’optimisation d’allocation de puissance, puis optimise la trajectoire de 'UAV pour max-
imiser le total des données transmises par tous les utilisateurs. Deuziémement, nous présentons
également un autre algorithme de base, appelé Multi-UAV OMA Energy Minimization (MUOE),
dont les détails sont donnés dans I’annexe ou la stratégie d’acces multiple orthogonal (OMA)
est utilisée au lieu de NOMA. Dans cette stratégie, chaque utilisateur est connecté au drone le plus
proche et une bande passante de B/2 lui est attribuée dans chaque tranche de temps. Il y a 18
utilisateurs dans ce scénario de simulation. Nous présentons ci-apres les résultats numériques pour

les parametres d’UAV unique et multi-UAV.

a) Paramétres Seul-UAV

Nous montrons les performances atteintes par notre algorithme MUNE proposé, l'algorithme
MUOE, et I'algorithme DCOA de [29] pour la configuration du réseau avec un UAV et un nombre
variable d’utilisateurs. Plus précisément, dans la figure [2.8] nous montrons la consommation totale
d’énergie de tous les utilisateurs lorsque ces algorithmes sont appliqués. Cette figure montre que
I’algorithme MUNE proposé atteint la plus faible consommation d’énergie. De plus, les écarts entre
la consommation totale d’énergie due a l’algorithme proposé et les deux lignes de base augmente

lorsque le nombre d’utilisateurs augmente.

b) Paramétres Multi-UAV
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Figure 2.8: Total energy consumption versus number of users, single-UAV setting.

Nous présentons maintenant les résultats numériques pour les parametres multi-UAV. Notez
que lalgorithme DCOA ne peut pas étre appliqué dans les parametres multi-UAV ; donc, nous ne

montrons que les performances obtenues par les algorithmes MUNE et MUOE proposés.
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Figure 2.9: a) Converged UAV trajectories, obtained by different algorithms; b) User transmit powers
over time

Nous étudions d’abord un scénario de réseau particulier. Dans la Fig. nous montrons les
trajectoires des drones obtenues par les algorithmes MUNE et MUOE a la convergence. Plusieurs
observations intéressantes peuvent étre tirées de cette figure. Premiérement, les trajectoires du
drone 1 obtenues par les deux algorithmes semblent suivre une frontiere convexe établie par les

utilisateurs de bord qui sont plus proches de la trajectoire initiale du drone 1 que de celle du drone
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2. Alors que les trajectoires du drone 1 dues aux deux algorithmes sont assez proches l'une de
I’autre, il y a une nette différence dans les trajectoires du drone 2 obtenues a partir des deux algo-
rithmes. La trajectoire obtenue a partir de 'algorithme MUNE suit également la frontiére convexe
des utilisateurs de bord qui sont plus proches de la trajectoire initiale du drone 2. Cependant, la
trajectoire obtenue a partir de 'algorithme MUOE se contracte étroitement jusqu’a presque une
courbe. Cela peut s’expliquer en inspectant soigneusement les emplacements des utilisateurs. En
particulier, au début du vol (t = 0 a ¢t = 10), L'UAV 2 doit descendre pour servir les utilisateurs
en bas a gauche. A la seconde moitié du vol (¢t > 30), il doit servir les utilisateurs en haut a droite,
et 'utilisateur 2 a indiqué dans la figure. Afin de desservir un ensemble d’utilisateurs spatialement
divergents, le drone doit rester autour de certains endroits qui équilibrent les conditions de canal
de ses utilisateurs desservis en raison de la nature du systeme OMA. Plus précisément, OMA at-
tribue a chaque utilisateur une quantité de bande passante non nulle ; par conséquent, la bande
passante attribuée pourrait étre gaspillée si I'utilisateur correspondant ne transmet pas de données.
D’autre part, le schéma NOMA est plus flexible et efficace dans I'utilisation de la bande passante
ou la bande passante totale attribuée a une paire d’utilisateurs peut étre utilisée efficacement par

les deux utilisateurs ou par 'un des deux utilisateurs appariés.

Nous étudions les solutions d’allocation de ressources dues & MUNE et MUOE dans la figure
en étudiant les puissances de transmission dans le temps de trois utilisateurs types indiqués
sur la figure i) (périphérique) utilisateur 1 qui se trouve a proximité de la trajectoire initiale
d’un drone et loin de la trajectoire initiale de 'autre drone, i) (périphérique) user 2 qui est loin des
trajectoires initiales des deux drones, et i) (centre) utilisateur 3. Nous indiquons également leurs
roles (fort ou faible, ou A\gx[t] = 1 ou A\g[t] = 0, respectivement) dans cette figure. Notez que lorsque
pr[t] = 0, peu importe que 'utilisateur & soit affecté en tant qu’utilisateur fort ou faiblﬂ Donc,si
pr[t] = 0, nous supposons que l'utilisateur &k est un utilisateur faible pour plus de commodité.
Plusieurs observations intéressantes peuvent étre tirées de la figure. Premierement, la puissance
de transmission des utilisateurs dans le cas NOMA est généralement inférieure a celle dans le cas
OMA. Deuxiemement, NOMA permet aux utilisateurs d’étre inactifs plus fréquemment par rapport
a OMA (par exemple, voir les puissances de transmission des utilisateurs 2, 3). Par exemple, lorsque
les deux drones sont éloignés de 'utilisateur 2 (de ¢t = 20 a t = 40), NOMA permet a 'utilisateur
d’étre inactif tandis que OMA permet a l'utilisateur de transmettre avec une puissance assez élevée

de sorte que l'utilisateur 2 peut transmettre avec succes la quantité de données requise aux drones).

19Cela peut étre vérifié facilement en examinant la formule de puissance optimale (2.52).
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Figure 2.10: a) Total energy used versus number of users, different number of UAVs; b) Total energy
used versus flight time

Nous étudions maintenant ’énergie totale requise par MUNE et MUOE car différents parametres
clés du systéme varient. Plus précisément, Fig. et montrer ’énergie totale comme le
nombre d’utilisateurs et le temps de vol (§7") varient respectivement pour les parameétres réseau
avec 2, 3 drones. On peut le voir sur la figure [2.10a] que moins d’énergie est nécessaire avec plus
de drones dans les réseaux pour les deux algorithmes. Ceci peut étre expliqué comme suit. Chaque
UAV a tendance & servir un plus petit nombre d’utilisateurs dans chaque créneau horaire lorsqu’il
vy a plus d’'UAV dans le réseau. Par conséquent, chaque UAV peut établir une trajectoire pour
desservir plus efficacement un sous-ensemble d’utilisateurs avec un plus grand nombre d’'UAV. La

figure confirme & nouveau que l'algorithme MUNE surpasse ’algorithme MUOE.

Dans la figure nous tragons 1’énergie totale en fonction du temps de vol en faisant varier
T de T =60 a T = 180). Au début, il semble surprenant que plus le temps de vol est long, moins
I’énergie totale est. Cependant, le résultat de la figure peut étre expliqué en se référant aux
résultats de la figure [2.9b] En fait, les algorithmes MUNE et MUOE permettent & un utilisateur
de rester inactif lorsqu’il n’y a pas de drone suffisamment proche de lui. A cet égard, 'algorithme
MUNE proposé tend a fournir plus de cycles ‘actif-inactif’ pour les utilisateurs individuels par
rapport a l'algorithme MUOE, comme on peut 1'observer sur la figure et la figure Les
résultats de la figure 2.10b] montrent que I’algorithme MUNE surpasse 1'algorithme MUOE. Enfin,
la figure nous montre qu’il y a un compromis entre la consommation totale d’énergie et temps
de vol pour accomplir les taches de collecte de données pour tous les utilisateurs. Spécifiquement,

on peut diminuer le temps de vol au prix d’une consommation d’énergie plus élevée des utilisateurs
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ou on peut réduire la consommation d’énergie si le temps requis pour la collecte de données peut

étre allongé.
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Figure 2.11: a) Total energy used versus user demand; b) Total energy used versus number of UAVs

La figure présente les variations de 1’énergie totale avec la quantité requise de données
de transmission Dy, (c’est-a-dire la demande de données) de chaque utilisateur pour les parametres
réseau avec 2 ou 3 drones, et T = 60. La figure montre que la consommation d’énergie augmente
rapidement lorsque la quantité de données requises augmente. Cela peut s’expliquer en remarquant
la forme logarithmique du débit de données atteignable par rapport a la puissance d’émission.
Cependant, a mesure que la quantité requise de données de transmission augmente, le taux croissant
de la consommation d’énergie dii a ’algorithme MUNE est beaucoup plus faible que cela en raison de
I’algorithme MUOE. Cela confirme a nouveau la supériorité de notre algorithme proposé tirant parti
de NOMA par rapport a son homologue MUOE. Enfin, nous tragons la consommation d’énergie
en fonction du nombre de drones, qui varient de 2 & 8 drones dans la figure On s’attend a
ce que la consommation d’énergie diminue lorsque le nombre de drones augmente. Cependant, il
est intéressant d’observer que la différence de consommation d’énergie entre les algorithmes MUNE
et MUOE diminue & mesure que le nombre de drones augmente, ce qui suggere que le gain dii au
NOMA par rapport & 'OMA est plus important dans les réseaux plus denses (c’est-a-dire que chaque
drone doit servir un grand nombre d’utilisateurs en moyenne). Les résultats suggerent également
que pour les parametres de réseau dans lesquels le nombre d’utilisateurs par drone est suffisamment
élevé (par exemple, plus de 10 utilisateurs par drone), emploi de NOMA au lieu d’OMA pour les

taches de collecte de données dans les réseaux sans fil multi-UAV est trés enrichissant.
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2.3 Remarques Finales

Dans cette these de doctorat, nous avons développé diverses nouvelles techniques de gestion des
interférences et des ressources pour les futurs réseaux sans fil o de nombreux composants aériens
sont impliqués pour prendre en charge différentes applications qui exigent diverses qualités de ser-
vices. Spécifiquement, nous avons apporté trois contributions importantes a la recherche. Premiére,
nous développons une nouvelle annulation d’interférence, une estimation de canal a évanouissement
rapide et une détection de symboles dans un cadre général ol les communications brouilleuses et
brouillées fonctionnent sur des canaux qui se chevauchent et leurs signaux ont des bandes pas-
santes différentes. L’algorithme proposé peut annuler les interférences et estimer avec précision le
canal & évanouissement rapide, tandis que les méthodes de détection de symboles proposées four-
nissent un compromis entre précision et complexité. Deuzxiéme, nous considérons 'allocation des
ressources et 'optimisation de la trajectoire multi-UAV ou 'on maximise le nombre d’utilisateurs
admis. L’algorithme proposé surpasse considérablement la solution conventionnelle qui applique la
méthode Block Coordinate Ascent et la programmation linéaire en nombres entiers. Troisiéme, nous
étudions 'optimisation conjointe des trajectoires multi-UAV, la puissance d’émission, I’association
utilisateur-UAV, et 'appariement d’utilisateurs NOMA pour les réseaux sans fil multi-UAV afin de
minimiser la consommation d’énergie totale de I'utilisateurs. Notre algorithme proposé fournit des
horaires actifs-inactifs efficaces, et une consommation d’énergie nettement inférieure par rapport a
une référence existante, et une stratégie conjointe d’optimisation de la trajectoire des drones et de

I'allocation des ressources basée sur ’OMA.
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Introduction

3.1 Background and Motivations

Global wireless communication demands have seen dramatic growth over the past decade along the
rapid increase in the numbers of human and machine based connections. In fact, it is predicted by
Ericsson that total mobile traffic volume can reach 131 exabytes per month by the end of 2024 [1].
Moreover, recent forecast shows that billions of wireless devices, from low-cost internet of things
(IoT) devices, wearables, to virtual/augmented/mixed reality devices, and smart vehicles will be
connected with wireless networks over the next few years [2,3]. Furthermore, next-generation
wireless networks and technologies must be developed to support diverse requirements in terms of
data rate, latency, reliability for different vertical applications such as e-health, smart factories, and
smart cities. To meet these requirements given limited spectrum resource, it becomes critical to
leverage under-utilized usable frequency bands and to enhance the spectrum efficiency. In general,
one must address great challenges in engineering hardware components such as antennas and radio
frequency circuits to effectively exploit higher frequency bands while improvement of spectrum
efficiency requires more sophisticated communications techniques and resource allocation such as

novel interference and resource management strategies.

There has been growing interests in leveraging different aerial platforms including low-altitude
unmanned aerial vehicles (UAVs), high-altitude UAVs, balloons, dense low-orbit satellite constel-

lations in recent years for providing reliable, ubiquitous, and economical wireless services [12}/13].
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Figure 3.1: Next-generation wireless networks

Among them, UAVs-based communications platforms can provide low-cost solutions for various com-
munications scenarios (e.g., wireless areas with limited infrastructure or high traffic demand) and
the UAV-based wireless networks (called UWNSs hereafter) offer extra degrees of freedom to optimize
the underlying wireless network to enhance the coverage, throughput, and energy efficiency thanks
to unique UAV’s attributes such as mobility, flexibility, and controllable altitude. With appropriate
deployment, UAV-based communications can provide favorable Line-of-Sight (LoS) communications
channels [14] for ground users. UAV communications can also be leveraged to enhance the com-
munications quality of wireless cellular networks and to support various Internet of Thing (IoT)
applications such as data dissemination or data collection [15]. Therefore, UWNs are expected to

play an important role in 5G and beyond-5G wireless systems [16].

In this dissertation, our main objective is to develop interference and resource management
techniques for next-generation wireless networks where various aerial components are leveraged to
effectively support different applications with diverse QoS requirements. We illustrate the wireless
networks considered in our research in Fig. [3.I] In the following, we discuss motivations for our
research, the involved research challenges, then we perform literature survey for the considered

research issues and summarize key contributions of this dissertation.
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3.1.1 Spectrum and Interference Management, and Non-Orthogonal Multiple

Access

Exploiting different frequency bands and improving the spectrum efficiency are two critical directions
to fundamentally enhance the wireless network capacity and performance. In particular, several
under-explored frequency bands such as those above 6Ghz have been under study for 5G wireless
networks recently. For example, from [4], 5G New Radio and NB-IoT are designed to operate
in several frequency bands from nl to n96 in frequency range 1 (FR1) and some other operating
bands in frequency range 2 (FR2) (please refer to [4], section 5 for more details). Note that the
minimum guard-bands defined in [4] are larger than those defined in LTE [5] for the same values of
channel bandwidth. This is to mitigate the negative effects of unwanted out-of-band emissions, or
adjacent channel interference. However, from the spectrum efficiency perspective, it is desirable to
squeeze the guard-bands, or even allow simultaneous data transmission/reception on overlapping
bands, and apply advanced interference cancellation techniques to manage the interference such as
in the case of Full Duplex (FD) radios [6]. Furthermore, future wireless networks must support
different applications with diverse requirements in terms of data rates; therefore, communication
signals generated by different applications can require different communication bandwidths. In
general, developing advanced interference management techniques for concurrent communications
over adjacent and overlapping frequency bands is challenging and it requires much further research

il

Another promising approach to enhance the spectrum efficiency is to employ advanced Non-
Orthogonal Multiple Access (NOMA) strategies [§]. Specifically, NOMA enables wireless networks
to serve multiple users using the same resource in time, frequency, or space. In fact, NOMA has
shown to have various advantages from the information theory perspective [9]. Moreover, NOMA
is also more energy efficient than the conventional Orthogonal Multiple Access (OMA) [10] under
various settings. To realize NOMA, successive interference cancellation (SIC) is typically employed
to decode the intended messages while effectively mitigating the interference [11]. However, the
SIC process increases the complexity of receivers. Moreover, one must perform user grouping to
determine users using the same resource and optimize the resource allocation to further optimize the
network performance. Therefore, much further research for NOMA is needed before the technology

is ready for practical deployment.
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3.1.2 UAYV Communications

There has been strong interest in providing wireless coverage in the 3D space and leveraging different
flying platforms to enhance wireless connectivity and/or the performance of the terrestrial wireless
networks. In 2018, 3GPP considered UAVs as a new type of user equipment (UE) in cellular
networks in their study item [33]. Recent research has taken a step further when considering UAVs
as flying base stations [1234]. Various studies [16,35,36] have showed that UAV communications can
be employed to improve system performances such as coverage, throughput, and energy efficiency.
Specifically, UAVs’s flying trajectories can be efficiently controlled and optimized to provide reliable
and line of sight (LoS) wireless connectivity for ground users. Moreover, a sufficiently large number
of UAVs should be deployed and adjusted to cope with dynamic traffic [37]. Joint optimization
of the UAVS’ trajectories and resource allocation allows to potentially support more users with
limited radio resources, which is highly desirable in various application scenarios such as massive

connectivity and data dissemination for internet of things (IoTs).

The number of IoT devices has been increasing rapidly in recent years [3] together with many
new applications. Energy-efficient design for IoT networks is very important because it helps elon-
gate working durations of IoT devices and networks [38|. Energy-efficient deployment of fixed base
stations can be challenging in certain scenarios such as remote areas with limited infrastructure
or disaster response and recovery. Some recent works [39-41] show that UAV communications can
provide promising solutions to improve the energy efficiency of IoT wireless networks. Succinctly,
efficient design of UAVS’ trajectories or placement can enable to achieve LoS communications be-
tween the IoT devices and UAVs, which significantly improve the energy efficiency of the IoT devices
and networks. However, joint design of resource allocation and multi-UAV trajectories to optimize

the energy efficiency still requires further research.

3.2 Research Challenges

3.2.1 Advanced Interference Cancellation in Different Scenarios

Interference occurs in many practical network deployment scenarios when the spectrum is reused

over time, space, and code domains. To mitigate the negative impacts of interference to the com-
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munication quality and network performance, effective interference management and cancellation
are critical tasks in network design. Different interference scenarios require different management
and cancellation techniques. In particular, interference management becomes difficult to address
when interference occurs between concurrent communications on adjacent/overlapping channels in
the fast fading environment where channel estimation and interference cancellation must be jointly

performed.

Several advanced interference cancellation techniques have been developed for In-Band Full-
Duplex (IBFD) communications to effectively mitigate the strong self-interference. Specifically, a
combination of various interference management and cancellation strategies spanning over the prop-
agation, analog, and digital domains can be employed to achieve desirable interference cancellation
performance [42-44]. Digital interference cancellation for the more general scenario where the in-
terfering and desired signals have different bandwidths have been considered in the past [45-47].
This interference scenario is difficult to tackle since certain weights of interfering symbols (called
equivalent interference coefficients (EIC) [48]) must be derived to perform the interference cancella-
tion and symbol detection tasks. However, the EICs change from symbol to symbol; therefore, the
derivations of these coefficients are quite involved. Because of these challenges, most existing inter-
ference cancellation strategies for concurrent communications on overlapping bands with different
bandwidths [45] assume perfect channel state information (CSI) and/or synchronization between
the underlying communications, which is hard to realize in the fast fading environment. Moreover,
channel estimation techniques developed for the fast fading environment may not be reliable in
the presence of strong interference. Therefore, joint design of interference cancellation and channel
estimation that can effectively cope with a strong interfering signal having different bandwidth with
that of the desired signal in the fast fading environment is a challenging problem that needs further

study.

3.2.2 Joint UAV Deployment, Control, and Resource Allocation

The joint optimization of UAV deployment or control (e.g., UAV placement or trajectory control)
and resource allocation often results in optimization problems in the form of Mixed-Integer Nonlinear
Program (MINLP). In general, it is non-trivial to develop an efficient algorithm to solve these

MINLP problems. Several existing works in the literature (e.g., [29,49-52], to name a few), propose
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to solve these MINLP problems by using a heuristic/non-iterative multi-step strategy [29,52] or an
iterative Block Coordinate Descent (BCD) method [49}/51], where the variable set is decomposed
into smaller sets (e.g., variables related to bandwidth, power allocation, UAVs’ locations), then,
individual sets of variables are solved iteratively in the corresponding subproblems given the values
of other variables until convergence. Among these approaches, the BCD-based approaches are
numerically efficient and they typically result in high-quality solutions since the objective function’s

value can be improved over iterations.

In some cases, non-trivial problem transformations must be performed before the BCD-based
method can be applied to tackle underlying optimization problems. This is the case for the joint
resource allocation and UAV deployment/control optimization problems where the objective func-
tions do not directly depend on all optimization variables. For example, when the design objectives
are to minimize the total energy consumption, or to maximize the number of admitted users, the
objective function contains only a sub-set of all optimization variables. In fact, subproblems that
solve for variables that are not present in the objective function are just feasibility verification
problems. However, solving feasibility checking problems does not improve the objective function
over iterations. This explains why further analysis and transformations are required before the

BCD-based method can be applied.

The joint design sometime requires to solve optimization problems where the objective func-
tion contains only integer variables. Since the objective functions in these problems may be non-
differentiable, employment of BCD-based methods can lead to to inefficient solutions [53]. Further-
more, most existing designs employ the branch-and-bound method to solve MILP sub-problems

which has non-polynomial complexity [54].

3.2.3 NOMA Employment in UAV-based Wireless Networks

Employment of NOMA in UAV-based wireless networks can potentially enhance the achievable
performance; however, such the employment introduces additional challenges besides those discussed
in the previous section. One important problem relates to the joint optimization of NOMA user
grouping/paring and UAV placement/control where NOMA grouping design must decide groups of

users sharing the same resource and NOMA pairing is the special case where two users share the
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same resource. The NOMA user paring/grouping design involves optimization of binary variables

(i.e. combinatorial characteristics), which is, therefore, challenging to tackle.

Though the NOMA user pairing problem has been studied under various circumstances in the
conventional network with fixed deployment of base stations [55-57]. The NOMA user pairing
problem in the UAV-based wireless network is more complicated to address because the mobility
of UAVs renders the channel conditions being dependent on UAV locations, which need to be
optimized. Succinctly, the joint optimization of NOMA user paring and UAV placement/control

results in MINLP problems which are difficult to solve in general.

Most previous works either consider joint optimization of NOMA user pairing and ) multi-UAV
placement [50H52}58-61] or 74) single-UAV trajectory [29}41,62,63]. To leverage the full benefits
of UAV’s mobility, joint optimization of NOMA user pairing and multi-UAV trajectories should be
considered. In the multi-UAV setting, user-UAV associations are also optimization variables where
the wireless channels between users and their associated UAVs strongly depend on the association
decisions. Furthermore, there is strong coupling between integer optimization variables relating
to user pairing variables and user-UAV association variables since users in a same pair should be

associated with the same UAV.

3.3 Literature Review

In the following, we survey existing literature on the research issues considered in this dissertation.
First, we describe the existing works on interference cancellation and channel estimation for different
scenarios in section [3.3.1} Then, we survey the researches on joint resource allocation and UAV
deployment in section Finally, we discuss the research works on energy-efficient design in
NOMA-enabled UAV-based wireless networks in section [3.3.41

3.3.1 Interference Cancellation and Channel Estimation

In IBFD communications, wireless devices transmit and receive signals simultaneously over the same
frequency band. Thus, there is strong interference caused by the transmitter to the receiver of the

same device. This interference is called self interference (or just interference when there is no am-
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biguity) that must be canceled effectively to achieve the throughput gain of IBFD communications
with respect to half-duplex communications. Various self-interference cancellation techniques for
IBFD have been developed over the past years which can be categorized into cancellation techniques
in propagation, analog, and digital domains [44]. In the propagation domain, one can exploit certain
characteristics of electromagnetic signals to passively |64-73] or actively [74-76] mitigate the effects
of self interference, while an IBFD interference cancellation strategy in the analog domain typically

generates an analog signal that can negate the self interference signal [42,77-80].

Several IBFD interference cancellation techniques to cancel residual interference in the digital
domain are also proposed in the literature [81-84]. When using combination of different interference
cancellation strategies from the three domains, a full-duplex (FD) receiver can usually achieve
sufficient cancellation performance (from 100 to 120dB in suppression of self interference signal)

[431[44][77,)85]89)..

Note, however, that FD communication possesses a special interference structure where the
interfering and interfered signals have the same bandwidth and symbol rate. This interference
structure allows more tractable designs of interference cancellation techniques, especially in the dig-
ital domain [81,/82]. Interference cancellation in a more general scenario where the interfering and
interfered signals have different bandwidths is more challenging to tackle. In fact, this interfering
scenario can occur in both terrestrial communications [46] and satellite communications [17}18].
Only a few research works [45,/90,/91] have studied this interference scenario. However, the inter-
ference cancellation techniques developed in these works assume perfect channel state information

and /or synchronization between the underlying communications.

Channel estimation for the fast fading environment [92] has been studied quite extensively in
the literature [27,93-117]. In particular, various channel estimation strategies have been developed
for single-carrier systems [27,95-97,99,101,|103], and for multi-carrier systems [98,100L{104-117], to
name a few notable works. Specifically, super-imposed or interleaved pilot frame structures are usu-
ally used to enable joint channel estimation and data detection. Moreover, channel estimation can
be performed jointly and iteratively with data detection and channel decoding to achieve desirable
performances [97,99]. Among the aforementioned works, some of them address the joint channel
estimation and interference mitigation in Orthogonal Frequency Division Multiplexing (OFDM)

systems [1004/1135117] or single carrier settings [96}(101},|103]. The designs of these joint channel
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estimation and interference mitigation algorithms are crucially facilitated by certain favorable as-
sumptions about the interference. In particular, the considered inter-channel interference (ICI) in
the OFDM system and the interfering signals in [96}/101./103] all have the same bandwidth and sym-
bol rate with those of the desired signals. In addition, the interfering signal considered in previous
works is mostly assumed to have similar or smaller power than that of the desired signal. In severe
interference scenarios (e.g., full-duplex self interference), the interference should be canceled before

the channel estimation can be performed.

In summary, joint interference cancellation and channel estimation has been studied quite exten-
sively in the past mostly for the scenario where the interfering and interfered signals have the same
bandwidth. However, joint channel estimation, interference cancellation, and symbol detection for
the more general setting in which two un-synchronized communications over overlapping channels
of different bandwidths in the fast fading environment has been under-explored and this scenario

deserves further detailed study.

3.3.2 UAYV Deployment/Control and Resource Allocation

In this section, we provide a brief review of existing research on UAV deployment/control and
resource allocation for UAV-based wireless networks. The survey will group the works according
to their considered network settings, design objectives, and approaches. Moreover, we focus on
research studies in which UAVs act as flying base stations providing wireless connectivity to ground
users. We would like to refer the reader to recent surveys [118-120] for other use cases and design
settings. For the topics considered in this dissertation, there are some existing surveys [12,|16}|/121]
discussing relevant performance analysis, modeling, and optimization issues in UAV-based wireless

networks.

For the performance analysis and modeling fronts, there have been several studies on UAV-to-
ground channel models [122,{123] and ergodic/outage performance analysis [124-140] under different
settings. These research works provide fundamental understanding of the achievable performance

of UWNs, which would be useful for other studies on the network optimization.

In general, the spatial and temporal flexibility of UAVs make the deployment optimization for

UWN:s different from that for conventional wireless networks with fixed base stations. In particular,
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optimizations of UAV deployment can be divided into two categories, namely UAV placement and
UAV trajectory optimization. While researches on UAV placement aim to determine locations for
UAVs to optimize certain objectives [50-52L[5861}141], researches on UAV trajectory optimizations
exploit the mobility of UAVs to further improve the system performance [29,141}62,63}/142,|143].

Existing research studies on the optimization of UWNs consider different design objectives re-
lated to throughput, flight time, coverage, user admission, and energy efficiency. In particular, joint
optimization of resource allocation and UAVS’ trajectories is considered in [144] and [145H147] for
throughput and common throughputﬂ maximization, respectively. On the other hand, the authors
in |148] consider maximizing the UAV hovering time while flight time is minimized in [40L({149}/150]
for different network scenarios. Moreover, wireless coverage optimization is studied in [151}/152] and
admission maximization problems for UWNs are investigated in [35,153]. Finally, energy-efficient
designs for UWNs are addressed in [36,[39,(57,(62},|142,|143,|154-160] which consider both commu-
nication and propulsion energy consumptions. Mathematically, optimization problems that arise
in these joint resource allocation and UAV deployment optimizations are usually nonconvex opti-
mization problems and even MINLP in some cases. To tackle these optimization problems, different
solution approaches including non-iterative multi-step algorithms, iterative block coordinate descent

(BCD) method are employed.

The above review suggests that even though the joint optimization of resource allocation and
UAV deployment/control has been an active research topic, only a few notable works consider the
admission control problem. In particular, the works in [35,/153], tackle the placement optimization
of a single UAV and it is not trivial to extend the proposed designs to the multi-UAV setting.
Moreover, one may not be able to directly apply the BCD method to solve an optimization problem
if its objective function contains a single type of optimization variables (e.g., admission control

variables, or transmit power allocation variables,...).

YThroughput’ refers to the sum rate of all users while ‘common throughput’ is the minimum of the data rates of
all users.
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3.3.3 Non-Orthogonal Multiple Access

Research on Non-Orthogonal Multiple Access (NOMA) [8] has been attracting a great deal of atten-
tion over the past ten yearsE| It has been shown that NOMA can greatly outperform conventional
Orthogonal Multiple-Access (OMA) schemes in terms of throughput and energy efficiency under
various settings [9,10]. Recent surveys [162}/163] categorize NOMA schemes into two main groups:
code-based NOMA (code domain multiplexing) and power-based NOMA (power domain multi-
plexing). While the code-based NOMA schemes assign different users with different codes, users
are allocated different power levels based on their channel conditions in the power-based NOMA
schemes. Then, the multiplexed signals are transmitted using the same resource. At the receiver,
successive interference cancellation (SIC) is used to decode and then cancel interference from unin-

tended users so that the message of an intended user can be decoded reliablyﬂ

Furthermore, multiple-input-multiple-output (MIMO) communications and NOMA can be jointly
employed to further enhance the achievable spectral efficiency [168,/169]. In this dissertation, we
focus on the single-input-single-output (SISO) NOMA setting, which is more suitable for practical
implementation on UAV-mounted base stations. Moreover, we also focus on power-based NOMA
schemes whose information-theoretic insights have been studied in [9,[10]. The following literature

survey is conducted for this specific class of power-based NOMA schemes.

Many recent research works study different optimization aspects of NOMA. In particular,
throughput maximization and performance analysis are studied for the downlink NOMA com-
munications in [170-173] and uplink communications in [170,174]. Moreover, energy efficiency or
power consumption based optimization problems for NOMA are studied in [55-57]. Particularly, the
authors in [55] prove the NP-hardness of user grouping problem for downlink power minimization,
and employ the heuristic approach to solve the underlying problem. When each NOMA group has

2 users (i.e., user pairing problem), the authors in [56] show that the optimal solution for down-

2 Although NOMA generally refers to any communication schemes where multiple users transmit/receiver signals
over a non-orthogonal resource. While the non-orthogonal transmission concept has been studied before 2013 (e.g.,
[161]), it has been observed that research NOMA has received significantly higher attention after the work [8] was
published.

3For code-based NOMA, the separation created by using different codes could be sufficient so the receiver may not
need to decode and then subtract the message of unintended users. There are various code-based NOMA schemes,
some notable schemes are described in [164-166]. Detailed discussions of different code-based NOMA schemes for
different communication directions (uplink, downlink) and network settings can be found in recent surveys [162}[167].
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link power minimization can be obtained by an efficient algorithm. Finally, energy-efficient user

association and power allocation for uplink hybrid NOMA-OMA is studied in [57].

It has been shown in several existing works that even though the general NOMA user grouping
(i.e., more than 2 users in each NOMA group) may provide some performance benefits, much
higher computational complexity is required for the SIC-based decoding process. These drawbacks
hinder the application of large NOMA groups in practice [162]. Because of this, we focus on
the NOMA user pairing design in this dissertation. Additionally, though these research works
provide some fundamental understanding and address various design aspects of NOMA such as user
pairing/grouping and power allocation, further efforts are needed to employ NOMA in UAV-based

wireless networks.

3.3.4 NOMA in UAV-based Wireless Networks

Employment of NOMA in UWMs is quite natural since the NOMA performance can be greatly en-
hanced when different users have different channel conditions [163,/169], which can be strategically
controlled by optimizing the UAVs’ positions or trajectories. Therefore, there have been grow-
ing interests in engineering NOMA-enabled UWNSs. In particular, resource allocation optimization
problems to maximize the system throughput of UAV-based wireless networks in uplink and down-
link scenarios are considered in [52,/141], respectively. Maximization of the minimum achievable rate
of ground users in the downlink NOMA communications is studied in [175] by optimizing the UAV
trajectory, transmit power allocation, and user association. Moreover, the work in [41] considers
the minimization of UAV’s flight time for the data collection task where device NOMA scheduling,

transmit power allocation, and UAVs’ locations are optimized.

In energy-efficient designs, the work in [29] minimizes the total energy consumption of ground
devices by jointly performing user pairing and single UAV’s trajectory optimization for data collec-
tion tasks. Recently, the authors in [59] study a power minimization problem in a wireless network
where a single UAV is deployed to assist a base station in ensuring the required Quality of Service
(QoS) of users. Moreover, an energy minimization problem is considered in [142] for the multi-UAV
setting; however, each user is assumed to communicate with all the UAVs concurrently using fixed
bandwidths, which may not best exploit the benefits created by UAV’s mobility. Note that when

all users are clustered into a single NOMA group, the decoding complexity can increase and the re-
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liability of the SIC process can decrease significantly [162,176]. In summary, most previous research
works either consider NOMA user pairing and multi-UAV placement [51,52,58-61] or single-UAV
trajectory optimization [29}41},62,/63]. To further elevate the benefits of UAV’s mobility, joint op-
timization of NOMA user pairing and multi-UAV trajectories should be studied. This is indeed

performed in this dissertation.

3.4 Research Objectives and Contributions

The general objective of my Ph.D research is to develop novel interference and resource management
strategies for future wireless networks. Specifically, its main contributions can be summarized as

follows:

1. Interference cancellation, channel estimation, and symbol detection for communications on

overlapping channels:

We consider the joint interference cancellation, fast fading channel estimation, and data sym-
bol detection design for a general interference setting where the interfering source and the
interfered receiver are un-synchronized and their communications occur over overlapping chan-
nels of different bandwidths. First, we construct a two-phase framework where the Effective
Interference Coefficients (EICs) and desired channel coefficients are estimated by using the
joint maximum likelihood-maximum a posteriori probability (JML-MAP) criteria in the first
phase; and the MAP based data symbol detection is performed in the second phase. Based
on this two-phase framework, we propose an iterative algorithm for interference cancellation,
channel estimation, and data detection. We analyze the channel estimation error, residual
interference, symbol error rate (SER) achieved by the proposed design. We then discuss how
to optimize the pilot density to achieve the maximum throughput. Via numerical studies, we
show that our design can effectively mitigate the interference for a wide range of SNR values,
our proposed channel estimation and symbol detection design can achieve better performances
compared to an existing method. Moreover, we demonstrate the improved performance of the

iterative algorithm with respect to the non-iterative counterpart.

2. Resource allocation, trajectory optimization, and admission control in UAV-based wireless

networks:
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We study the resource allocation, trajectory optimization, and admission control for the multi-
UAV based wireless networks. Our design maximizes the number of admitted users while sat-
isfying their data transmission demands. We formulate an admission maximization problem
which is an MINLP problem. Then, we introduce soft admission variables and propose an
iterative algorithm to solve this problem where each iteration comprises two steps, namely soft
admission maximization and user removal. Our method guarantees that the number of admit-
ted users increases over iterations. Numerical results show that our algorithm outperforms the

conventional scheme based on block coordinate ascent and mixed-integer linear programming,.

3. Multi-UAV trajectories and NOMA user pairing optimization for energy minimization:

We consider the energy minimization problem in multi-UAV based wireless networks, where
NOMA is employed for uplink communications. Our design aims to minimize the total energy
consumption of ground devices (users) while users are guaranteed to successfully transmit
their data to the UAV-mounted base stations. Toward this end, we consider optimizing the
transmit power, NOMA user pairing, user-UAV association, and multi-UAV trajectories. The
formulation results in a mixed-integer nonlinear programming (MINLP) problem which is
difficult to solve optimally. We then propose an iterative three-step algorithm to solve the
problem. In the first step, we optimize transmit powers, NOMA pairing, and user association
given the UAV trajectories and users’ data rates. Even though the problem is an MINLP,
we are able to solve it optimally by exploiting its special structure. In the second step,
the users’ data rates at each time slot are optimized given the other parameters while the
UAV trajectory optimization is performed in the third step. Numerical results show that our
proposed algorithm can provide better active-inactive schedules and lower energy consumption
compared to an existing technique, and a OMA-based resource allocation and UAV-trajectory

optimization strategy.

3.5 Dissertation Outline

The remaining of this dissertation is organized as follows. Chapter [ reviews some fundamental
background about mathematical optimization, NOMA, and UAV-based wireless networks. Chap-
ter [5] covers our study about joint interference cancellation, channel estimation, and data symbol

detection for concurrent communications over overlapping channels. Then, we study the resource
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allocation and trajectory optimization for admission maximization in multi-UAV based wireless
networks in Chapter [ Finally, we present our study on NOMA user pairing, resource allocation,
and multi-UAV trajectory optimization in Chapter [/} The main contributions of the dissertation

and some potential direction for future research are discussed in Chapter






Chapter 4

Background

In this chapter, we present some fundamentals of mathematical optimization, NOMA, and UAV
communications. Particularly, basic concepts of mathematical optimization and some popular tech-
niques to solve optimization problems are introduced in section while we present working prin-

ciples of NOMA and UAV communications in section and section, respectively.

4.1 Mathematical Optimization

4.1.1 Fundamental Concepts

A mathematical optimization problem can be written in the following form [30]

minimize  fy(x),
* (4.1)
subject to  fi(x) <0, i=1,2,....,m,

where the vector x € R™ is the optimization variable, and fy(x) is the objective function. The
inequalities f;(x) <0, i = 1,2,...,m are the constraints of the problem. Let D be the intersection
of the domains of f;(x), ¢ = 0,1,...,m, the feasible set of the problem is the set of all x € D that
satisfies all these m constraints. A vector x* is called optimal, or optimal solution, of the problem
if fo(x*) achieves the smallest value among all values of fy(x) where x belongs to the feasible set,

and the value of fy(x*) is called optimal value. If the feasible set is empty, the problem is infeasible.
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Conventionally, the optimal value of the problem is +oo if the problem is infeasible [30]. Hereafter,

the term ‘subject to’ is written as ‘s.t..

4.1.2 Convex Optimization

Among many classes of optimization problems, convex optimization problems are of particular
interest. First, it is a fundamental property of convex optimization problems that any locally optimal
point is also globally optimal. Hence, compared to a generic optimization problem, it is generally
easier to solve a convex optimization problem as one only needs to find a local optimal solution.
Second, many sub-classes of convex optimization problems are well-studied, and the technologies to
solve most of problems in these sub-classes are mature and can be deployed in many applications.

In the following sections, some fundamentals of convex optimization are briefly introduced.

Convex set: A set S is convex if for any vectors x,y € S, the following holds for any value of 6
where 6 € [0, 1]
Ox+(1—-0)yesS. (4.2)

Convex function: A function f : R™ — R is convex if its domain (denoted as D) is a convex set

and the following inequality holds for any x,y € D and any 6 € [0, 1]

fOx+ (1=0)y) <0f(x)+ (1—06)f(y) (4.3)

Convex optimization problem: An optimization problem is convex if it can be written in the

following form

minimize fo(x) (4.4)
s. t. fi(x) <0, i=1,..,m,

hj(x)=0, j=1,..p,

where the functions f;, ¢ = 0,1,...,m, are convex and the functions hj, j = 1,...,p are linear.

Convex optimization problems can be called ‘convex problems’ for short.



Chapter 4. Background 105

4.1.3 Methods to Solve Optimization Problems

It is known that there is no efficient methods that can find a global solution of a generic nonconvex
optimization problem in polynomial time [30]. However, various methods that can solve some classes
of convex optimization problems with desired accuracy and in polynomial time with respect to the
problem dimensions have been developed and used for decades [177,178]. Particularly, the interior-
point (or barrier) methods are currently considered the most powerful algorithms for large-scale
problems. The interior-point methods are already used in many optimization solvers. For brevity,
we do not intend to go into details about these methods. Interested readers are encouraged to read
[30,[179] where many rigorous definitions of mathematical optimization and solving techniques are
presented in details. Furthermore, since available solvers already do a decent job in solving popularly
encountered convex problems, we use them to solve convex problems that arise in our research, rather
than developing specific numerical methods. In particular, we use the CVX [180] on Matlab to solve
convex problems in our research where the underlying solver is Mosek academic version [181]. That
being said, several formulated problems arising in our studies are nonconvex, so techniques other
than interior-point methods have to be devised to tackle them. In this dissertation, two main
techniques that we use to find sub-optimal solutions of the formulated nonconvex problems are
Block Coordinate Descent (BCD) and Successive Convex Approximation (SCA) where a nonconvex
problem is solved sub-optimally by iteratively solving a series of convex optimization problems.

Details of these techniques are presented in the following.

4.1.3.1 Block Coordinate Descent

First, let us consider an optimization problem as follows:

P :  minimize fo(x),
X

st. fi(x) <0, i=1,2,...,m,

A widely used approach for solving the optimization problem in (4.5 is the block coordinate
descent (BCD). In this approach, the optimization variable set x is split into smaller blocks (subsets)
of variables, i.e., x = [x1, X2, ..., Xp|, where x;,7 = 1,...,b are vectors who together form x. Note

that x; can have more than one dimension. The BCD method is an iterative method where at
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each iterationﬂ the variable blocks are optimized sequentiallyE] and when a particular variable block
is optimized, other blocks are fixed. Let P; be the optimization problem at iteration r where
Jfo(xT, ..., x]_q, %4, x:_zll, xz_l) is optimized with respect to x;, while other variables are fixed, we

illustrate a typical BCD algorithm in Algorithm

Algorithm 4.1. Typical BCD algorithm

1: Initiate [x9,x9,...,x})] and r = 1
2: while 1 do
3:  for i=1,2,...b do

4: Solve problem P;, update x; by the obtained solution.
5: end for

6: if fo(x] ., xp ) — fo(x], ..., X)) < e then

7 Break the loop.

8: else

9: Let r =r+1.

10:  end if

11: end while
12: End of algorithm.

Where € is the desired accuracy. Because the BCD algorithms are simple and have good scalabil-
ity, they have been widely applied in many fields, e.g., resource allocation in wireless communication
systems [144], or image classification in computer vision [183]. In this dissertation, we apply the

BCD method to solve resource allocation problems in UWNSs in chapters [6] and [7]

4.1.3.2 Successive Convex Approximation

The BCD method is widely used to solve optimization problem by dividing the original problem
into subproblems and solve them iteratively. However, in many cases, as one attempts to apply the
BCD method to tackle a complex nonconvex problem, some corresponding subproblems are also
nonconvex. Fortunately, there are approaches to tackle the nonconvexity of optimization problems.
We will describe one popular approach in this regard which is the Successive Convex Approximation
(SCA) method. In the SCA method, nonconvex functions are approximated by convex functions and

the resulting approximated convex problem is solved iteratively until convergence. In this iterative

!Definitions of an iteration may vary depending on the referred literature. In this work, an iteration in a BCD
algorithm ends where all of the variable blocks are updated. This aligns with popular conventions in the literature.

2We note that there are many ways to choose the updating order of the blocks. Some popular choice of orders
are cyclic (Gauss-Seidel), greedy (Gauss-Southwell), or randomized [182]. The choice of orders depends on particular
applications and no choice has been proved to have notably advantages over other choices. In this work, we use
Gauss-Seidel (cyclic) updating order.
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process, the solution obtained in each iteration is used in the new approximations of the objective

and constraint functions in the next iteration.

Consider the following nonconvex optimization problem

P : minimize fy(x),
* (4.6)
st filx) <0, i=1,2,...,m.

Assume that the local point x” is given, in iteration r 4+ 1, the SCA method approximates

functions f;(x) by fi(x|x") and solves the following approximated optimization problem

Pl minimize fo(x[x"),
X

st fi(x[x") <0, i=1,2...,m,

where the following conditions hold [182]

e
o0
&

Upper-bound:  f;(x|x") > fi(x),
Function value consistency: f;(x"|x") = fi(x"),

Cradient consistency: Vfi(x"|x") = Vf;(x"),
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Convexity: f;(x|x") is convex with respect to x.

These conditions guarantee that in each iteration, an original function is approximated by a upper-
bound whose first order derivative is equal to that of the original function. The typical SCA based
algorithm to solve problem P is described in Table

Algorithm 4.2. Typical SCA algorithm

1: Initiate x by a feasible x* and set r = 0
2: while 1 do
3:  Solve problem P"*!, update x” by the obtained solution.

4. if Convergence condition is met then
5: Break the loop.

6: else

7 Let r=r+1.

8: end if

9: end while
10: End of algorithm.
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4.2 Non-Orthogonal Multiple Access

While there are several variants of NOMA with their own strength and weaknesses, NOMA perfor-
mances have been studied from the information theoretic perspective |9]. Following the direction
of [9], we discuss the power-domain NOMA hereafter. In particular, we present some fundamentals
of power-domain NOMA in terms of achievable data rates and corresponding power consumptions.
We refer to [163,184] for detailed descriptions of various NOMA schemes. In the following, downlink
NOMA is discussed in section [£.2.1] and uplink NOMA is presented in section [£.2.2]

4.2.1 Downlink NOMA

Consider a scenario in which the base station sends messages to two usersﬂ in the downlink direction
by using the same resource block. Let the allocated power and channel power gain of user 7,7 = 1,2
be p; and g;, respectively. Then, the signals received at the receivers of users 1 and 2 can be

expressed as follows:

y1 = g1(\/p1z1 + /D2x2) + N1,

y2 = g2(\/P121 + \/P2x2) + ng,

(4.9)

where n; denotes the thermal noise and 1, 2 are the unity-power signals intended for users 1 and
2, respectively. Let h; = | gi]2 ,© = 1,2 denote the channel power gains of users 1 and 2, respectively.
Without loss of generality, we assume that user 1 has better channel condition than that of user ﬂ
(i.e., h1 > ha). In downlink NOMA, the user with better channel condition is allocated less power
than the user with worse channel condition, i.e., p; < p2. At the receiver of user 2, the received
power of user 2’s message is hope which is larger than the received power of user 1’s message (hapi).
Moreover, user 2 treats user 1’s message as noise and tries to decode its own message. Thus, the

achievable rate of user 2 can be expressed as follows:

hapo
= Bl 1+ ——— 4.10
T2 Og( + h2p1 + 0_2) ) ( )

3Even though NOMA can be applied for more than two users, the high complexity of the SIC process hinders
the practicality of large NOMA groups, as discussed in section [3:3.3] Therefore, the majority of papers in this topic
focuses on the 2-user NOMA scenario, which is referred to as 2-NOMA in the following.

4Most works in the literature, user 1 is called the strong user and user 2 is referred to as the weak user in the
considered user pair.
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2

where B is the bandwidth allocated for the user pair, ¢ is the power of noise no and we assume

that ny and ns have the same power.

At the receiver of user 1, the power of user 2’s message is h1ps which is larger than the power of
user 1’s message (hip1). Therefore, user 1 will decode the message of user 2 first, then subtract the

message and decode its own message. Thus, the achievable rate of user 1 can be written as follows:

h
r1 = Blog <1 + ]9;21) . (4.11)

We also note that the frequently used assumption in downlink 2-NOMA is that the message of
the weak user can be decoded effectively at the strong user’s receiver. This is because the effective
achievable rate of the weak user’s message at the strong user’ receiver is larger than the rate of

weak user’s message at its own receiver, i.e.,

Blog <1 + fp2

hapo )
hip1 + o2 '

> Bl 1+ ——F—
)_ Og( hopy + o

(4.12)

In downlink NOMA, the total power allocated for paired used is limited by the maximum power

that the base station can transmit, denoted as Pj,q,. Therefore, we have

D1 +p2 S Pmaz- (413)

This constraint should be considered in NOMA resource allocation optimization.

4.2.2 Uplink NOMA

In uplink NOMA, let us consider users 1 and 2 and assume g; and p; denote user ¢’s channel gain
and transmit power, respectively. Moreover, let h; = | gi\Q ,© = 1,2 denote the channel power gains
of users 1 and 2, respectively. Without loss of generality, we assume that user 1 has better channel

condition than that of user 2. The received signal at the base station can be expressed as follows:

Y = 91v/P171 + g2/P2T2 + 1, (4.14)
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where 7 is the thermal noise which has power of 02, z1, zo denote the unity-power messages trans-
mitted from users 1 and 2, respectively. The SIC process will first decode the message of user 1 and
subtract this message afterward. Then, the message of user 2 is decoded. Therefore, the achievable
rates of users 1 and 2 can be expressed as follows:
h

r1 = Blog <1+ 12912) ,

hops + o
b (4.15)
ro = Blog <1+ 2]292) .

o

Different from downlink NOMA, in uplink NOMA, the transmit power of each user is limited

by the maximum power of its own device. Therefore we have

b1 S Pmaxa

(4.16)

b2 S max

where we assume that the maximum transmit powers of user 1 and 2 are Pyuz.

4.3 UAV Communications and Networks

In this section, we introduce some fundamental concepts of UAV communications and UAV-based
wireless networks. In particular, we present widely adopted channel models in UWNs in section

and typical optimization formulations for UWNs in section [4.3.2]

4.3.1 Channel Models in UAV-based Wireless Networks

Most studies on channel modeling for air-to-ground and ground-to-air communications in UWNs
are fairly recent compared to those on channel modeling for the conventional cellular networks.
One popular air-to-ground channel model considers a binomial random event in which the LoS and
non-line-of-sight (NLoS) communications between the UAV and the ground users occur with certain
probabilities [185]. Specifically, these occurrence probabilities depend on the elevation angle, types
of communications environment (e.g., urban, sub-urban, rural,...), and the relative locations of the
UAV and users. We denote the 2-D coordinate of the considered ground user as u and the 2-D

coordinate of the UAV as c. For convenience, we assume that the ground user has altitude of
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0 meters and the UAV has altitude of A meters. Then, the LoS and NLoS probabilities can be

calculated as follows:

™

v
s =a (%0 15)
(4.17)

Pnros =1 — Pros,

where o and 7 are the constants which depend on the communications environment, and 6 is the

elevation angle that can be calculated as

0 = tan~ ! (h) : (4.18)

[u—cf

Moreover, the shadow fading components for the LoS and NLoS links (denoted as £1,s and
ENLos, respectively) are assumed to follow log-normal distribution, which means their logarithms
are normal distribution with mean 0 and variances defined as follows:

0rLoS = KkLos exp (_gLoSQ) ) (4 19)

ONLoS = kNLos €XP (—gNLost) ,

where k105, 905, kNLos and gnrLos are positive constants depending on the communications envi-
ronment. Then, the channel power gains (7705, TNLos) can be computed for the LoS and NLoS

communications scenarios as follows |185]:

TLoS =

¢ <4ﬂf‘3(h2 + [lu — c|2)1/2> :

o c
Lo » (4.20)
oo G (A felh® + =)
NLoS — fNLoS c )

where ( is the constant that accounts for the antenna gain, x is the free-space path loss exponent,

fe and c are the carrier frequency and the speed of light, respectively.

Even though the above probabilistic channel model accounts for several factors that affect the
channel power gain, it can be difficult to estimate the involved constants for different types of
communications environment. Moreover, in the multi-UAV based wireless networks, it is natural to
associate users with their closest UAVs [34], which would increase the elevation angle 6. Besides,

the high elevation angle significantly reduces the effect of shadowing (from (4.19))) and increases the
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LoS probability (from (4.17))). Therefore, in multi-UAV deployments with high elevation angles,
the air-to-ground channel can be considered effectively LoS. As a result, many research studies in
UAV communications have adopted a simplified channel model in which the air-to-ground channel

power gain can be expressed as follows:
7= ph® + [u—c|?) 7, (4.21)

where p is the channel power gain at a reference distance. In fact, p accounts for the antenna gain

¢ and other constants in (4.20)).

Despite its simplicity, the channel model in (4.21)) and its results can serve as benchmarks and

help gain insights about efficient network designs and achievable performance.

4.3.2 Design Optimization in UAV-based Wireless Networks

In this section, we discuss a generic design optimization formulation in UWNs where there are N
UAVs communicating with K users in the downlink direction. The service period is divided into
T time slots (t = 1,2,...,T"), each having equal length of § seconds. The slot length ¢ should be
chosen appropriately such that network conditions stay approximately the same during each time
slot. We consider a communication system in which users and UAVs communicate via orthogonal
resource blocksﬂ Let the channel power gain, bandwidth, and transmit power allocated for user
k associated with UAV n in time slot t be hy, i[t], by i[t], and p, x[t], respectively. The achievable

data rate of user k associated with UAV n at ¢, denoted as r, 1[t], can be expressed as follows:

ralf] = bl log (1 v ’W) , (1.22)

where §2 denotes the white noise power density (W/Hz).

5Note that co-channel interference among user-UAV communications can occur and it has been considered in some
existing works where non-orthogonal resource blocks are allocated for nearby communication links/users. However, for
the introductory purpose of this section, we choose to present a design optimization for an interference-free scenario.



Chapter 4. Background 113

The total transmit power of each UAV, and bandwidth of the system, denoted as B, are limited.

Hence, we have the following constraints:

K
Z pn,k[t] < Praz, Yn,t, (423&)
k=1
K N
DD baglt] < B, W, (4.23D)
k=1n=1

where Py, is the maximum total power of each UAV.

Let the 3-D coordinate of UAV n in time slot t be c,[t] = (zp[t], ynlt], 2n[t]), the following

constraints are usually considered for the UAV’s trajectory control:

lenlt] — enlt — 1| < 0Vinaz, Vn,t, (4.24a)
lenlt] — em[t]ll = Dsage, Vn # m,t, (4.24b)
cnll] = cstart,  Vn, (4.24c¢)

cnlT] = Cena, n, (4.24d)

where Vip,q, is the maximum speed of a UAV, D, . is the safety distance between any two UAVs to

avoid collision, and cCgstert and ce,q are the starting and final positions on the trajectory of a UAV.

A generic resource allocation optimization problem in UWNs can be stated as follows:

:  min F, (4.25a)
{B[t].P[].C[e]}

s.t. constraints related to 7, x[t] in (4.22)),

constraints (4.23al), (4.23b)), (4.24a)), (4.24b)), (4.24c)), (4.24d]),

where F is the objective function that depends on the optimization variables, Bt], P[t], C[t] are
the matrices of resource allocation variables and the matrix of UAVS’ coordinates in time slot t,
respectively, and {B(t], P[t], C[t]} denotes the set of all optimization variables for all values of t. In
the single-UAV setting, we have N = 1 and constraints are omitted. Furthermore, there
may be more variables and constraints to be added in optimization problems for more complicated

designs and network settings.
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Optimization problems formulated in UWNs that similar to (4.25a)) are usually complicated and
non-convex which involves both resource allocation and spatial variables which need to be opti-
mized in each time slot. Solving these types of optimization problems usually requires sophisticated
algorithms which are developed specifically to exploit certain structure of the underlying prob-
lem. Beside analysis, modeling, and formulations, developing algorithms to solve different design

optimization problems is the core part of many existing studies in the literature.



Chapter 5

Interference Cancellation, Channel
Estimation, and Symbol Detection for
Communications on Overlapping

Channels

The content of this chapter was published in the following paper:

Minh Tri Nguyen and Long Bao Le, “Interference Cancellation, Channel Estimation, and Symbol
Detection for Communications on Overlapping Channels,” IEEE Access, vol. 8, pp. 89 822-89 838,
May 2020.

5.1 Abstract

In this paper, we propose the joint interference cancellation, fast fading channel estimation, and
data symbol detection for a general interference setting where the interfering source and the inter-
fered receiver are unsynchronized and occupy overlapping channels of different bandwidths. The
interference must be canceled before the channel estimation and data symbol detection of the de-

sired communication are performed. To this end, we have to estimate the Effective Interference
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Coefficients (EICs) and then the desired fast fading channel coefficients. We construct a two-phase
framework where the EICs and desired channel coeflicients are estimated using the joint maximum
likelihood-maximum a posteriori probability (JML-MAP) criteria in the first phase; and the MAP
based data symbol detection is performed in the second phase. Based on this two-phase framework,
we also propose an iterative algorithm for interference cancellation, channel estimation and data
detection. We analyze the channel estimation error, residual interference, symbol error rate (SER)
achieved by the proposed framework. We then discuss how to optimize the pilot density to achieve
the maximum throughput. Via numerical studies, we show that our design can effectively mitigate
the interference for a wide range of SNR values, our proposed channel estimation and symbol de-
tection design can achieve better performances compared to the existing method. Moreover, we
demonstrate the improved performance of the iterative algorithm with respect to the non-iterative

counterpart.

5.2 Introduction

Traffic demand from wireless networks has been increasing dramatically over the last decades while
the spectrum resource is limited. This has motivated the development of efficient and flexible
spectrum utilization and sharing techniques. Moreover, future wireless networks are expected to
support a massive number of connections to enable many emerging applications requiring diverse
communication rates and qualities of service [186]. Therefore, effective spectrum reuses using robust
interference cancellation and management are essential in maintaining and enhancing the commu-
nication rates and reliability in next-generation wireless systems [187]. In particular, future wireless
systems must be able to support different applications and use cases, e.g., highly mobile scenarios in
which users move at high speeds (up to 500 km/hr) [188-190]. Thus, developing wireless communi-
cation techniques for high mobility environments is of high importance and has attracted increasing

research attention [191-193].

Non-Orthogonal Multiple Access (NOMA) [194] and Full Duplex (FD) communication [6] are
among the advanced frequency reuse techniques. In NOMA, signals from different sources are
allowed to be transmitted simultaneously over the same channel, and successive interference can-
cellation is typically employed to decode these messages. Moreover, a FD transceiver allows to

transmit and receive at the same time over the same channel, thus, the receiver experiences severe
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self-interference from the transmitter. As a result, advanced interference cancellation techniques are

required to realize a practical FD system where combined analog and digital interference cancellation

strategies are usually employed to achieve sufficient cancellation performance [43].

Note, however, that FD communication has a special interference structure where the interfering
and interfered communications have the same bandwidth (hence, the same symbol rate). This
interference structure plays a crucial role in designing interference cancellation techniques, especially
in the digital domain [81,82]. Interference cancellation in the more general scenario where the
interfering source and victim have different bandwidths is more challenging to tackle because of
the following reasons. First, the equivalent interference coefficients (EIC) [48] vary from symbol to
symbol and they are difficult to capture. Second, when operating over different bandwidths, these
concurrent communications are likely not synchronized, which creates a fundamental limitation in

cancellation performance [195].

Various interference cancellation techniques, including passive interference cancellations [64],
active interference cancellations in the analog domain [42,77] and in the digital domain [81,82], have
been proposed for full-duplex systems. However, only a few works study interference cancellation
for the concurrent communications with different bandwidths even though this interfering scenario
can arise in both terrestrial communications [46] and satellite communications |17]. In fact, this
interference scenario occurs between the Iridium satellite system operating in the band 1621.35 -
1626.5 MHz and the Inmarsat satellite system operating in the adjacent band 1626.5 - 1660.5 MHz,
as reported in [18]. Thus, development of robust interference cancellation methods that effectively
address the general interference scenario between two communications of different bandwidths is

highly important.

Interference cancellation for communications with different bandwidths has been investigated in
some previous works [45,48] assuming perfect CSI and/or synchronization between the underlying
communications. The problem becomes much more challenging when the desired channel experi-
ences the fast fading where the time-varying channel can be modeled by using the Gauss-Markov
process [21,221|101,/103}/192,]196]. For the fast fading channel, MMSE-based channel estimators are
derived in [27,/102] requiring the knowledge of the channel correlation matrix, which may not be

readily usable in the presence of interference. Therefore, it is highly desirable to develop robust
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interference cancellation techniques that can effectively cope with a strong interfering signal with

different bandwidth from the victim in the fast fading environment.

Data symbol detection in the fast fading environment is another challenging task, especially
with the presence of strong interference. A well-known approach for symbol detection in fast fading
environments is the message-passing detection technique in which the posterior probability of data
symbols is estimated. In [101], it is shown that this detection technique can function well if the
interfering signal has similar characteristics with the desired signal. However, the method works
well only if the interfering and desired signals are synchronized and have the same symbol rate.
Furthermore, an approximated distribution of data symbols by the Gaussian mixture with a limited
number of terms may yield unacceptable error rate with a large signal constellation size. Another
approach is considered in [28] where the channel gains at data symbols are interpolated by the
imperfect CSI at pilot symbols. Then, the zero-forcing based symbol detection is employed, the
technique is called optimum diversity detection (ODD). However, this detection technique does not
fully exploit the correlations of channel gains at consecutive data symbols, and the required inverse
matrix operations result in high computational complexity. This motivates us to develop a new
detection strategy that has low complexity and can achieve the performance close to that of the

ODD technique.

The above survey suggests that joint channel estimation, interference cancellation, and symbol
detection for the scenario in which two un-synchronized mutual interfering signals have different
bandwidths in the fast fading environment has been under-explored. This paper aims to fill this

gap in the literature where we make the following contributions.

e Firstly, a two-phase framework for joint interference cancellation, channel estimation, and
symbol detection is proposed. In the first phase, the EICs are estimated and the interference
is subtracted. Then, fast-fading channel coefficients at pilot positions are estimated. In the
second phase, we derive the a posteriori probabilities for both series and individual symbols,
given the channel coefficients at pilot positions. Based on these probabilities, we propose cor-
responding detection methods. Specifically, our series symbol detection (S-MAP) outperforms
the existing ODD technique 28] while our individual symbol detection (I-MAP) achieves al-
most identical result to the ODD technique with much lower complexity as confirmed by

numerical studies.
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e Secondly, based on the proposed two-phase framework, we propose an iterative algorithm for
interference cancellation, channel estimation, and data detection. Numerical studies show

that the proposed iterative algorithm converges quite quickly and it performs better than the

non-iterative counterpart.

e Thirdly, we analyze the residual interference and symbol error rate achieved by the proposed
non-iterative algorithm. Specifically, we provide an exact expression for channel estimation
error in the interference-free scenario, and an approximated residual interference and channel
estimation error for the case with interference. The analysis shows that the residual inter-
ference has bounded power as the interference power tends to infinity. However, the effect
of the fast fading channel to the residual interference is irreducible no matter how large the
SNR or the number of pilot symbols is. Hence, there are fundamental floors for the channel

estimation and symbol detection performances.

e Finally, we conduct simulation studies and draw several insightful observations from the re-
sults. Particularly, the performance floor exists for the considered interference scenario while
it is not the case for the interference free scenario. It is also shown that the existing symbol
detection method may need more than 3dB increment in SNR to achieve the same symbol
error rate (SER) obtained from our S-MAP method, while our I-MAP method achieves very
close performance to the existing optimum detection method. Finally, we show that there
exists an optimal frame structure (i.e., optimal pilot density) to achieve the maximum system

throughput.

While preliminary results of this paper were published in [25], the current paper makes several
significant contributions compared to this conference version. Specifically, the current journal paper
proposes two detection methods with improved performances compared to the method introduced
in the conference version. The new iterative algorithm is also proposed in this journal version. The
theoretical performance analysis and throughput optimization were not conducted in the conference
version. Moreover, the current journal paper presents much more extensive numerical results which

provide useful insights into the proposed design.

The chapter is structured as follows. The system model and problem formulation are presented
in Section Section describes the proposed channel estimation, interference cancellation, and

the symbol detection techniques. In Section we analyze the residual interference, SER, and
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Figure 5.1: Considered interference scenario

optimal frame design for the fast fading and interference scenario. Numerical results are presented

in Section [5.6] and Section concludes the chapter.

Some important notations used in the paper are summarized as follows: I represents the N x N
identity matrix, 1p7y is the M x N all-one matrix, A is the Hermitian transpose of matrix A,
x* is the conjugate of complex value x, 1;—; is the indicator function equal to one when 7 = j and
equal to zero otherwise, const. represents a constant independent of the variables of interest, (*)

denotes the convolution operation and () denotes ‘proportional to’.

5.3 System Model and Problem Statement

We consider the scenario where two communication links denoted by S¢ (desired link) and §' (inter-
fering link) operate on overlapping frequency bands. The transmitted signal from S' interferes with
the received signal of S§Y. One popular assumption usually made in the literature is that interfer-
ing and desired signals have identical bandwidths where the full-duplex system is a special setting
attracting great interests recently. Our current paper considers the more general scenario in which
the frequency bands of the two communication links can be arbitrarily aligned and their bandwidth
ratio is an integer. The considered setting corresponds to the practical interference scenarios in

satellite communications [17,/18] and terrestrial communications, e.g., full-duplex relay [19}20].
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We further assume that the desired communication channel experiences the fast fading where
the channel coefficient changes from symbol to symbol according to the first order Markov process
[21,122]. In addition, the interfering channel from the interfering source to the antennas of the
desired receiver is assumed to be line of sight. In this interference scenario, the involved signals
have different bandwidths and are not synchronized with each other. This induces a dynamic
interference pattern to the desired received signal, which can be captured by the EICs [45,48]. We
propose to jointly estimate the desired channel coefficients and the EICs with the knowledge of

transmitted symbols from the interfering source and the pilot symbols of the desired signal.

The considered setting with desired and interfering communications is illustrated in Fig. [5.1
The studied interference scenario occurs in practice when the interfering Tx and the desired Rx
are located close to each other and the desired Rx has access to the interfering symbols (e.g., via
a dedicated connection) as in the full-duplex relay [19,[20]. More details about the system are

introduced in the followings.

5.3.1 Signal Models

The transmitted signal of the desired communication with the carrier frequency f¢ can be written

as follows:

sd(t) _ Z zppd <t _ kTd +€d) ej(271—fdt+9d)’ (5.1)

k=—00
where x, is the kth transmitted symbol. The pulse shaping function p?(¢) has unity gain; 79, €
and 09 represent the symbol duration, time and phase offsets, respectively. Similarly, the signal

from the interfering source can be written as follows:

o0 . .
s'(t) = Z bip (t — KT — ti) el (271 t+0), (5.2)
ki=—o00
where p'(t) denotes the pulse shaping filter with unity gain, the interfering signal has the center
frequency f' = f4— Af, the k'th symbol is byi; t and 6" account for the time/phase difference of the
two systems and transmission time delay from the interfering transmitter to the interfered receiver,

respectively. Assume that there are N, receiver antennas for 89, then the received signal is

y(t) = hd() x s4(t) + hi(t) » s'(t) + w(t), (5.3)
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where hd(t) and hi(t) denote N,x1 vectors of desired and interfering channel impulse responses.

At the receiver of §9, the signals are down-converted to baseband by using e =77/ “+69) The
output signals then pass through a matched filter having the impulse response p9(t); and the filtered

continuous signals are sampled at (k79 + ¢?) to yield the following discrete time signal
Yk = hizy, + Tp + wy, (5.4)

where wy, represents the vector of noise having complex Gaussian distribution with covariance
matrix o2y, (wy is called AWGN hereafter); Z; denotes the equivalent baseband, discrete time
interfering signal which will be derived shortly. Firstly, we express the interference terms in the

continuous time domain as follows:

2(t) = { (Wi (t)xs' (1)) eI Ll (1), (5.5)

Substituting s'(t) from (5.2) into (5.5, we obtain the equivalent baseband interference signal

whose sampled signal at time (k79 + €9) is

Tie = Z(8) | smhroses = Do Y bpichpi (5.6)
k.i

where ¢, ;i represents the EIC which is defined in the following equation.

Crpi = / pA(kT + @ — T)pi(r — KT — ti)ej(27r(fi_fd)7+9i+6d)dT. (5.7)

Suppose that the interfering signal’s bandwidth is M times larger than that of the interfered
signal’s bandwidth and there are L symbols of by’s interfering to each desired symbol z; where L
should be a multiple of the bandwidth ratio M to account for the interference in the filter span of
the desired signa]ﬂ For the considered interference scenario, the bandwidth of the interfering signal
is multiple times larger than that of the desired signal. Since the bandwidth ratio is an integer,
Cp i N depends only on the relative difference of k, k'. Hence, for brevity, we denote them as

T

c = [c1,c2,...,cp]" in the sequel.

IFor tractability, the bandwidth ratio M is an integer. As a result, the achieved results provide performance bounds
and approximation for the case where M is a real number.
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5.3.2 Channel Model

The fast fading channel of the desired communication link hg in (5.4) is assumed to follow the
first-order Markov model where the relation of channel coefficients at instants (k + 1)th and kth

can be described as [21]:

hi | = ahf + V1 - a?Ay, (5.8)

where Ay, denotes a vector of Circular Symmetric Complex Gaussian (CSCG) noise with zero means
and covariance matrix o2ly,. The additive noise term in is called channel evolutionary noise
and « is the channel correlation coefficient. The average Signal to Noise Ratio (SNR) is p = o2 /0>
(called SNR without fading in some previous works [27]). Without loss of generality, we let o = 1.

However, JE may appear occasionally in several expressions whenever needed.

The Markovian channel model can accurately capture the practical Clarke channel model, which
has been validated in [21},22]. Moreover, the Markovian channel model has been widely adopted in
the literature [22}27,92.|101}/103,{197,/198]. In fact, the authors of [101] have conducted the model
mismatching study, where the actual channel follows the Clarke model and the assumed channel is

the Gaussian-Markov model, and they have found that the mismatch is negligible.

We assume that the receiver has perfect information about the interfering channel gains hi
which correspond to the line of sight link as assumed. Therefore, the interfering channel gains vary

slowly over time and they can be estimated accurately.

5.3.3 Problem Statement

Using the result of Zj in (5.6]), we can rewrite the received signal in (5.4) as

L
yr = hiz, + ) (hlkka—H) c+ wy
=1
L
= h{z, + Y brc + wy,
=1

(5.9)

where by ; = hi by Then, we can rewrite (5.9) in a matrix form as follows:

v = hjjzy + Bye + wy, (5.10)



124

where By is the N, X L matrix whose [th column is by ;. We will call By the interference matrix
hereafter. Recall that the interfering symbols bysry; and the interfering channel gains hk are

assumed to be known. Therefore, By, is known by the desired receiver.

In this paper, yi is referred to as the received signal or observation interchangeably. Since
the interfering channels are known and captured in the interference matrix By, we will omit the
superscript d in the desired channel notation, i.e., hg becomes h;. From now on, channels means

desired channels discussed in the previous sections.

This paper aims to address the following questions:

1) Given the interference matrix By, the observations y; and the pilot symbols, how can one

cancel the interference and detect data symbols reliably?

2) What are the effects of fast fading channel evolutionary noise to the overall system perfor-

mances (EIC estimation, interference cancellation, channel estimation, and symbol detection)?

3) Is there an optimal frame design (i.e., optimal pilot density) that maximizes the throughput

in the presence of fast fading and interference?

In the next sections, we will provide the answers for these questions.

5.4 Proposed Algorithms

Even though the MMSE method has been widely used in channel estimation, this method relies
heavily on the knowledge of the time-domain channel correlation [102,199-201]. In the presence
of interference, MMSE can only be applied after the interference is canceled out. Moreover, its
achieved performance depends on the interference cancellation techniques and the resulted residual
interference. In addition, MMSE estimators typically require matrix inversion with complexity
scaling with the number of pilot symbols, which may become unaffordable for long frames. These
drawbacks of the MMSE method motivate us to use the MAP estimator instead where the MAP
estimator can be used to estimate the channel coefficients. Furthermore, the MAP estimator is

usually preferable to other estimation techniques regarding both bias and variance for the setting
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with a small number of observations, which corresponds to the small number of pilot symbols in

our considered frame [202].

In this section, we propose a two-phase design framework for estimation of the EICs and symbol
detection. In the first phase, the EICs are estimated at each pilot position using the maximum
likelihood (ML) approach. Then, we take the average of the estimates of ¢ over all pilot positions
to obtain a reduced-variance estimate of ¢ compared to its estimates at different pilot positions.
After that the interference is subtracted from the received signal and the channel coefficients are
estimated at pilot positions. In the second phase, the a posteriori probability of data symbols is
derived, given the estimated channel coefficients at the pilot positions before and after the data
intervals, then the data symbols are detected based on that probability. Fig. illustrates our

proposed design for one particular frame.

p d d p d d p d p
y15y171’ "'7Y17Nd7y27y2,15 "'7y27Nd’y37 ""prfl,Nd7pr

l At pilot positions At data positions
 J

p p d d d d d
Yir-o¥nN, Y1, ¥1, N Y2,10 0 Y2 Ny 0 YN, —1,N,

l

EIC estimation (Phase 1)

K '

Interference cancellation and channel estimation (Phase 1)

hy, ... hy, Y11 o Y1,No Y2, 5 Y2, Ny 5 YN, —1,N4

Symbol detection (Phase 2)

Figure 5.2: Illustration of the proposed design

Channel estimation and symbol detection are performed in each frame. We consider the scattered
pilot frame structure in the time domain with Ny data symbols between two consecutive pilot
symbols, and there are N, pilot symbols in a frame [23}[24]. Typical symbol arrangement in a frame

is expressed as [1:‘1)755‘11, ...,x‘iNd,xg,x‘-fg, ...,xg7Nd, -~-vx<]jvp71,Nd’93‘1)vp]a where zf denotes the ith pilot
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symbol, and [:v‘ii, ey miNd] denotes data symbols between the ith and (i 4+ 1)th pilot symbols. Fig.

[.3] illustrates this pilot arrangement.

d d d d d d
T11 L1,2 T1,N, T21 T2 TNp—1,Ng

N Pilot symbols Data symbols

Figure 5.3: Pilot and data symbol arrangement in a frame

5.4.1 Estimation of Interference and Channel Coefficients

In the first phase, we are interested in estimating ¢ and hf,n = 1,..., N, given the observations
y‘l): Np- For brevity, the superscript p is omitted in this section, i.e., ¥ becomes x;. We denote Y =
[Y1:n—1, ¥n, Ynt1:N,]. We have the knowledge of the distribution of h,, so we use the MAP criteria
to estimate h,,. Note that either p(h,|Y) or p(h,,Y) can be used, since p(h,,Y) = p(h,|[Y)p(Y)
and p(Y) is independent of the parameter of interest h,. Recall also that the EICs ¢ are unknown,
deterministic parameters within a frame. Therefore, the joint estimation criteria for ¢ and h,, can

be expressed as follows:

{6n,fln} = argmax p(h,, Y|c). (5.11)

For notational convenience, we omit c in the following distributions, when there is no confusion,
i.e., p(hy,, Y|c) is simply written as p(h,,Y). In order to estimate h,, and c according to (5.11)), we
need to find p(h,,Y). Therefore, we provide the following theorem which states the log likelihood

of the received signals and the channel coefficients at pilot positions.

Theorem 5.1. The log likelihood of the received signals and channel coefficients at pilot position n
18
Ln, v = log(p(h,,Y))

ol H (5.12)
== (Yi - Hi,n) 21,_77,1 (y@' - Hi,n) —h%h, + const..
i=1
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Proof. The derivation and related parameters (; ,,, %) can be found in Appendix O

We estimate the desired channel and EIC by maximizing Ly, y. As can be shown in the
derivation later, the exponent of p(h,, Y|c) can be decomposed into two quadratic terms where
one term contains h, and the other contains only ¢ and not h,,. Since there are two variables to
be optimized (i.e., h,, and c), we first derive the optimal h,, with respect to c¢ then we derive the

optimal ¢ by maximizing the corresponding objective function achieved with the optimal h,,.
% Step 1: Derivation of the optimal h,, for a given c

The sum of quadratic terms in ([5.12]) can be re-written as
Np

Ly, vy = —hlh, — Z (¥Vin — Tinhy — Bi,nc)H 21_71 (¥i;n — Tinhy, — B nc) (5.13)
i=1 5.13

— *(hn - ljln)HiAn(hn - fln) - Cn,

where we omit the constant in (5.12)). A,,h, and C, are defined as

Np

2 -1

An = INr + E :wi,nziﬁﬁ
=1

Np
h, = A" (> 2,5 (Vin — Binc) |, (5.14)
=1
Np
Cn - _BfAnljln + Z (yi,n - Bi,nC)H ZZ_J{ (y:'m - Bim,c),
=1

where w; n, Tin, Yin, Bin and the related parameters are defined in the following equations.

Tin = WinTi, Yin =Yi — BinYitjin> Bin = Bi— BinBitji ., (5.15a)
al,”’“ . xix:Jrji!npap (1_04[2)(\”71'%1)) .
1 1 2(Jn—i[—1)y? t 7é n 2(In—il-1) , 2 7& n
CUZ"n = +P( —Qp ) s /BZ,TL = 1+p(1—ap ) . (515b)
1 1=n .
’ 0, i=n
For notational simplicity, we denote the ‘sign indicator’ j;,, = —1 for i > n, j;, =1 for ¢ <n

and j;, = 0 for i = n. Since A,, is positive definite, the optimal h,, that maximizes Ehmy in (5.13))
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is h,,. Note that, when the desired channels are independent, we have A,, = a,I N,, where

2
wi,n

2
Ui,n

NP
an =1+ (5.16)
=1

% Step 2: Derivation of the optimal ¢

When h,, = h,,, the function in (5.13) is equal to —C,, which only depends on ¢ where

Cn = Z (Yi,n - Bi,nC)H 2;71 (Yi,n - Bi,nc)

i=1 i=1

H
Bl I A (5.17)
— (D2 T, Vin —Bine) | AL D 21,20 (Yin — Binc)
=(c— én)H D, (c — fln) + const.,

where D,, and ¢, are defined in the following equations.
N, Ny H Ny
D,=> B X B, - (Z x;nzggBi,n> Al (Z a:;nzi—,;Bm> : (5.18a)
i=1 i=1 i=1

=1

N, N, H N,
¢, =D} ZB{{nzggyi,n - (Z m;‘7n2i’éBi7n> Al (Z :vanEiﬁyi,n) . (5.18b)
=1 =1

It can be verified that D,, is positive definite by using the Cauchy-Schwarz inequality. The proof
of this property can be found in Appendix Therefore, the optimal ¢ that maximizes Ehmy in
(5.13) is €,. We take the average over all &,,n = 1,..., Ny to yield a reduced-variance estimate of

c. Consequently, the resulting estimated EIC vector can be written as

Cn.- (5.19)

The joint interference estimation, cancellation and channel estimation algorithm is described in

Algorithm
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Algorithm 5.1. Estimation of EICs, Desired Channel Coefficients, and Interference Cancellation

1: forn=1:N, do

2 fori=1:N, do

3 Compute ; 5, Yin, Bin, Zin in , .

4 end for

5. Compute A,,D,, and then ¢, in (5.14)), (5.18a]), (5.18b).
6: end for

7: Compute € in and subtract the interference.

8: forn=1:Np do

9 Estimate h,, as h,, in .

10: end for
11: End of algorithm.

5.4.2 Symbol Detection

With the estimated €, we can subtract the interference, and the channel coefficients at pilot positions
are estimated as h, given in (5.14) with c substituted by & in (5.19). The estimated channel

coeflicients at pilot positions will be used for the symbol detection as described in the following.

We will describe the symbol detection for the interval [3:'; , .CCgl, x?z, - a:;{ Nd7$§+1] The method
can be applied and repeated for other intervals. For simplicity, we omit the pilot index ¢ and
superscript (d) in this section, i.e., the channel coefficients are denoted as [hy, hy.n,, h], where hy,
represents the known channel coefficient at the pilot symbol right before the considered interval and

h; represents known channel coefficient at the pilot symbol right after the considered interval.

In |28], the optimum diversity detection (ODD) is derived to detect symbols individually based
on the interpolated channel coefficients at the corresponding positions in the interference-free sce-
nario. This method, however, requires expensive matrix inversion because the matrix size corre-
sponds to the number of pilot symbols. Alternatively, we provide two different symbol detection
methods where the first method is based on series symbol detection which will be shown to out-
perform the optimum individual detector ODD at the cost of high complexity, while the second
method achieves very close (almost identical) SER to that due to the ODD but with significantly

lower complexity. These detection methods are described in the following.
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5.4.2.1 Series Symbol MAP Detection (S-MAP)

The symbols in an interval are detected as

X1.Ny = argmax  p (xq.n, by, by, yiewg) - (5.20)

We now characterize the log likelihood function in the following theorem.

Theorem 5.2. The log likelihood of data symbols conditioned on the received signals and the channel
coefficients at pilot positions right after and before the interval can be expressed in a sum of quadratic

functions of data symbols x as

log (p (x1:n,| b, he, y1:8,)) = F + const., (5.21)

where

*

H
Ny 7 IE* 7 T*
F = Z (TQI‘L]_hh + ]li:NdTth + Z O_erm'yj) S; (Tgrmhh + ]li:Ndeht + Z O‘]zri7ij)] ,
i=1

7j=1 7j=1
(5.22)
and the related parameters are defined in ([5.23|) and Appendix
-1 1 2 2
Si = ﬁ + (1 + « )7‘1 IN, —1is1m S, 1, (5.23&)
_ S; | 2L 1hy, + mohy 1 + 23‘:1 j]éri,ij> ;1< Ny
h; = . . (5.23b)
Si ( 2Linhy + mohe + 370 UJQI‘Z-Jyj) ., i=Ny
Proof. The proof and related parameters can be found in Appendix [5.C| O

By enumerating all possible vectors x = [z1, ..., z,] from the constellation points and calculating
the corresponding p (x1.n,|hp, he, y1.n,), we are able to obtain the optimally detected symbols by
(15.20)).
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5.4.2.2 Individual Symbol MAP Detection (I-MAP)

The individual symbol detection method presented in [25] determines the detected symbol z; based
on (5.20). However, because Z; is computed from Z;,j < i, this method suffers from error prop-
agation, which increases the error rates of symbols in the middle of the interval. To address this

limitation, we propose to estimate x; individually as

#; = argmax  p (w;|by, e, i) (5.24)

Using similar derivations as those used to obtain the results in Theorem [5.2, we havd’]

iy,
G = 7&{3” o i=1,.., Ny,

||hi YzH ‘ (5.25)
. ot aNd+1*2
h; = 1_ 2 hy, + 1 — a2(Ng+1—9) h;.

Then, the detected symbols can be found by mapping Z; to the closest point on the constellation.
This method does not suffer from error propagation and its achievable performance is less sensitive
to the positions ¢ of the data symbol in each detection interval. We summarize the proposed joint

channel estimation and symbol detection in Algorithm

Algorithm 5.2. Individual Symbol MAP Detection Over Fast Fading Channel (I-MAP)
1: forn=1:N, do

2 for i =1: N4 do

3 Estimate i?}n from and assign a?fm to the closest point in the constellation.
4:  end for
5
6

: end for
: End of algorithm.

5.4.3 Iterative Algorithm for Interference Cancellation, Channel Estimation,

and Symbol Detection

In practice, the joint channel estimation, interference cancellation, and data detection are often

performed iteratively [203]. Moreover, if the data detection is sufficiently reliable, detected data

2Upon deriving h;, the normalized technique employed is similar to that employed in the well-known Maximal
Ratio Combining technique.
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symbols can act as pilot symbols to support the interference cancellation and channel estimation,
which can potentially improve the detection performance. In this section, we propose an iterative
approach for interference cancellation, channel estimation, and symbol detection based on the previ-
ous two-phase method. For convenience purposes, we now denote the desired symbols in the frame
as Tp,n =1,...,(Np—1)(Ng+1)+1, where x,,,n =1,14+ Ng+1,1+2(Ng+ 1), ... are pilot symbols

in the previous notations.

5.4.3.1 Interference Cancellation and Channel Estimation

Since all symbols z;,, are known (at pilot positions) or detected (at data positions), they are all
treated as pilot symbols. Therefore, the number of newly considered pilot symbols is now N, =
(Ng +1)(Np — 1) + 1 (symbols in the whole frame) and the correlation coefficient of channel gains

Nat1) The interference estimation,

at two consecutive pilot positions is &, = « (instead of «
interference cancellation, and channel estimation are performed as presented in sections and

0.4.2)

5.4.3.2 Symbol Detection

Let the estimated channel gains at position n be h,,. In order to detect the symbol x,, we now use

the knowledge of fln+1 and h,,_1 as if n 4+ 1 and n — 1 are two pilot positions. Apply the I-MAP

techniqudﬂ in (5.25)), we have

le
n= =2 (N — 1) (Ng + 1),
bz yn | (5.26)

h; = 1_(170[2 (Bn—l + Fln—i—l) .

After I, are detected, in the next iterations, interference cancellation, channel estimation and
data detection are performed until convergence is reached. The algorithm converges when there is
no change in the detected data symbols. Though the convergence guarantee is difficult to prove,
simulation results show that the convergence is achieved after only a few iterations. We summarize

this iterative approach in Algorithm

3Now as there is only one data symbol between two ‘pilot’ symbols, S-MAP and I-MAP produce identical results.



Chapter 5: Interference cancellation, channel estimation, and symbol detection for com-
133

munications on overlapping channels

Algorithm 5.3. Iterative Algorithm for Channel Estimation, Interference Cancellation and Data
Detection
1: Perform Algorithm for interference cancellation and channel estimation.
2: Perform Algorithm for -MAP symbol detection.
3: while (true) do
4:  Perform Algorithm for interference cancellation and channel estimation with &, = a and
Ny = (Ng+1)(N, —1) + 1.
5:  Perform Algorithm for -MAP symbol detection with Ny = 1. The detected data symbols
are denoted as X',

6: if x'==x(-1 then

7: Break the loop (Convergence is reached).
8: else

9: Increase i and go to the next iteration.
10: end if

11: end while
12: End of algorithm.

5.5 Performance Analysis

In this section, we conduct performance analysis for the proposed design framework in sections

15.4.1) and [5.4.%l For benchmarking, we first consider the interference-free scenario and inspect the

effects of AWGN and channel evolutionary noise to the residual interference v,,. As shown from
the analysis later, the mean square of the channel estimation error (CEE) in the interference-free
scenario approaches zero as the SNR tends to infinity. In the considered interference scenario,
we prove that the residual interference and the channel estimation error are independent of the
interfering power. Finally, based on the analysis of the estimation error, we demonstrate how the

actual residual interference affects the symbol detection and derive the achievable SER.

In the following analysis, we investigate the channel estimation error (CEE, denoted as v,,) and

residual interference (denoted as v,,) which are defined as follows.

v, =h, — flm (5 27)
v, =B, (c—¢).

“Due to the stochastic nature of the channel model and the design, analysis of the iterative algorithm is very
involved, which is beyond the scope of this work. Nevertheless, the analysis of the proposed non-iterative two-phase
design provides many insights that help explain the behaviors of the iterative algorithm. In-depth analysis of the
iterative algorithm is left for future extensions.
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5.5.1 Channel Estimation in Interference-free Scenario

In the interference-free case, the estimate of h,, is

N
h, = A;l <Z xfnZ;}bym> . (5.28)

=1

We characterize the performance of this channel estimator in the following proposition[ﬂ

Proposition 5.1. The channel estimation error v, has Gaussian distribution with zero mean.
Moreover, the effect of channel evolutionary noise to the channel estimation error is negligible as

the SNR tends to infinity.

Proof. Please see Appendix O

5.5.2 Residual Interference Analysis

For the derived estimators for ¢ and h,, under the considered interference scenario, the resulting

residual interference is characterized in the following propositions.

Proposition 5.2. The FIC estimation is unbiased and the residual interference follows the Gaus-
stan distribution with zero mean. Moreover, the residual interference is independent of ¢ and has

bounded power as the interference power goes to infinity.

Proof. Please see Appendix [5.E] O

Proposition 5.3. There is a floor for the residual interference power, i.e., as p goes to infinity,

2 _ ag(lfag)
f=

the residual interference power approaches &
p

Proof. Please see Appendix O

The channel estimation is performed based on the observations after interference cancellation.

Therefore, the floor of residual interference corresponds to the floor in channel estimation perfor-

5The fact that the effect of channel evolutionary noise diminishes as SNR goes to infinity suggests that the error
floor in channel estimation reported in |25] comes from the residual interference. The later analysis will confirm this
prediction.
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mance. This also means that the achieved SINR after cancellation is bounded. This result is stated
in the following proposition.

Proposition 5.4. As the SNR goes to infinity, the SINR after interference cancellatiorﬁ approaches

No

p= aZ(1-a2)"

Proof. After interference cancellation, the achievable SINR is affected by the channel estimation
error and the residual interference. According to Proposition [5.1] the channel estimation error
vanishes as p — oo. Hence, the SINR after interference cancellation is 1/62, where 67 is given in

Proposition [5.3 0

5.5.3 SER Analysis

The unnormalized Z; in (5.28) is h!! (h;z; + W;), where W; is the sum of the additive Gaussian noise
and residual interference with the corresponding covariance matrix of (o2 4+ ¢2)I,. Conditioned on

h; and h¢, the equivalent SNR for symbol detection of x; can be expressed as

2 o |2
| 1_aa2i+hhHht1j“7;2j

0421

e = (5.29)

. i |
(02 + 07 +1—a%) b1y %% + hifly %

where j = Ng + 1 — i and o2 can be computed from (5.49) or approximated by &2 in Proposition
for large p. Thus, the SER at symbol position ¢ can be calculated as

Pz = [ plin, bo) fo(pf)dbyb, (5.30)

where fe(p) is the error rate corresponding to instantaneous p. For the QPSK modulation,

fe(p) = erfc ( p/2> — ierfe2 ( ,0/2) ,

and erfc(z) = %r I.° e dz is the complementary error function. The closed-form expression for

P¢ in (5.30) is difficult to derive. However, P can be computed accurately by using numerical

()

integration or by Monte Carlo simulation. Finally, the overall average SER can be expressed as

SSince the interference is efficiently canceled, the probably most important parameter before interference cancel-
lation is the SNR; therefore, we use the term "SNR before cancellation" but not "SINR before cancellation" to reflect
this. After interference cancellation, the residual interference is irreducible and affects directly the performance of the
detection process; hence, the term "SINR after cancellation" is used.
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1
Pe=_—_—> P (5.31)
=1

5.5.4 Throughput Analysis

The throughput is defined as the average number of successfully transmitted data symbol per symbol
period, which is averaged over the frame interval. Note that there are Ny transmitted data symbols
between two consecutive pilot symbols and the frame consists of N, pilot symbols as shown in Fig.
Considering the average SER P¢€ in , the throughput can be calculated as

Ng(Np —1)
(Ng+1)(N, — 1)+ 1’

TP = (1— P°) (5.32)

where, the numerator of the second term of ([5.32) is the number of data symbols transmitted, and

the denominator is the frame length.

The pilot density is defined as 1/(INg + 1). It can be verified that when we increase the pilot
density (i.e., Nq is decreased), P. decreases; thus the first term in increases. However, the
increasing pilot density leads to higher pilot overhead which reduces the second term in
and vice versa. Therefore, there is a trade-off between transmission reliability and throughput,
which suggests that there exists an optimal value of the pilot density that achieves the maximum

throughput.

Because the SER in (5.30) and the average SER in (5.31]) cannot be expressed in closed form,
the optimal pilot density for given « and p can be found effectively by using the bisection search

method.

5.5.5 Complexity Analysis

For uncorrelated desired channels, the complexity of our proposed interference cancellation, chan-
nel estimation and symbol detection is linear in the number of antennas, since all involved ma-
trix inversions simply become divisions. In the first phase, the complexity of EIC estimation is
O(NrNg) and the complexity of channel estimations at pilot positions is O(N;Np). In the second

phase, while the exhaustive-search based symbol detection approach has the complexity growing
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exponentially with the number of data symbols and the constellation size, our proposed I-MAP
detection does not depend on the constellation size and has linear complexity in the number of
data symbols. Particularly, the complexity of the I-MAP detection is O(N,NgN,) which is also
linear in the frame length. Therefore, the overall complexity of the proposed two-phase design with

I-MAP is O (N:Np(Np + Ng)). The complexity of the iterative method presented in section is

O (I NrNgNg), where [ is the average number of iterations to achieve convergence.

5.6 Numerical Results

5.6.1 Simulation Settings

We consider the simulation setting in which the desired receiver has N, = 2 antennas, the coefficient
a is chosen in the set {0.95,0.97,0.99,0.995, 0.999}@ The bandwidth of the interfering signal is two
times of the bandwidth of the desired signal, which are 30kHz and 15kH z, respectively. The
frequency spacing Ay between interfering and desired signals will be normalized as A de where T4
denotes the symbol time of the desired signal. We assume that the QPSK modulation is employed;
both interfering and interfered signals use the root-raised-cosine pulse shaping function. Moreover,

the pulse shaping functions p° (t) and p'(t) are assumed to have the roll-off factor equal to 0.25.

The interference power is set as strong as the power of the desired signal and the frequency spac-
ing Ay =1/ T unless stated otherwise. The number of pilot symbols is set equal to 51. Moreover,
the pilot density is chosen in the set {25%, 10%} corresponding to {3,9} data symbols between two
pilot symbols, respectively. Furthermore, for throughput simulation results, we show the through-
puts obtained for various pilot densities ranging from 50% to 6.25%. The results presented in this

section are obtained by averaging over 10* random realizations.

"In order to obtain this result, we note that the number of considered pilot symbols in the iterative method is
equal to the frame length.

8In Clarke’s mode, a = Jp (27TfDTd)7 where fp is the maximum Doppler spread [26] (recall that TY is the symbol
period of the desired signal). Specifically, o = 0.999 corresponds to 150 Hz of Doppler spread with symbol rate of 15
Kbps. If the desired signal is carried at 900MHz, the corresponding velocity of the desired Rx is 50m/s.
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5.6.2 Performance of the Proposed Channel Estimation Technique

For the interference-free scenario, we investigate the effect of different parameters to the channel
estimation errors. We note that the performance of the channel estimation technique presented in
this section depends mainly on Ny and «. Specifically, the performance depends on o, which is
the correlation coefficient of channel gains at two consecutive pilot positions (see Appendix and
Theorem [5.1). Different values of Ny (different pilot densities) have the corresponding values of ay.

We will show the numerical channel estimation mean squared error (CMSE) which is calculated as

Np

1 ~ ~ \H
CMSE = S tr(E (hn - hn> (hn - hn) . (5.33)
P =1
10° — ]
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Figure 5.4: Channel estimation mean squared error, o = 0.99

In Fig. we show the channel estimation error due to our proposed design for different
values of Ny (equivalently, different values of pilot density), when there is no interference (IF) and
when there is interference (IP). When Ny increases, the channel estimation mean squared error also
increases as expected. For the interference-free scenario, the corresponding error curves converge
to each other and decrease almost linearly as the SNR increases (both curves are plotted in the log
scale). This means that the impact of the fast fading is diminished in the high SNR regime. When
the interference is present, there is a performance floor for channel estimation error. The results
in Fig. also validate the theoretical results stated in Propositions and [5.4] about the

channel estimation errors in the scenarios without and with interference.
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Figure 5.5: SINR after cancellation for different values of channel correlation coefficient, Ngy = 3

In Fig. [5.5] we show the achieved SINR after interference cancellation versus the SNR for
different values of channel correlation coefficient a.. Two noticeable observations can be drawn from
this figure. First, it can be seen that the achieved SINR increases with increasing SNR, before
becoming saturated. In the low SNR regime, however, the residual interference has almost no
impact on the achieved SINR after interference cancellation, i.e., the SINR curves after interference
cancellation are very close to the line showing the SNR before interference cancellation. Second,
the achieved SINR after cancellation increases with the increasing values of channel correlation
coefficient . This is because the higher the value of « is, the lower the variance of the channel
evolutionary noise and the less severe the impact of the fast fading are. Since the fast fading noise
is less disruptive, interference cancellation performance is alleviated (as it is known that the fast
fading noise causes the performance floor for the interference cancellation), which in turn reduces

the residual interference power and makes the achieved SINR higher.

5.6.3 Performance of the Proposed Symbol Detection Techniques

We now compare the SER performance of series symbol MAP detection (S-MAP), individual symbol
MAP detection (I-MAP) and optimum diversity detection (ODD) [27,28] methods. The ODD
method is the optimum individual symbol detection with imperfect CSI. Basically, in the ODD

method, the channel gains at data positions are interpolated from the MMSE-estimated channel
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Figure 5.6: SER achieved by different detection methods, Ngy =3

gains at pilot positions. Then, the zero-forcing based symbol detection is employed (please refer to

Sections IIT and IV in for more details).

Fig. [5.6] illustrates the SER achieved by these detection methods for the interference-free and
interference scenarios, which are denoted as IF and IP in this section, respectively. It can be seen
that the SER of the proposed I-MAP is almost identical to that achieved by the ODD method.
Moreover, the S-MAP detector outperforms both I-MAP and ODD and the performance gap is
larger in the interference-free scenario. Note that, in the IP scenario, the residual interference still

presents, which causes the error floors in these SER. curves.

10

—=—0DD vs S-MAP, IP
8 |—+—ODD vs S-MAP, IF 7
——IP vs IF, S-MAP
6+ —©IPvsIF, I-MAP .

SNR gap (dB)

10?1 1072 1073
Target SER

Figure 5.7: SNR gap for specific target SER, Ng =3
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For performance comparison between our methods and the existing method, we show in Fig.
the SNR gap to achieve the same SER between different symbol detection methods (S-MAP,
I-MAP) and scenarios (IF, IP). Particularly, a value of 3dB SNR gap at 5 x 1073 target SER of
the curve A vs B means that method A needs 3dB higher in SNR to achieve the same target SER
achieved by method B. For the same scenario (IF or IP), the SNR gap between the proposed S-MAP
and ODD becomes larger as the required SER decreases. Note again that there is a performance
floor in the IP scenario; nevertheless, our proposed detection method achieves more than 3dB SNR
gain compared to the existing ODD method for the same detection performance in the low target
SER regime (see the curve with square markers). Moreover, to achieve the same SER performance

under the high reliability condition (i.e., low SER), the SNR required in the interference scenario

is much higher than that required in the interference free scenario (illustrated by IP vs IF curves).
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Figure 5.8: SER versus SNR for different values of BWR, Ny =3

Fig. [.§ illustrates the SER in the interference-free and interference scenarios for different
bandwidth ratios, which is denoted as BWR. As can be seen from this figure, higher bandwidth
ratios between interfering and desired signals lead to higher SER. This is because higher BWR
creates more severe interference for the desired signal and it is not possible to completely remove

the interference due to the fast fading.
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Figure 5.9: Performance of channel estimation for iterative algorithm

5.6.4 Performance of the Iterative Algorithm

We now study the performance of the iterative algorithm for channel estimation, interference cancel-
lation, and symbol detection. First, we present the performance of channel estimation over iterations
in Fig. [5.9 where the CMSE of estimated channel gains is shown for both IF and IP scenarios. As
can be seen from this figure, the iterative algorithm convergesﬂ after only a few iterations. The
most noticeable observation is that the converged channel estimation performance in the presence
of interference (IP) is almost identical to that of the interference free scenario (IF) in the low SNR
regime (less then 30dB), which implies that the proposed iterative method cancels very well the
interference in this SNR region. When the SNR is higher than 30dB, the performance in the IP
case is still limited by the fast fading noise. However, the performance floor of the iterative channel
estimation approach is much lower than that of the non-iterative counterpart (the Oth—iterationm

versus the 2"%-iteration curves in the IP scenario).

We now study how the SER improves over iterations. In Fig. [5.10] the left and right figures
show the SERs for the IF and IP cases, respectively. It can be seen from the figure that the SER

In the simulation, the convergence is actually achieved when there is no change in the detected data symbols.
For a better illustration, we show the ‘convergence’ of the CMSE instead. This is because there is no change in the
estimated channel if there is no change in the detected data symbols over iterations.

ONote that iterations are only counted when the algorithm enters the while loop. In other words, results obtained
from the first and second steps in Algorithm 3 are considered at the 0** iteration. In Algorithm 3, we choose I-'MAP
due to its low complexity, but S-MAP can also be used.
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improvement is higher when the interference is present, which suggests that the iterative algorithm

estimates and cancels the interference effectively.
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Figure 5.10: SER over iterations

We show the SERs achieved by the non-iterative and iterative algorithmslﬂ From Fig. we
can see that the iterative algorithm improves the SER in both IF and IP scenarios. Furthermore,
the improvement is higher for larger values of SNR. This is because that the high SNR regime allows

more reliable data detection, which boosts the performance of interference cancellation and channel

estimation.

-&-|p, at 0" iteration
—e—|P, at convergence
-%-|F, at 0" iteration
—*—|F, at convergence
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Figure 5.11: SER achieved by iterative and non-iterative algorithms

The SER of the non-iterative algorithm is the SER computed at the 0** iteration and the SER of the iterative
algorithm is the SER achieved at convergence.
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5.6.5 Throughput Achieved by the Proposed Framework
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Figure 5.12: Throughput variations with the pilot density

In Fig. we show the variations of the throughput with the pilot density for different values
of SNR p and channel correlation coefficient o. As can be seen from this figure, for given o and
p, there exists an optimal pilot density that achieves the maximum throughput. Moreover, the
maximum throughput increases as the SNR p increases. It can also be observed that larger «
leads to higher maximum throughput and lower optimal pilot density. This is because when the
channel varies more slowly, the performance of interference cancellation and channel estimation is
improved, which results in more reliable transmission and higher throughput. The results in this
figure demonstrate the tradeoff between the throughput and communication reliability in the fast

fading environment.

5.7 Conclusion

We have proposed two frameworks for channel estimation, interference cancellation, and symbol de-
tection for communication signals with different bandwidth in the fast fading environment. Specifi-
cally, in the two-phase non-iterative framework, we have derived the channel estimators and studied
both series and individual symbol detection methods. The iterative framework performs interfer-
ence cancellation, channel estimation and data detection based on the detected data symbol from

the previous iteration, which can improve the system performance compared to the non-iterative
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counterpart. Numerical studies have confirmed the existence of the performance floor for SER in the
considered interference scenario and illustrated the optimal pilot density to achieve the maximum
throughput. Moreover, we have shown that the series symbol detection method outperforms the

existing ODD method in terms of SER while the individual symbol detection method achieves the

very close performance to the ODD method but with lower complexity.






Appendices

5.A Proof of Theorem [5.1]

To compute p(h,,Y), we need to find p(Y|h,), since
p(hm Y) = p(Y‘hn)p(hn)7 (5'34)

and p(h,,) is known to be CN (h,,,0,1Iy,), where CN (x, u, X) is the complex Gaussian density of
random vector x having mean p and covariance matrix ¥ [101]. The likelihood of Y, given h,, can

be factorized, thanks to the channel Markovian property, as

n—1 Np
p(Y|hy) = p(yalhn) [ p(yilyiss bn) [] p(yilyi-i,hn). (5.35)
i=1 iZnt1

Given h,,, any two consecutive observations are correlated due to the cumulative channel evolu-
tionary noises. Since we consider only received signals at pilot positions, the equivalent correlation

Nd+1

coefficient of channel gains at two consecutive pilot positions is ap = « To further derive

p(Y1h;,), we need to find the probabilities p(y;|yi—1, h,) for i > n and p(y;|yi+1,hy) for i < n.

We now show the derivation of p(y;|lyi—1,hy) for i > n. From (5.8), the channel coefficient

h;,7 > n can be expressed with respect to h, as

i—n
h; =l (hn +0p Y a;jAnﬂ») , (5.36)
j=1
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1/2
where 7, = (1 — ag) . Substituting h,, in (5.36)) into (5.9)), it can be seen that y; and y;_; share
the common evolutionary noise terms A, y;,j = 1,...,i—n—1. Then, we can obtain the parameters
of the distribution p(y;, yi—1/h,) = CN ‘ , yilh , yilh yiyi-ih as

. H
Yi-1 Hy,_1ih, Eyivyifﬂhn Eyifllh"
follows:

k— ..
Hy.h, = Brc+ap "h,rp, k=1,1—1,

k—n
EWM=G“wW”%Z%ﬂ%M
j=1

= [1 +p (1 - ag(k_”))] oIy, k=1i,i—1, (5.37)
Eyi,yi_l\hn =K [(B’z - Hyi\hn) (.Vi—l - /J'yi,l\hn)H |hn}

=z;x;_qap(l — aﬁ(i_”_l))INr.

Next, we apply the conditional probability formula for the multivariate Complex Circular Sym-

metric Gaussian vector [204] (section 3.7.7, page 153) and obtain p(y;|y;—1,hn) = CN (yi, ;> Zin)

for ¢ > n, where

Hin = Py, n, + Bin (yiq - uyi,l\hn) o Uip = UﬁnINr,
Q(i—n—l))

;X1 POt (1 — ap
L4p(1=ap™ D) (5.38)

ang (1 — ag(i_n_l)>2

11 (12 D)

ﬁi,n -

ol =d*|1+p (1 - aﬁ(i7")> —

2y

For i < n, p(yilyit+1,hn) = CN(yi, K s Xin), Where the parameters can be expressed similarly

as follows:

Ky =y 'hpxi + Bic+ Bin(yis1 — oy~ hyzipr — Biyic),

sirtpp (1 a070)
1+p (1 - aﬁ(”‘i‘l)) ’ (5.39)

pPal (1- af,("""”)Q

L4 p(1-ap" V)

2
zi,n = U@nINm ﬁi,n =

oy =0" |1+ p(1=-alnD) -

2y
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For j =n, u,, , = hyz, +Bpe, By = o?Iy,. Substituting the parameters in (5.38) and (5.39)
into (5.34) using (5.35)), taking the logarithm, we obtain the log-likelihood function in Theorem [5.1]
This completes the proof.

5.B Proof for the Positive-definiteness of D,

For an arbitrary non-zero vector z = [z1, ..., 1|7, we have
[ [ Np H T [ [ No s B. a No ¢ B,
Hp o, — (Bi,nz) (Bi,nz) —_t LinDin AL Z LinDin
VA n4 — I Z 0_2 r ZTZ n 70_2 Z
L =1 7,M ] =1 7,n =1 ,n
[ [ N» HY | [/ No B. No ¢ B, "
_t (Binz) (Binz) .y TinBin | A1 Zf”zn im
| (3 Bl ol [30 BePin, ) A, P,
L =1 7,M ] =1 7,n =1 7,n
[ Np H No ¢ B. No ¢ B, "
(Bi,nz) (Bi,nz) LinDin A I -1 LinDin
B L e DO
i1 %in i—1  %in i—1 %in

(5.40)

where tr(X) is the sum of diagonal elements of X. In the last two lines of (5.40)), the jth diagonal
element of the first term is Zf\ﬁ’l (bl(]gz) (b(ng) /azn, where b% is the jth row of B; ,,, and the jth

)

T

: : Np |z n‘2 ! Np x:nbgj:bz Np anl('jrzz "
diagonal element of the second term is [ > .° =% Yo e [ D08 5|, where

i=1 g2
o o7 Tin

A, from (5.14) is substituted into this term.

We now define the two vectors u and v whose ith elements are v; = z,,/0; , and v; = b%z /Tin,
b bl

respectively. By applying the Cauchy-Schwarz inequality:
u?|v[* > [u.v]?, (5.41)

it can be verified that each diagonal element of the matrix in the last two lines of ([5.40)) is positive,

which means its trace is also positive. Thus, we have completed the proof.
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5.C Proof of Theorem

We can reformulate p (z1.n,|hp, he, yi1:n,) as follows.

P (z1:n, by, hy, yiin,) o /P($1;Nd,Y1;Nd,hh,h1:Nd7ht)dh1;Nd

—
=

a

/P(ylsz Ihi.n,, 1:8,)p(hy, by, hy)dhy

XX
(b) N
X /p(hh7h1;Nd,ht) [ p(yilz:, hi)dhy.y,
=1
() N N (5.42)
5 / p(ha hy)p(hyh) T] p(hilhi 1) T] p(yils, hi)dhy.n,
1=2 =1
(d) N
x e /exp —Z (h; — al-)HS;l(hi —a;) p dhy.pn,
=1

© F3
x e’ H ISil,
i=1
where T'; ; = Tg_j H;;:l] Sk, 71 = m,m = ary, and F is defined in (5.22)). Assuming all
points in the constellation are transmitted with equal probability, the conditional probabilities in
(5.42) are transformed by Baye’s rule (a) and the Markovian property of channel (b, ¢), where these

expressions can be obtained by iteratively synthesizing quadratic terms of h;,7 = 1,..., Ny in the

exponents (d, e).

5.D Proof of Proposition 5.1

The channel estimation error can be written as (see , (b.154))

Np o«

x>

v, =h, — A} (Z —" (Yi - 5i,nyz'+ji,n))
i=1 "N

(5.43)

— .8 c
=v; +v,,
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where 18 is the error due to the AWGN, and v, is the error due to the channel evolutionary noise.

Specifically,
Np
vé = Z Ef, wi,
i=1
N, (5.44)
sz = Eg,nho + Z Ezg,nAiﬂ
i=1

where we decompose h,, into ap (ho + > 10 ZA) By using this decomposition, it is more
convenient to compute the channel estimation error components due to the channel evolutionary
noise. Otherwise, one has to determine the dependence structure of h,, on the preceding channel

noise components A;, ¢ < n, which is not trivial.

When the desired channels are independent, Ef, = ¢% Iy, and B, = &Iy, Substituting
yvi = h;x; + w; into (5.43), we have

¥

i,m .
- t=1,n,n£l, Np,
g n%in
in T z* [ w; |Bni—ij; ,, |wWn,i—j; .
7 - ( 2+ et ) otherwise.
Qn o; L
i,n n,i—J; n

Hence, the AWGN contributes to the CEE with the total power of o2 Zﬁvz”l |€5,%. As the SNR
goes to infinity, lim, Zﬁ\i’l ]§En|2 = 1, and the AWGN contributes o2 to the overall CEE. Besides,
V¢ is expressed in (5.46)), and we can write the multipliers & as follows.

i

Np
Wi n Qv
58,n:ag_z o p( — |Binla

"),

= anoi,
oyt [ il W k
gz(':,n =P Z an ‘Bk,n‘als—i_l - Z ok p T CV + Z = ’B n‘ak ! ; 1< mn, (5.45)
An \ p=ic1 ki k=i k,n k=n+1 7

Np

Np
Wk, 1 )
gz(':,n =P Z 2 : ‘Bk,n‘a Z ]s ]1n<N]17, N|, t>n.
k=i+1 kn k=
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Np W Ozl 7 l+]z,n
_ i,n _
R I L A LR o
i=1 Zin k=1 k=1
N Wi nai ali : L ;
=ho | ap =Y —5P(1—|Binlap™) | = D] Aka’kz ap |+ oA
i—1 ”‘Tz,n k=1 —j, an0. m i—1

Np—1 N,

i Wzn
+Z Akoz Z
k=1

+Z Aka k Z wzn |ﬁzn

P

k=1 i=h—1 IO in ikt Lisn 40 in
Np N—1 —k Np Np
Wj a (0% Wi Wi .
T (D S (RPN I SR PN M Iy o2 Bl =3 Z5tay
= anoi, k=nt1 n \ ;25 o} i—k Jin
n a—k: n—1 W Np Wi Wi
mn ,n 3 ,n
+ Z AkL Z |ﬁz n‘ A Z o Jr Z |an| it
k=1 an \, 572, 0% S oin i=nt1 9

n
wNn

+ E Akozp —Ay——=2—1,nN.
k=1 ano Nn

(5.46)

As SNR goes to infinity, lim, Z;N:pl [ 2 = 0, the channel evolutionary noises contribute

negligible power to the CEE. This completes the proof.

5.E Proof of Proposition

Substituting y; ,, from (5.15a) into (5.18b)), note that y; = h;z; + B;c + w;, and after some manip-

ulations, we have
N, P

&n=c+D; 'Y G, (hiz; +w;), (5.47)

=1

where K, = (ZNP 2 1Bz n) A;17Ji,n = (Bz{{n - K,z ) 21717 nd
Jin, i=1,n,Np
Gi,n = Jin— Jifl,nﬁifl,m n>1>1 (548)

)

Jim = Jiv1nBivin, n<i< Np.

)
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The second term in (5.47]) represents the estimation error of ¢ at position n, and it is independent

of c. This completes the proof for the first part of the proposition.

Additionally, it can be seen that the estimation error is a linear combination of zero-mean
Gaussian random variables, hence it also has zero mean. Therefore, the estimation is unbiased.

The covariance matrix of the residual interference at position nth is

NP
(0t + o)) Enp) |BaD, ' | Y GinGH | D'BY | +
=1

02> EBhoby) |[BiD;! (Ginhihf GH 2i27) D' BY]
” (5.49)

NP
= (op + 0°)Exp) |BaD;? ZGmen D, 'BHZ| +
=1

2> i B m) [BuD;! (GinGlLmia)) DB
i#j

Deriving the closed-form expression for the covariance matrix is tedious. Hence, we will prove the
proposition by using the following arguments. First, note that, D,, is Hermitian, positive definite,
and in quadratic order of interfering matrices B;,2 = 1,..., N. Second, B, G, is also in quadratic
order of interfering matrices. Therefore, the expected covariance matrix is in a fractional function
form with total zero-th order of B;. As a result, the residual interference power is bounded as we
increase the interference power to infinity. Furthermore, if all interfering channel coefficients for
different antennas have identical value, the residual interference power is completely independent
of the interference power. Since estimation errors for EICs at any symbol position n are finite, the

overall estimation error for EICs is also finite. This completes the proof.

5.F Proof of Proposition [5.3

Since the expression of the power of residual interference in (5.49) contains o7, it does not vanish

as p — 0o0. As p goes to infinity, we have
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ap, 1=nxl
0, i=nmn+l o2,

1=n
Win=—> 1, 1=n ) |6l,n| — ) O-i;n,_) ’
ap, otherwise 1-— ag, otherwise
0, otherwise
An_>pINr7
Np BX B. 2
i ,n « o
D,—BIB, + 3 =142 P plip, - P 3 (z;2.BlB; + 2,2, BI'B,)
@#n p P P i=n+1
1+a?
—>Ner7§IL,
1—og

Kn—>$nB£I,
2
pltop

*
X, X
— PN 4B,
"l—a2 1-—a2 t
p P i=n+l

Jon—B

H * H
Bi,n — Tnd; Oéan

: s i #En,
p

1+ |Binl? + w?
Ji,nJgnHNr ( |Bz:4| z,n) I,

2N/ Bit1,n
H H 2 " r|Bit1,n
GinGi—=dindin + Bt Jiz1ndivin + —= 51
inTitln

1+ a? + 402
P PI .
L,? 7é n.
' (1- ag)2

(5.50)

Upon having these asymptotic values, we substitute these values into (5.49) to arrive at the

residual interference power limit stated in the proposition, note that the computation of

ExB) [Banl (Gmenxlx;“) D;leﬂ ,i # j, is done similarly. This completes the proof.



Chapter 6

Resource Allocation, Trajectory

Optimization, and Admission Control

in UAV-based Wireless Networks

The content of this chapter was published in the following paper:

Minh Tri Nguyen and Long Bao Le, “Resource allocation, trajectory optimization, and admission
control in UAV-based wireless networks,” IEEE Networking Letters, vol. 3, no. 3, pp. 129-132,
July 2021.

6.1 Abstract

In this letter, we study the resource allocation and trajectory optimization for multi-UAV based
wireless networks. Our design maximizes the number of admitted users while satisfying their data
transmission demands, which formulates a mixed-integer nonlinear problem. To tackle its difficulty,
we first introduce soft admission variables and propose an iterative algorithm to solve this admission
maximization problem. Each iteration comprises two steps, namely soft admission maximization and

user removal. Our method guarantees that the number of admitted users increases over iterations.
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Numerical results show that our algorithm outperforms the conventional approach based on block

coordinate ascent and mixed-integer linear programming.

6.2 Introduction

Unmanned Aerial Vehicles (UAV) communications have emerged as an important solution that
can meet requirements of various deployment scenarios thanks to controllable UAV trajectories
[16]. Previous studies [35,[153] showed that by using multiple UAVs as flying base stations, the
established wireless networks can provide better coverage compared to conventional fixed ground

station deployments.

From the network perspective, it is desirable to admit as large number of users as possible in
overloading situations while meeting their transmission requirements. UAV-based wireless networks
with flexible UAV trajectories can increase the number of admitted users. In fact, admission control
problems for UAV-based wireless networks have been investigated in several recent studies [35,153].
Specifically, the works [153] and [35] studied the admission maximization problems in different
network settings where the hovering locations of UAVs are optimized. The joint resource allocation
and UAV deployment optimization in UAV-based wireless networks has been tackled by using
the block coordinate ascent (BCA) approach where sub-problems in the form of Mixed Integer
Linear Programming (MILP) are solved iteratively [35]. Since the objective function involves integer
variables and is non-differentiable, the method can converge to an inefficient solution [53] and solving

the underlying MILPs has high complexity [54].

In this letter, we propose a novel and efficient algorithm to tackle the admission maximization
problem. First, we introduce the soft admission (SA) variables to replace the integer (hard) ad-
mission variables. Then, we develop an iterative algorithm to solve the admission control problem
where two steps are performed in each iteration, namely soft admission maximization and user
removal. In the soft admission maximization step, the allocation of bandwidth, power, and UAVs’
trajectories are optimized until convergence. By imposing appropriate constraints on the soft ad-
mission variables, the number of admitted users increases over iterations. Our proposed algorithm
has lower complexity than that based on BCA-MILP, since our method solves a series of convex

optimization problems with continuous variables instead of solving MILP problems. We show the
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significant performance gains of the proposed algorithm compared to the conventional BCA-MILP

based scheme by numerical studies.

6.3 System Models

6.3.1 Network Settings

We consider a UAV-based wireless network where there are N UAVs serving K ground users in
downlink communications. The set of users is denoted as K = {1, ..., K'}, the cardinality of the user
set is || = K. Each user k demands to receive a specific amount of data Dy, transmitted by the
UAVs in the downlink direction. We assume that time is slotted and each time slot has an identical
length of 6. The joint UAV trajectory and resource allocation optimization is performed over each
service period of T time slots. We assume that UAV n flies at the fixed altitude h and its 2-D

coordinate at slot ¢ is denoted as c,[t]. The 2-D coordinate of ground user k is denoted as uy.

We assume that the total system bandwidth is B (Hz), which are shared by users for downlink
communications in the orthogonal manner. The bandwidth to support the communicationﬂ between
UAV n and user k at time slot ¢ is denoted as by, ;[t]. Then, we have the following constraint for

bandwidth allocation:

N K
> baslt] < B,V (6.1)
n=1k=1

The power that UAV n uses at time slot ¢ to transmit data to user k is denoted as py, ;[t](W).
Let the maximum transmit power of each UAV be Pyax. Then, we have the following transmit

power constraint:

K
> Prlt] < Prmax, V0, t. (6.2)
k=1

The communication channels between UAVs and users are assumed to be dominated by Line
of Sight (LoS) components. This was actually observed in various practical field tests [14] when
UAVs flied sufficiently high. Then, the channel power gain between UAV n and user k at time t is

assumed to be pg/(h% + ||ca[t] — ug||*), where po is the channel power gain at the reference distance

'We assume that the Frequency Division Multiple Access (FDMA) is employed with continuous allocated band-
widths by x[t] as in [144].
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of Im from the UAV. The amount of data received by user k in time slot ¢ can be computed as

N
dplt] =6 Z::l b,k [t] log, <1 + an[t] e H]Z:[’;%t]_ u’cHz)’ (6.3)

where v = pg/o? is the normalized Signal to Noise Ratio (SNR) and o2 is the white noise power

density (W/Hz).

6.3.2 Problem Formulation

We consider user admission design where each user k is admitted if the UAVs can transmit at least
Dy, bits to it during the service period. To facilitate the design, we denote s, as the admission

decision variable which is equal to 1 if 3.7, di[t] > Dy, and equal to 0, otherwise.

Our design aims to maximize the number of admitted users. Let S(K) = >"pci sg. The admis-

sion maximization problem can be formulated as follows:

AM (-
PAK) - (;n,{%f} S(K),

T
s.t. de[t] > sp Dy, Yk, (6.4a)
t=1

llcn[t] — cnlt — 1]||< min (Vinaxd, Dmax) , V1, t,

—
=
=~
o

(=]
e~
)
N2 Na ~ Nal?

lenlt] = emlt]]] = Do, Vn # m, t,

a —~
~ s
o,

cnll] = cu[T] = co, Vn,
sk € {0,1},Vk,
constraints (6.1)), (6.2)),

—
Q
=~
¢

where © = {{b, i[t|}, {Pnk[t]},{cn[t]}} denotes the set of optimization variables. The constraint
captures the maximum distance that a UAV can travel in one time slot where V. is the
maximum speed of a UAV and Dpax is the maximum displacement to ensure the LoS channel
conditions stay approximately the same. The constraint is imposed to prevent collisions
among UAVs. The constraint sets the initial and final positions of UAV, where ¢, is the

coordinate of the launching station.
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The problem PAM(K) contains non-convex constraints (6.4a)) and (6.4c)), and the optimization
variables sj are integer. Therefore, the problem PAM(K) is a Mixed-Integer Non Linear Program-

ming (MINLP) problem, which is difficult to solve optimally.

6.4 Proposed Algorithm

We introduce the demand-aware and soft admission variables based on which we develop an efficient

algorithm to solve the problem PAM(KC).

6.4.1 Demand-Aware Transmission Data and Soft Admission Variables

Recall that users should be admitted if the amount of data they receive over the service period is at
least equal to their data transmission demand. Therefore, we define the demand-aware transmission

data of each user k, denoted as Dy, as follows:

T
Dk = min <Dk, de[t]> . (6.5)

t=1

Then, the soft admission (SA) decision variable sy for user k and the sum of SA variables for

the user set K are defined respectively as

Dy
5 = Fk’Vk’ (6.6a)
S(K) = 5 (6.6b)
ke

Using these variables, we consider the following SA maximization problem:

PAM(K) . max  S(K),

©,{ D5k }
s.t. Dk < Dp,Vkelk, (6.7a)
T —
> dilt] > Dy, Vk €K, (6.7b)
t=1

(6.1)), (6-2)), (6-41)), (6.4d), (6.4d), (6.64).
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In fact, the demand-aware transmission data Dj and SA variable 5 enable us to tackle the
integer constraints involving the admission control variables s;. For a particular resource allocation

solution and UAV trajectories ®, the set of admitted users is denoted as Ky = {k : D}, = Dy}.

Let the optimal value of PAM(K) be $*(K). Then, we have S*(KC) > |K,|. This is because the
feasible set of PAM(KC) contains the resource allocation and UAV trajectories that realize K,. This
relation provides connections between problem PAM(K) and problem PSAM(K). Recall that our
design aims to increase the cardinality of IC,. In the following sections, we propose an algorithm to
find an efficient solution of problem PAM(K) by iteratively solving problem P>AM(KC). Specifically,
there are two steps in each iteration of the proposed iterative algorithm. The first step is called
soft admission maximization. The second step is called user removal step, where the user which has
the largest data gap between its required transmission data and actual transmission data will be
removed. We index the iterations of outer loop that runs these two steps by m, to distinguish from

the iterations of the inner loop, indexed by 4, that runs the soft admission maximization algorithm.

6.4.2 Step 1: Soft Admission Maximization

We develop an algorithm to solve problem PSAM(KC) by using the combination of the BCA and
successive convex approximation (SCA) methodsﬂ Specifically, the BCA method is applied to
optimize the objective function of PSAM(KC) with respect to one set of variables given other sets of
variables while the SCA is applied to approximate and convexify the trajectory control optimization

sub-problem.

6.4.2.1 Optimization of Bandwidth and Power Allocation
The bandwidth and power allocation optimization sub-problem can be written as follows:

Pep(K) : max Sk
{bn [t k[t Di Sk } e

s.t. (6.1), (6-2), (6-6a), (6.74), (6.71).

ZNote that the user set at outer iteration m is denoted as K™. However, in this section, we are only interested in
solving problem P*M(K) for a certain set of users . So the index m is omitted for brevity.
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Problem Pgp(K) is convex, so it can be solved optimally using standard solvers such as CVX.

6.4.2.2 Optimization of UAV Trajectories

Given the bandwidth and power allocation, the UAV trajectory optimization sub-problem can be

stated as follows:

Pc(K) : max 5k,
{ealt]. D51 } ;;C

s.t. (6.40), (6.49), (6-4d), (6.6a), (6.74), (6.75).

The constraints (6.7b)) and (6.4¢c)) of this problem are non-convex. However, we can apply the
SCA method to convexify and solve it efficiently. Specifically, let the set of UAV coordinates (from
the previous iteration) be ¢! [t] and c,[t], constraint (6.4c) can be squared and then approximated

by the following inequality.

m

2 (chlt) = 1) (enlt] — calt) — [Jebult] — il =2, (6.10)

Applying the approximation technique from [205], we can approximate the logarithm terms in

(6.3) as follows:

Vi [t] Y k[t
logy (1 + : ) > log, (1 + -
h2 + |[cplt] — g h? + ||ck [t] — ug® (6.11)

= (Nenft) = wel? = feife) - we[[) 308

where Y, 1[t] = YPnk[t]/bn k[t], and

logZ(e)’?n,k[t] )
02+ el — wnlP) (Gosltl + 12 + el — welP)

X:‘z,k[t] = (
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Using these approximations, the problem P¢(K) can be solved by solving the following convex

optimization problem.

Pc(K) : max Sk,
{Cn[tLDkvgk} ];C
N

s.t. — Z XT: Obn 1 [t] [logQ (1 k] )

+ ~ 2
n=11=1 h? + [|c;,[t] — uy|

9 . 2 . _
= (lealt] = wll® = [[ei [ = we| )X 418| = Di, (6.12a)

(6-45), (6-4d), (6.4d), (6.64), (6.7a).

Finally, problem PSAM (K) is solved by using an iterative algorithm where we solve problems

Pep(K) and Pc(K) sequentially in each iteration.

6.4.3 Step 2: User Removal

Let the set of users at iteration m after solving problem PSAM(ICm) be K™, we propose a user
removal strategy where the user with the largest gap between its required transmission data and

demand-aware transmission data will be removed, as follows:

km = argmax Dy — Dj, (6.13)
kekm

where ]__)7; is the demand-aware transmission data of user k expressed in after solving problem
PSAM (K™). In fact, this user removal strategy tends to remove the user who is unlikely to get
admitted so that we can efficiently utilize the network resources for other users who are more likely
to be admitted. Then, the set of users in the next iteration is K™ = K™ \ {kmin}. Let K be
the set of admitted users after solving PSAM(X™). Our design aims to ensure that admitted users
at iteration m will still be admitted at iteration m + 1. To this end, we introduce the admitted

condition constraint for users k € KJ' to the soft admission maximization problem for iteration



Chapter 6: Resource allocation, trajectory optimization, and admission control in UAV- 163
based wireless networks

m + 1 as follows:
PSAM(ICm+1) . max S«(K:m—i—l)’
9’{Dk7§k}

s.t. sp=1,Vk e K" (6.14a)
(6.1), (6.2), (6.48), (6.4d), (6-4d), (6.6a),

Proposition 6.1. Let K7t be the set of admitted users after solving PSAM (K™Y, the following
condition holds:

I > (K. (6.15)

Proof: First, we need to show that problem PSAM(™+1) with the new constraint (6.14a)) is
feasible. It is indeed the case provided that problem PS*M(K™) with constraint (6.14a)) is feasible,

which is true for m = 1 since ICg = ¢, i.e., initially there is no constraint for any admitted user.

Then, it is straightforward to conclude (6.15)) due to constraint (6.14a]).

Our algorithm is described in Algorithm in the following.

Algorithm 6.1. Admission Maximization

1: Initiate @, m =1,K!' = K
2: while 1 do

3 (Soft admission mazimization) Solve problem P>AM(K™) by the algorithm in section II1.B.
4:  if |[KJ'| = |K™| then

5: Break the loop.

6: else

7 (User removal) Let K™+ = K™\ {k™ %, where k™ is defined in (6.13)). Increase m by 1.

8: end if
9: end while
10: End of algorithm.

6.5 Numerical Results

We consider the simulation setting where users are randomly located in a circular network area
with the radius of 2km. The UAVs is assumed to fly at 100m, the maximum power Ppax is set at

20dBm, 02 is -174dBm/Hz, and py = 4 x 107°. The flight duration is 120s, which is divided into
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120 time slots. User transmission demand is 45Mbits, the total bandwidth is B = 1MHz, and the

total number of users is 20, unless stated otherwise.
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Figure 6.1: Number of served users versus data demand per user

For benchmarking purposes, we will numerically compare our proposed algorithm with a base-
line. For this baseline, the problem PAM(K) is solved by applying the BCA method, where the
sub-problems are MILPs. Specifically, in each iteration of this baseline, the bandwidth-power al-
location, and trajectory optimization sub-problems with integer variables {sj} are solved by using
the MOSEK solver. This baseline algorithm terminates when no more users can be admitted. This

baseline is denoted as BCA-MILP in the following.

In Fig. [6.I} we show the number of admitted users versus varying user data demand. Two
observations can be drawn from the figure. First, deploying more UAVs allows us to admit more
users. However, when the data demands are low, deploying 2 UAVs is sufficient to admit all available
users. Second, our proposed methods can admit significantly more users than that achieved by the

BCA-MILP baseline. This confirms the efficacy of our proposed algorithm.

Fig. [6.2] presents the number of admitted users versus varying bandwidth. When there is more
bandwidth available, the network can admit more users for both the proposed algorithm and the
baseline. However, the performance gain of the proposed algorithm versus the baseline increases
as the bandwidth grows, which implies that our approach utilizes radio resources more efficiently.
This can be explained as follows. First, the SA maximization step in our algorithm optimizes a

continuous objective function, so the algorithm can find better UAVs trajectories over iterations
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based wireless networks
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Figure 6.2: Number of served users versus total bandwidth

before convergence. This is not the case for the BCA-MILP in which convergence is reached after
only a few iterations due to integer-valued objective function. Second, our developed user removal
step efficiently removes poor users and thus their resources can be reserved and used more efficiently

to serve better users.
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Figure 6.3: Coverage probability versus total number of users

Finally, we show the admission ratio with varying number of users in Fig. It can be seen
that the admission ratio decreases when there are more users. However, our proposed approach still

achieves better performance than the BCA-MILP baseline.
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6.6 Conclusion

In this letter, we have proposed an efficient algorithm to solve admission maximization problem
by solving a series of soft admission maximization problems, where bandwidth, transmit powers,
and UAVs’ trajectories are optimized. Numerical results confirm the great performance gains of the

proposed method compared to the conventional BCA-MILP approach.
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Multi-UAYV Trajectory Control,
Resource Allocation, and NOMA User

Pairing for Uplink Energy

Minimization

The content of this chapter is from the submitted version of the following article:

Minh Tri Nguyen and Long Bao Le, “ Multi-UAV Trajectories Control, Resource Allocation,
And NOMA User Pairing For Uplink Energy Minimization, ” submitted to IEEFE Internet of Things
Journal, Dec., 2021.

7.1 Abstract

In this work, we study the joint optimization of multiple UAVS’ trajectories, power allocation,
user-UAV association, and user pairing for UAV-assisted wireless networks employing the non-
orthogonal multiple access (NOMA) for uplink communications. The design aims to minimize the
total energy consumption of ground users while guaranteeing to successfully transmit their required

amount of data to the UAV-mounted base stations. The underlying problem is a mixed-integer
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nonlinear program (MINLP), which is difficult to solve optimally. To tackle this problem, we
derive the optimal power allocation as a function of other variables, which is used to transform
the optimization problem into an equivalent form. We then propose an iterative algorithm to solve
the resulting optimization problem by using the Block Coordinate Descent (BCD) method where
three sub-problems are solved in each iteration and this process is repeated until convergence.
Specifically, given the UAVS’ trajectories and data rates, we solve the NOMA user pairing, and
user-UAV association sub-problem optimally by exploiting its special structure. Then, we describe
how to optimize the users’ data rates and tackle the UAV trajectory optimization in the second
and third sub-problems, respectively by using the successive convex approximation (SCA) method.
Numerical results show that our proposed algorithm can provide efficient active-inactive schedules
(by setting user’s transmit powers to zero), and lower energy consumption compared to an existing

baseline, and an OMA-based resource allocation and UAV-trajectory optimization strategy.

7.2 Introduction

Unmanned Aerial Vehicles (UAVs) have been emerging as one of the key components of future
wireless networks thanks to their mobility, flexibility, and adaptive altitude [12]. In particular, the
performance of UAV-based wireless networks in terms of coverage, throughput, and energy efficiency
can be significantly enhanced by efficiently controlling UAVs’ trajectories leveraging the potential
Line-of-Sight (LoS) communications between UAVs and ground users [14]. In general, UAV commu-
nications can be employed to enhance the communications of existing terrestrial communications
infrastructure and support various applications such as military, surveillance, monitoring, data col-
lection for Internet of Thing (IoT) [15]. Therefore, UAV-based wireless networks are expected to

play an important role in 5G and beyond-5G wireless systems [16].

From the connectivity viewpoint, the world has witnessed the rapidly increasing number of IoT
connections with many emerging applications in recent years [3]. Design of energy-efficient IoT
wireless networks is critical to elongate working durations of IoT devices and wireless networks [38].
There have been growing interests in leveraging UAV communications to enable energy-efficient
operations (e.g., data collection, data dissemination) of IoT wireless networks [39H41]. In particular,
efficient placement or trajectory control of UAVs and resource allocation can lead to reliable/LoS

communications between IoT devices and UAVs enhancing their energy efficiency.



Chapter 7: Multi-UAV Trajectories Control, Resource Allocation, and NOMA User Pair-
ing for Uplink Energy Minimization 109
From the resource allocation perspective, Non-Orthogonal Multiple Access (NOMA), can sig-
nificantly improve the spectral efficiency by allowing multiple users to communicate using the same
time/frequency/space resources [§]. In the uplink NOMA, users with different channel conditions
transmit their data simultaneously using the same frequency band and different transmit power
levels. At the receiver, received signals are decoded in sequence by using successive interference
cancellation (SIC) technique. Employment of NOMA in the UAV-based wireless networks allows to
leverage the advantages of both NOMA and UAV communications to achieve desirable performance.
In this direction, the works [41},[52},[141}|175] address different design problems in NOMA-enabled
UAV-based wireless networks where UAVS’ placement /trajectories are jointly optimized with other
network functions. In particular, the work [41] minimizes the UAV’s flight time for data collection
where NOMA based user scheduling, transmit power allocation, and UAVSs’ locations are optimized.
The authors of [52//141] investigate the resource allocation problems that aim to maximize the system
throughput of UAV-based wireless networks in the uplink and downlink communications scenarios,
respectively. Furthermore, maximization of the minimum achievable rate of ground users in the
downlink NOMA communications is studied in |175] through joint optimization of UAV trajectory,

transmit power, and user association.

Optimization of energy efficiency and power consumption in NOMA-enabled wireless networks
have been studied in several existing works [55-57] where it has been shown that NOMA is in-
deed more energy efficient than the conventional Orthogonal Multiple-Access (OMA) in [10]. More
recently, energy /power optimization for NOMA-enabled UAV-based wireless networks has been ad-
dressed in [29,59,/142|. Specifically, the work [29] minimizes the total energy consumption of ground
users by optimizing the NOMA user pairing and single UAV’s trajectory for uplink communications
using NOMA. The authors of [59] study the power minimization problem in the scenario where
a single UAV assists a base station in serving multiple users while ensuring their required Qual-
ity of Service (QoS). An energy minimization problem is considered in [142] for the multi-UAV
setting where each user communicates with all UAVs simultaneously using different channels with
fixed bandwidth. This design may activate some non-LoS communications links, which reduces
the achievable spectral efficiency. Moreover, all users are clustered into a single NOMA group,
which considerably increases the complexity and decreases the reliability of the SIC process [176].
Nevertheless, most previous works either consider NOMA user pairing and placement of multi-

ple static UAVs [50-52}[58-61] or joint NOMA user pairing and single-UAV trajectory optimiza-
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tion [29,41162,/63] . However, joint optimization of NOMA user pairing and multi-UAV trajectories
could result in much better performance for UAV-based networks, which has not been studied in

the current literature.

In terms of problem formulation and solution approaches, the designs of NOMA-enabled UAV-
based wireless networks usually involve solving Mixed-Integer Nonlinear Problems (MINLP) (
[29441,50152,5960,(62,63141,206], to name a few). In these papers, the underlying MINLPs are tack-
led by using different methods including non-iterative multi-step algorithms [29,/41}50,52.59,60.206],
and iterative Block Coordinate Descent (BCD) (for minimization problems) or Block Coordinate
Ascent (BCA) for maximization problems [62,63,[141]. In BCD or BCA algorithms, the variable
set is decomposed into smaller subsets (e.g., power variables, UAV trajectory control variables)
and optimization of one subset of variables given the values of other variables in the corresponding
subproblem is performed sequentially in each iteration and this process is repeated until conver-
gence. It is worth mentioning that the BCD-based approach is more numerically efficient when the
value of the objective function is improved over iterations. This can be observed from numerical
studies in [62,63,141] where throughput-related objective functions are considered. However, direct
application of the BCD-based approach is not efficient in solving the energy/power optimization
problem where the objective function contains only power optimization variables. This is because
subproblems optimizing variables other than power variables are simply feasibility checking prob-
lems and solving feasibility checking problems does not improve the overall objective function over
iterations. Therefore, further analysis and problem transformations are required before the BCD

approach can be applied to solve power/energy minimization problems.

Two notable observations can be drawn from the above literature survey. First, to the best
of our knowledge, joint optimization of NOMA user pairing and multi-UAV trajectories has not
been studied in the literature. Second, using the BCD-based approach to solve energy minimiza-
tion problems in NOMA-enabled UAV-based wireless networks is nontrivial because of the special
structure of these underlying optimization problem as discussed above. Our current work aims to

fill these gaps in the literature where we make the following key contributions.

e We formulate the total energy minimization problem where NOMA user pairing, transmit
power allocation, user-UAV association, and multi-UAV trajectory control are jointly opti-

mized. Our design ensures that users can successfully transmit their required amount of data
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to the UAVs in the uplink direction. We derive the optimal power allocation solution, which
is expressed explicitly as a function of other optimization variables. Substituting this optimal

power allocation into the objective function enables us to achieve an equivalent optimization

problem for which we can employ the BCD method to solve the underlying problem.

o We develop an efficient algorithm, called Multi-UAV NOMA Energy Minimization (MUNE),
to solve the considered problem by using the BCD approach. Specifically, we solve three
smaller subproblems iteratively until convergence. The first problem optimizes user pairing
and user-UAV association, given UAVS’ trajectories, and data rates in each time slot, where
we transform this subproblem into several maximum weighted matching problems (MWMP)
whose solutions can be found in polynomial time [31]. The second subproblem optimizes the
user data rate in each time slot while the third problem optimizes the UAVs’ trajectories given
the values of other optimization variables. We employ the SCA method to convexify and solve

these two subproblems efficiently.

e To evaluate the performance of the proposed algorithm, we compare it with two other base-
lines. The first baseline is the Data Collection Optimization Algorithm (DCOA) which was de-
veloped in [29]. The second baseline is called Multi-UAV OMA Energy Minimization (MUOE)
algorithm which employs the same design principles as for our proposed MUNE algorithm;
however, the conventional orthogonal multiple access (OMA) instead of NOMA is used in
MUNE. We show the convergence of the proposed MUNE, its typical UAVS’ trajectories, and
the superior performance of our algorithm compared to the two considered baselines via nu-
merical studies. Moreover, we demonstrate the tradeoff between the UAV flight time and the
total energy as well as the impacts of different parameters such as the numbers of users and

UAVs on the total energy consumption.

The remaining of this paper is organized as follows. The system model and problem formulation
are presented in Section [7.3] We describe our proposed algorithm in Section [7.4] Numerical results

are presented in Section [7.5] followed by conclusion in Section [7.6]

For notations, we use bold normal letters to denote vectors and bold capitalized letters to denote
matrices. If a variable x[t] has different values for different time slots ¢, we use {x[t]} to denote the
set of all x[t],¢ =1,...,T. As for the indices, we use semicolons (;) to separate indices that belong

to different categories (i.e., users, UAVs, time slots) and commas (,) to separate indices that belong
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Table 7.1: List of Notations

Notations Explanation

N Number of UAVs

K Number of users

T Number of time slots

0 Length of one time slot

E, Total energy consumption of all users in the service period
B Channel bandwidth assigned for each NOMA user pair
Dy, Data transmission demand of user k

h Altitude of UAVs

W Channel power gain at reference distance

o? Power of white Gaussian noise

uy 2-D coordinate of user k

cnlt] 2-D coordinate of UAV n in time slot ¢

Co 2-D coordinate of UAV launching station

Dg.e Safe distance for UAVs

V max UAV’s maximum speed

prlt] Transmit power of user k in time slot ¢

Prax Maximum user transmit power

g [t] Association variable for UAV n and user £ in time slot ¢
xg 1[t] User pairing variable for users k and [ in time slot ¢

Thin 1] Channel power gain for user £ and UAV n in time slot ¢
Tk [t] Channel power gain of user k in time slot ¢

Akt] Strong-weak role of user k in its pair in time slot ¢

Ry [t] Data rate of user £ who is a strong user in time slot ¢
re[t] Data rate of user k who is a weak user in time slot ¢
r[t] Target data rate of user k in time slot ¢

P(t] Collection of all user transmit powers in time slot ¢

Alt] Collection of user-UAV association variables in time slot ¢
X[t] Collection of user pairing variables in time slot ¢

Alt] Collection of strong-weak role variables in time slot ¢
r(t] Collection of target data rates of all users in time slot ¢

to the same category. The indicator function is denoted as 1,-, which takes value 1 when x > y
and takes value 0, otherwise. The base-2 logarithm and the natural logarithm of x are denoted as

log(x) and In(x), respectively. Summary of key notations used in the paper is given in Table
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Figure 7.1: System model.

7.3 System Model and Problem Formulation

7.3.1 System Model

We consider uplink communications in an UAV-assisted wireless network with N flying UAVs and
K ground users. The UAV flying duration is divided into T" small time slots, each of which has an
identical length of §. We assume that UAV n flies at the fixed altitude h and its 2-D coordinate at
time slot ¢ is denoted as c¢,[t]. The 2-D coordinate of ground user k is denoted as u;. We assume
that NOMA is employed to support the uplink communications where users are grouped into two-
user pairs which transmit their data on orthogonal channels. Moreover, it is assumed that each user
k requires to transmit an amount of data Dy to the UAVs by the end of the service periodﬂ The
considered UAV-assisted wireless network is illustrated in Fig.

The Line of Sight (LoS) channel is assumed for the communication between users and UAVs.
When the UAVs fly sufficiently high, this assumption aligns with the results observed in field tests
[14]. Furthermore, the channel power gain between user k and UAV n at ¢, denoted as 7y, [t], can

be expressed as follows:
_ K
len[t] — ugl|* + 12

Tk;n[t] (71)

!These data transmission demand constraints are typically needed in data collection scenarios for internet of things
applications.
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where p is the channel power gain at the reference distance of 1m from the transmitter. Note that

this channel model also aligns with the 3GPP standard for UAV communications [207].

7.3.2 User-UAV Association and NOMA User Pairing

Let ay,[t] represent the association between user k and UAV n in time slot ¢ where ay.,[t] is equal
to 1 if user k is associatedﬂ with UAV n and equal to 0, otherwise. We assume that each user can
only connect to one UAV but each UAV can connect to multiple users in any time slot. Therefore,

we have the following constraints:

N
D apaltl =1, Vk,t (7.2)
n=1

Using the association variables, the channel power gain of user k at ¢ can be expressed as follows:
N

Thlt] =D apnltlminlt],  VE,t. (7.3)
n=1

Now, let zy;[t] denote the user pairing decision variable which is equal to 1 if user k is paired
with user [ in time slot ¢ and equal to 0, otherwise. We then have xj; = 0if k = [, and xy[t] = 2 4[t]
for all £ and [. In fact, there is a coupling between the user association and user pairing decision
variables. Specifically, if users k and [ are paired with each other in time slot ¢, we should have
ap:nlt] = ainlt] Vn, ie., if users k and [ are paired with each other, both users k£ and [ must be

associated with the same UAV. This coupling constraint can be expressed as follows:

Tkl [t](ak;n[t] - al;n[t]) = 0, V(k, l), n, t. (74)

7.3.3 NOMA Uplink Communications

We assume that users are paired and each user pair transmits data to the associated UAV in the
uplink direction. The data received by the UAV is then decoded as follows. The message of the
user in each pair with the better channel condition (strong user) is decoded first where the signal

from the user with worse channel condition (weak user) is considered as noise. After the message

2In this paper, ‘connected’ and ‘associated’ are used interchangeably to describe the user-UAV association.
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of the strong user is decoded and removed from the received signal, the message of the weak user is

decoded. Specifically, if user k is the strong user in a particular pair, its achieved data rate in time

slot ¢ can be expressed as follows:

Ru[t] = Blog <1+0%> : (7.5)

where B is the channel bandwidth assigned for the underlying user pair, o2 is the power of the
Gaussian white noise, 7x[t] and px[t] are the power gain and transmit power of user k, respectively
and 7/[t] and p[t] are the channel power gain and transmit power of its paired user, respectively

which can be expressed as follows:

Tt =Y wraltinlt], (7.6a)
=1
K

pplt] = Z T [tpi[t]- (7.6b)
=1

If user k is the weak user in the considered pair in time slot ¢, its achieved data rate can be
expressed as follows:

(7.7)

re[t] = Blog (1 + Tk[t]pk[t]) :

o2
7.3.4 Strong-Weak Relation for NOMA User Pairs

We need to capture the strong-weak relation between users in each pair and time slot. Specifically,
we use \g[t] to describe the strong-weak role of user k where it is equal to 1 if user k is the strong
user and equal to 0 if it is the weak user in its associated pair and time slot . Note that a user is
strong or weak depending on its channel condition and the channel condition of its partner. In our
design, the channel condition of a particular user depends on the coordinates of the associated UAV
and the UAVS’ coordinates are optimization variables. Therefore, it is necessary to define variables
capturing the strong-weak roles of individual users. In fact, strong-weak variables play a crucial

role in the problem formulation as will be detailed in the next section.

Alternatively, one could express the strong-weak variables by using indicator functions, i.e.,
A[t] =1, [1)>P[t]- Moreover, for the special network with a single UAV, one could simply determine

the strong-weak channel conditions based on the distances from users to the UAV, without explicitly
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using Ag[t], as in [29,41}49,62]. However, it is nontrivial to extend the approach in these works
to the multi-UAV based networks, where the distances between users and their associated UAVs

strongly depend on the user associations which are unknown in advance and need to be optimized.

Furthermore, there is also coupling between the strong-weak variables and the user-pairing
optimization variables. Specifically, if user k is paired with user I, only one of them is the strong

user. This coupling can be expressed in the following constraints:

wralt] Owlt] + N[t = 1) =0, V(k, 1), L. (7.8)

Finally, the relationship between channel conditions and strong-weak variables can be stated as

follows:

me[t]) > TPt], i Aglt] =1, (7.92)

Te[t] < 7P[t) i Ae[t] = 0. (7.9b)

The inequalities ([7.9al) and (7.9b)) can be expressed by the following inequality:

(2Ak[t] = 1) (m[t] = TP[t]) >0, Vk, ¢ (7.10)

The definition of strong-weak variables are convenient for the problem formulation; however,
strong couplings between them and other variables, captured in and render the opti-
mization problem difficult to solve. In addition, the values of strong-weak variables can be readily
determined (as values of the indicator function 1 [t]>7—;5[t]> when the UAV trajectories, user associa-
tion, and user pairing variables are given. In the following, the strong-weak variables are occasionally
omitted if they can be readily determined from the given values of other variables without causing

any ambiguity:.

7.3.5 Problem Formulation

Our design aims to minimize the energy consumption of all users by optimizing the user association

(A[t]), user pairing (X[t]), the strong-weak variables (A[t]), the power allocation (P[t]), and the
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UAV trajectories {c,[t]}. Additionally, we want to ensure that users be able to transmit their

required amount of data to the UAVs within the service duration of T" time slots. The considered

optimization problem can be stated as follows:

0 : min Ea,
{A[]L X[t AL P[t],cn[t]}
T
s.t. Z(S (Ae[t]RE[t] + (1 — Ag[t]) rk[t]) > Dy, Yk, (7.11a)
t=1
X[t] = XT[t], vt, (7.11b)
K
Zl‘k,l[t] =1,Vk,t, (7.11c¢)
=1
pk[t] < Prax, Yk, t, (7.11d

[ent] = enlt = || < 6Vimax, V0, t,
lent] = em[t]l = Dsate, Vt, Y # m,
cnll] = cn[T) = o, Vn, (

e € {0,1}, apm € {0,1} 25 € {0,1},Vk, [, n, (7.11h
constraints ,,,,

where Pp.x denotes the maximum transmit power of each user, and the total energy can be expressed

as

T K
Eaq=0> > plt]. (7.12)

t=1k=1
Constraints ensure that every user can transmit their required amount of data to the UAVs.
Constraints and are imposed to make sure that the user pairing solution is valid.
Constraints describe the maximum transmit powers of users. Constraints ([7.11€)) capture
the maximum distance that a UAV can travel in one time slot, where Viax is the UAV’s maximum
speed. Constraints are imposed to avoid collision among UAVs, i.e., inter-distance between
UAVs must be at least Dg,fe (meters). Constraints set the initial and final positions of UAVs,
where ¢, is the coordinate of the launching station and constraints define different binary

variables.

The formulated problem is a mixed-integer nonlinear program, which is nontrivial to solve. In

the next section, we propose an algorithm to solve problem Py efficiently.
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7.4 Proposed Algorithms

7.4.1 Equivalent Problem Transformation

First, we introduce a set of auxiliary variables {r[t]}, where 7 [t] is the target data rate in time slot
t for which user k transmits data to the UAVs to fulfill the data transmission demand. We can

transform problem Py into the following equivalent problem with additional variables {r[t]}:

1: min Ean,
{Aft].X[t],Alt],P[t],cnlt]r[t]}
s.t. )\k[t] Rk[t] + (1 — )\k[t])rk[t] > T’k[t],Vk,t, (7.13&)
K
> orlt] > Dy, VE, (7.13b)
k=1

(7-2), (7.4), (7-8). (7-10),
(7110), (711d), (7-11d), (7-116), (7-111), (7.11g), (7-11h).

The left hand side of describes the achievable data rate of user k, which is equal to the
rate of a strong user or a weak user depending on the strong-weak role of this user. Constraints
(7.13a)) capture the fact that the target rate 7[t] is upper bounded by the achievable data rate.
Moreover, describes the data transmission demand constraints expressed by using the target
data rates. It can easily seen that problems Py and P; are equivalent [30] and the equality of
holds at optimality. We will describe how to solve problem P; in the following. Note that problem
Py is still a MINLP problem, which is difficult to solve as problem Py. However, we will show that
the auxiliary variables {r[t]} help us transform problem P; into more tractable problems. To this
end, we provide an outline of our solution in section and describe our proposed algorithm in

the sections that follow.

7.4.2 Outline of Proposed Solution

For the considered optimization problem, we will show that the optimal power {P*[t|]} can be

expressed explicitly in terms of other variables ({c,[t], X[t], A[t],r[t]}). This key result will be
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stated in Lemma 1 in section In fact, the derivation of the optimum power {P*[¢]} with

respect to other variables enables us to apply the BCD technique to solve problem P; effectively.

We then propose to solve problem P; by iteratively solving three following sub-problems. In the
first subproblem, we assume that values of {c,[t],r[t]} are given and solve for the optimal power
allocation where all other variables are the optimization variables. In the second subproblem, we
optimize the data rate variables {r[t]} given {c,[t]} and the values of other variables obtained from
solving the first subproblem,. Finally, in the third subproblem, the UAVs’ trajectories are optimized
given the values of other variables. It can be shown that the total energy consumption is reduced

over iterations, hence, the iterative process is guaranteed to converge.

7.4.3 Optimizations of Power and Integer Variables Given UAVs’ Trajectories
and Rates

Assuming that {c,[t],r[t]} are given, we develop an algorithm to find the optimal power {P*[t]}
with respect to {c,[t],r[t]}, and other integer variables. Specifically, we solve for the optimal
power and user association when the user pairing solution is known in Then, the user
pairing optimization is solved in section [7.4.3.2] by tackling the underlying maximum weighted

graph matching problem. Then, the optimal user association is derived.

7.4.3.1 Optimization Problems as User Pairing Solution is Given

If the values of {c,[t],r[t]}, and X[t] are given, the problem P; is reduced to the following

problem.

Pap !A[t]fil[ltﬁpm Ea,

s.t. (72), 74), (7-8), (7-10), (7-11d), (7.11%), (7-13).

Furthermore, problem Pa p can be decomposed into several subproblems, denoted as 75A7p(k:, l;t)
where subproblem 75A’P(k?, [;t) minimizes the total energy consumed by users k and [ in time slot ¢,

where the transmit power pg[t], pi[t], the user association ay[t], a;[t], and the strong-weak variables
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Ai[t], \i[t] are optimizedﬂ This subproblem can be expressed as follows:

Pap(k,l;t) : (il Aﬁ};[t]}l y S(prlt] + pult]),
st. agnlt] = asmlt], (7.15a)
Mlt] £ Nt = 1, (7.15b)
(2] = 1) (7[t] — m[t]) = 0, (7.15¢)

(72), (7-11d), (7-11L), (7-13a).

where ((7.15a)), (7.15b]), and (7.15¢) are deduced from (7.4)), (7.8), and (7.10]), respectively, given

that wa[t] =1.

Let pg [t] denote the sum power of two users k and [ in the objective function of ’ﬁ/_\P(k, l;t),

then the total energy consumption can be expressed as follows:

Mx

Y

t=1k=11

T [t]pr[t]- (7.16)

7

aII -

0
2

1

In the following, we find the optimal value of py,[t] for all ¢ and all combinations of k and .
Specifically, we find the optimal power allocation with respect to the user association variables (i.e.,
if ag[t] and a;[t] are known). Note that when the user association solution is given, the channel

conditions for k and [ are determined by (7.3). Then, the values of strong-weak variables can also

be readily determined by ([7.15b]) and (|7.15CI)E| We substitute the optimal power allocation solution

as a function of the user association variables into the objective function of 73A7P(]€, l;t) from which

the optimal user association solutions with respect to every user pair (k,[) will be determined.
a) Finding Optimal Power Allocation Given User Association

Let us consider a particular pair of users k and [ associated with UAV n. Assume that the

channel of user k is stronger than that of user I (i.e., A\g[t] = 1 and X\;[t] = 0). Then, the problem

3Note that ay[t] = [ak.1[t], ..., arn[t]] denotes the user association vector corresponding to user k at t.
4Specifically, if users k and [ are associated with UAV n in time slot ¢, we can compute their channel conditions
according to (7.1)). Then Ax[t] = 1 if Tk, [t] > T [t] and Ai[t] = 0, otherwise.
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75A7p(k3, [;t) can be deduced further into the following problem:

{pi [t]}i:k,z

st (FI1). (15,

We now state the optimal power allocation in the following lemma.

Lemma 7.1. If the problem 75p(k, l;t;n) is feasible, its optimal solution can be stated as follows:

pilt] = oPra [1)(87+ M — 1) 371,

(7.18)
pilt] = o7, [} (81 - 1),

where 3 = 2'/B. Moreover, the problem is feasible if both pi[t] and pi[t] in (7.18) are no greater
than Pmax.

Proof. The power allocation solution can be derived by using the following steps. First, we equiv-
alently transform constraints (7.13a) into linear constraints with respect to p;[t] and pi[t]. The
equivalent problem is linear; hence, it is straightforward to derive the minimum required transmit

powers for each user. O

Note that the results for the downlink case, and when ri[t] = r[t], were stated or can be
deduced implicitly in some previous works [10,50,56,57]. The results in Lemma allow us to
explicitly express the optimal transmit powers of users k£ and [ in terms of their channel conditions
which further depend on the user association and distances from the users to their associated UAV.

Therefore, hereafter we will use the right hand side of ([7.18)) instead of pg[t], pi[t].

Let pr1.n[t] be the optimal allocated power of users k and [ assuming that they are paired and

connected to UAV n in time slot ¢. Then, py .,[t] can be expressed as followsﬂ

o2 (rald (B —1) gl 4 Mg (Bl —1))
Prinlt]= if max (py[t], pi [t]) < Prmax; (7.19)

o, otherwise.

"We use the convention in [30] where the optimal value of a minimization problem is infinity if the problem is
infeasible.
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b) Finding Optimal User Association

The optimal value of the sum power of users k£ and [ can be expressed with respect to the user

association variables as follows:

N
Pralt] =D apsn [t iinlt]- (7.20)
n=1

Note that ([7.20)) is realized with the assumption that z;;[t] = 1, and hence ay,[t] = ai[t].
The result in ((7.20]) allows us to find the optimal association for users k, [ as stated in the following

Lemma.

Lemma 7.2. If zy[t] = 1, the optimal association for users k and | att can be found as follows:

1, if n=argmin py.,|t]
f] = n (7.21)

0, otherwise.

Substituting the user association solution obtained from Lemma we can find the optimal

value of py[t] from (7.20)).

7.4.3.2 User Pairing Optimization Problem

Upon obtaining the optimal user association and the corresponding power allocation solution,
the user pairing optimization problem can be expressed as follows:
s I K
3 0> wraltlpralt,
t=1k=11=1

s.t. (7-110), (7-11d), (7.110).

Px :min
X[t]

Similarly, problem Px can be further decomposed into several subproblems each of which opti-
mizes the user pairing for one particular time slot ¢. These integer linear program subproblems in
each time slot ¢ is indeed the Maximum Weight Perfect Matching (MWPM) problem for a graph
whose vertices are users, and the weight of the edge between users k and [ is py;[t]. This MWPM

problem can be solved efficiently and optimally by using Edmon’s algorithm [31].
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In the following sections, we describe how to tackle the optimizations of other variables, given

user association and user pairing solutions. We denote (k,[)[t] as the users k and [ to be paired in

time slot ¢. Without loss of generality, it is the convention in the following sections that k is the

strong user and [ is the weak user.

7.4.4 Data Rate Optimization

From ([7.12)) and ([7.19)), the total energy consumption F,) can be expressed with respect to the data

rates {r[t]} as follows:

T T
B =002y > prlentlety gl (n - ) — 00® >0 S0 7't (7.23)
t=1 (k,1)[t] t=1 (k,))[t]
Note that the term in the second line is a constant, which does not depend on {r[t]}. When UAV
trajectory, user association, and user pairing solutions are given, the optimization of data rates can

be stated as follows:

Pr : min Eyy,
R (e[t} all
Pmax
st gl —1 < "okl (k. DI, (7.24a)
grettiente _ grtd < T v ), (7.24b)

(7110), (7-11d), (7-11d), (7-11e), (7.118), (7-11h), (7-13D).

Since 7, *[t] —7;, '[t] > 0 for all user pairs (k,[)[t], the objective function of problem Pk is convex;
however, problem Pg is still non-convex due to the non-convexity of constraint (7.24b)). However,
it can be seen that ([7.24b)) is the difference of two convex functions; hence, we can approximate

(7.24Db)) by the following constraint [30]:

Pmax
2 )

Brk[t]-i-m[t] _ Bﬁ[t]<1 +In(B) (r[t] — 7 [ﬂ))Tl,_nl [t] < (7.25)

g

where we have replaced A"l by its first-order Taylor approximation at local point 7;[t]. On the
left hand side of ([7.25]), the first term is convex and the second term is linear with respect to the

optimization variables (rg[t],7;[t]); hence, (7.25]) is a convex constraint. Therefore, the Successive
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Convex Approximation (SCA) technique can be applied to solve the problem Pg iteratively where
constraint ([7.24b|) is replaced by constraint (7.25)) in each iteration of the iterative process.

7.4.5 UAYV Trajectory Optimization

Using the results in ([7.1]), (7.12]), and ((7.19)), the total energy F,) can also be expressed as a function
of the UAVS’ trajectories {c,[t]} as follows:

T

Eai =300 > Gltlllcn, ) —url*+G[tleng, ) ] —wlf?
t=1 (k,)[t]
(7.26)
+00%Y Y (Gl + Gl)R®,
=1 (D)1

where G[t] = p~ 1B — 1) and G[t] = =B — 1); Cny. ) [t] s the coordinate of the UAV

serving user pair (k,[)[t]. Note that the second term does not depend on {c,|t]}.

The UAV trajectory optimization problem can be expressed as follows:

: min F
Pc i Ea
2 2 Pmax
s.t. Gult] (ch(k’l)[t]—ukﬂ +h)§ vk DI, (7.27a)
Prax
Gl (e ol —wlP+0%) <=73%,(k, DI, (7.27)

(710), (7-116), (7-11g), (7-111).

Even though problem Pc is non-convex due to the non-convex constraint ((7.11f), we can solve it
by applying the SCA method. Specifically, we first square both sides of ([7.11f)) and then approximate
the left hand side with its lower bound at the local point {c,[t], €, [t]} by using the first-order Taylor

expansion. We then can obtain the following approximated constraint:

2 (€lt]Calt]) (cmlt]—calt) = l|Cm[t]—Cnlt]|” = Dispe- (7.28)
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As constraints are approximated by , the resulting approximated problem of prob-

lem Pc is convex with respect to the UAV trajectory variables. Therefore, the obtained convex

problem can be solved optimally using standard solvers.

7.4.6 Proposed Algorithm

Our proposed iterative algorithm, named Multi-UAV NOMA Energy minimization (MUNE), is
described in Algorithm In this algorithm, € is a small positive number that is set to balance

between the desired accuracy and convergence time of this algorithm.

Algorithm 7.1. Multi-UAV NOMA Energy Minimization (MUNE)

1: Initiate values for UAV trajectories {cg t], R® [t]}, set i =1, B9, = TK Prax.
2: while 1 do ‘ 3
3:  Given {cﬁfl[t], Rz_l[t]}, solve problem Pa p(k,1;t) for all ¢t and all possible user pairs (k,1),

obtain optimal {p;[t]} from (7.20)).
4:  From the obtained {ps ;[t]}, solve problem Px for optimal user pairing variables {XZ [t]}, and

the corresponding user association variables {Ai [t] }
5:  Solve problem Pgr given the values of other variables iteratively until convergence, obtain the
values of {Ri [t]}
6:  Solve problem Pc given the values of other variables iteratively until convergence. Let {c’[t]}
and £, denote the obtained UAVSs’ trajectories and the corresponding total energy consump-
tion, respectively.
if E/;' — FE, < ¢ then

Break the loop.

. else
10: Leti=14+ 1.
11: end if

12: end while
13: End of algorithm.

7.4.7 Baseline Algorithms

We now introduce two baseline algorithms whose performances will be compared with that achieved

by our proposed algorithm in the next section.

The first baseline algorithm, called Data Collection Optimization Algorithm (DCOA) was devel-
oped in [29], in which the Generalized Benders Decomposition [32] is used to solve the joint NOMA

user pairing and power allocation optimization problem. Then, the UAV trajectory is optimized to
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maximize the total transmitted data from all users. The key idea is that when the total transmitted
data exceeds the required amount of transmitted data, the energy consumption can be reduced by
solving the power minimization problem in the next iteration. The DCOA can only be applied to

the single UAV setting.

To demonstrate the importance of non-orthogonal access to the achievable performance, we
also present the second baseline algorithm, called Multi-UAV OMA Energy Minimization (MUOE),
whose details are given in Appendix where the orthogonal multiple access (OMA) strategy is
used instead of NOMA. The MUOE algorithm can be applied to single and multi-UAV settings.
In this OMA based strategy, each user is connected to the closest UAV and they have an assigned
bandwidth of B/2 in each time slot.

7.5 Numerical Results

We consider a circular network area with radius of 1000m in which users are placed randomly and
uniformly. We assume that UAVs fly at the fixed altitude of A = 100m and all users require the
same amount of data to be collected Dy = 6Mbits Vk, unless stated otherwise. The bandwidth
allocated for each user pair is 100kHz, the noise power is set to —105dBm, and g is set equal to
6.5 x 10~%. The number of time slots is 7' = 60, unless stated otherwise and each time slot has the
length of 6 = 1s. The maximum transmit power is Ppnax = 0.1W and the value of € in Algorithm 1

controlling the numerical accuracy is set at 1072,

The UAV station is located at the center of the network area, c, = (0,0). Initially, we let
ri[t] = Dy /T for all user k, i.e., the initial data rates in each time slot are identical for all users.
Note that we do not set the initial values for user pairing, user association, and user transmit powers,
as they are to be optimized in the first iteration by Algorithm 1. For the UAVs’ initial trajectories,
we let UAV n start at ¢, = (0,0) and fly in counter clockwise direction along a circular trajectory
with radius of 7, = 300m and center at (r, cos ”%,ro sin %) Specifically, the initial location of
UAV n in time slot ¢ can be expressed as

0 0 ( <cos n2mw 4 cos t27r) <s' n2mw i t27r> )
=|(r —_— — .7 in —+sin — .
n ° N T )" ° N T
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Figure 7.2: User’s locations and UAV’s initial trajectories.

We depict the considered users’ locations and the initial trajectories of UAVs for the 2-UAV

setting in Fig. where the flying directions of each UAV and locations of 18 users are also shown.
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Figure 7.3: Convergence of different algorithms with different numbers of UAVs.

In Fig. [7.3] we show the convergence of the MUNE and MUOE algorithms in the scenarios with
2 and 3 UAVs. It can be seen from this figure that both algorithms converge pretty fast. Moreover,
the proposed MUNE algorithm achieve better performances than that of the MUOE algorithm in
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both scenarios. Moreover, it takes around 5 iterations for both algorithms to converge in the case
of 2 UAVs, and around 10 iterations in the case of 3 UAVs. This can be explained as follows.
Larger number of UAVs in the network increases the number of variables and complexity of the
optimization problems. Nevertheless, the numbers of iterations required to reach the convergence

of both algorithms are sufficiently small.

We present numerical results for single-UAV and multiple-UAV settings in the following.

7.5.0.1 Numerical Results for Single-UAV Setting

We show the performances achieved by our proposed MUNE algorithm, the MUOE algorithm,
and the DCOA algorithm from [29] for the network setting with one UAV and varying number
of users. Specifically, in Fig. [7.4] we show the total energy consumption of all users as these
algorithms are applied. This figure shows that the proposed MUNE algorithm achieves the lowest
energy consumption among the three algorithms. Moreover, the gaps between the total energy
consumption due to the proposed algorithm and the two baselines increases as the number of users

increases.

As for the two baselines, the MUOE algorithm still outperforms the DCOA from the energy
consumption viewpoint. This can be explained by carefully analyzing the DCOA algorithm in
[29] as follows. Specifically, the DCOA algorithm first attempts to reach a feasible solution by
finding the user pairing and power allocation solutions with an initial UAV trajectory. Then, this
algorithm employs an iterative procedure consisting of two steps in each iteration. In first step, it
determines the UAV trajectory that increases the amount of transmitted data, then it minimizes the
energy consumption with the newly obtained trajectories in the second step. Hence, the considered
objective function, which is the energy consumption, is not directly optimized (in the first step),
which could result in an in-efficient UAV trajectory, and hence, poor performance. For the MUOE
algorithm, the objective function, after the optimal transmit power expressed as a function of other
variables in is substituted into it, is optimized directly. This optimization, therefore, could

result in a better solution compared to that achieved by the DCOA algorithm.
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Figure 7.4: Total energy consumption versus number of users for single-UAV setting.

7.5.0.2 Numerical Results for Multi-UAV Settings

We now present numerical results for multi-UAV settings. Note that the DCOA algorithm
cannot be applied to multi-UAV settings; therefore, we only show the performance achieved by the

proposed MUNE and MUOE algorithms.

We first study a particular network scenario for which users’ locations and UAVSs’ initial trajec-
tories are shown in Fig. [7.2] In Fig. [7.5] we show the UAVS’ trajectories obtained by the MUNE and
MUOE algorithms at convergence. Several interesting observations can be drawn from this figure.
First, the trajectories of UAV 1 achieved by both algorithms seem to follow a convex boundary
established by users located at the network edge where these edge users are closer to the initial
trajectory of UAV 1 than that of UAV 2. Moreover, the trajectories of UAV 1 due to both algo-
rithms are quite close to each other. However, there is a clear difference in the trajectories of UAV
2 obtained by the two algorithms. The trajectory obtained by the MUNE algorithm also follows
the convex boundary of the edge users that are closer to the initial trajectory of UAV 2. However,
the trajectory obtained by the MUOE algorithm squeezes tightly to almost a curve. This can be
explained by carefully studying the users’ locations. In particular, in the few time slots of the flight

right after departure (t = 0 to t = 10), UAV 2 has to fly down to serve users on the bottom left
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Figure 7.5: UAVs’ trajectories due to different algorithms.

side of the network area. Moreover, in the second half on the flight (¢ > 30), this UAV has to serve
users on the top right of the network area, and user 2 indicated in the figure. In order to serve a set
of spatially diverged users, UAV 2 has to stay around certain desired locations that could lead to
favorable channel conditions for its served users due to the nature of the OMA scheme. Specifically,
OMA assigns each user a non-zero amount of bandwidth; hence, the assigned bandwidth could be
wasted if the corresponding user does not transmit data. On the other hand, the NOMA scheme is
more flexible and efficient in bandwidth utilization, since the total bandwidth assigned for a user

pair can be used efficiently by both users or either one of the two paired users.

We now investigate the resource allocation solutions due to MUNE and MUOE by studying the
transmit powers over time of three typical users indicated in Fig. i) (edge) user 1 that lies close
to the initial trajectory of one UAV and far from the initial trajectory of the other UAV, i) (edge)
user 2 who is far away from the initial trajectories of both UAVs, and i) (center) user 3. We plot
the transmit powers over time of these three users in Figure [7.6] and we also indicate their roles
(strong or weak, or Ag[t] = 1 or Ag[t] = 0, respectively) in this figure. Note that when p[t] = 0, it
does not matter if user k is assigned as a strong or weak userﬁ Therefore, if pi[t] = 0, we assume

that user k is a weak user for convenience.

5Tt can be verified easily by looking at the optimal power formula (7.18).
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Figure 7.6: Users’ transmit powers over time.

Several interesting observations can be drawn from the figure. First, the transmit powers of
users in the NOMA case are usually smaller compared to the corresponding powers due to the
OMA case. Second, NOMA allows users to be inactive more frequently compared to OMA (e.g., see
the transmit powers of users 2, 3). For instance, when both UAVs are far away from user 2 (from
t =20 to t = 40), NOMA enables the user to be inactive while OMA mostly lets the user transmit
with pretty high power so that user 2 can successfully transmit the required amount of data to the

UAVs).

We now study the total energy due to MUNE and MUOE as different key system parameters
vary. Specifically, Fig. [7.7 and Fig. [7.8 show the total energy as the number of users and the flight
time (67") vary, respectively for network settings with 2, 3 UAVs. It can be seen from Fig. that
less energy is required with more UAVs deployed in the network for both algorithms. This can be
explained as follows. Each UAV tends to serve a smaller number of users in each time slot when
there are more UAVs in the network. Hence, each UAV can establish a trajectory to serve a subset
of users more efficiently with a larger number of UAVs. Fig. [7.7 again confirms that the MUNE

algorithm outperforms the MUOE algorithm.

In Fig. [7.8] we plot the total energy versus the flight time by varying 7' from 7' = 180 to

T = 60. At first, it is a bit surprising that longer flight time results in smaller energy consumption.
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Figure 7.8: Total energy versus flight time.

However, the result in Fig. [7.8|can be explained by referring to the results in Fig. [7.6] In fact, both
MUNE and MUOE algorithms allow a user to stay inactive when there is no UAV sufficiently close
to it. Nevertheless, the proposed MUNE algorithm tends to provide more ‘active-inactive’ cycles for
individual users compared to the MUOE algorithm, as can be observed in Fig. [7.6] Furthermore,
the results in Fig. shows that the MUNE algorithm outperforms the MUOE algorithm. Lastly,
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Fig. shows us that there is a tradeoff between the total energy consumption and flight time
to fulfill the demands of data collection tasks for all users. Specifically, one can decrease the flight

time at the cost of higher energy consumption or one can reduce the energy consumption if the time

required for the data collection can be stretched.
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Figure 7.9: Total energy versus user demand.

Fig. presents the variations of total energy with required amount of transmission data Dy
of each user for network settings with 2 or 3 UAVs, and T' = 60. It can be seen from this figure that
the energy consumption increases rapidly when the required amount of transmission data increases.
This can be explained by noticing the logarithmic form of the achievable data rate with respect
to the transmit power. However, this figure shows that as the required amount of transmission
data increases, the increasing rate of the energy consumption due to the MUNE algorithm is much
lower than that due to the MUOE algorithm. This again confirms the superiority of our proposed
algorithm leveraging NOMA compared to the MUOE counterpart.

Finally, we plot the energy consumption versus the number of UAVs, which varies from 2 to 8
UAVs in Fig. [7.10] It is expected that the energy consumption decreases when the number of UAVs
increases. However, it is interesting to observe that the difference in energy consumption between
the MUNE and MUOE algorithms decreases as the number of UAVs becomes larger. This implies
that the gain due to NOMA over OMA is more significant in denser networks where each UAV

must serve a large number of users on average. The results in this figure suggest that for network
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Figure 7.10: Total energy versus the number of UAVs.

settings in which the number of users per UAV is sufficiently high (e.g., more than 10 users per
UAV), employment of NOMA instead of OMA for data collection tasks in multi-UAV based wireless

networks is very rewarding.

7.6 Conclusion

In this paper, we have tackled the energy minimization problem for the wireless networks employing
multiple UAVs and NOMA where we optimize the user’s transmit power, NOMA user pairing, user-
UAV association, and multi-UAV trajectories. To solve the underlying MINLP problem, we first
introduced a set of auxiliary variables, namely users’ data rates, then we have derived the optimal
transmit powers in terms of other variables which are substituted into the objective function to
obtain an equivalent problem. The BCD method was employed to solve the resulting problem
where each set of variables (UAV trajectories, users’ data rates, and integer (strong-weak and user
association) variables) is optimized while the other sets of variables are given in each iteration of the
algorithm. We showed that the user pairing problem can be transformed into maximum weighted
graph matching problem which can be solved optimally in polynomial complexity. Moreover, the
SCA method was employed to tackle the data rate and UAV trajectory optimization problems.

Numerical studies showed that the proposed MUNE algorithm outperforms the baseline algorithms
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in terms of energy consumption because MUNE provides more efficient active-inactive schedules for
users over the flight period compared to the MUOE algorithm. Furthermore, there is a tradeoff
between the flight time and the energy consumption, i.e., longer the flight time leads to the lower

energy consumption and vice versa.






Appendices

7.A°  Multi-UAV OMA Energy Minimization Algorithm (MUOE)

In this Appendix, we present the baseline algorithm where OMA instead of NOMA is employed.
Let pg[t] be the transmit power that user k uses to transmit data to its associated UAV in time slot

t. The optimization problem for this OMA-based strategy can be formulated as follows:

B Tk[t]pk[t]>
.t — —_— | > .
s.t 52:1 5 log <1 + 2 ) Dy, Yk, t, (7.29a)
Pk [t] S PmaX7Vk7 t, (729b)

constraints ([7.11¢]), (7.111), (7.11g).

73(? MA is non-convex. Moreover, the appearance of the transmit

It can be verified that problem
power variables in the objective function prevents us from applying the BCD method to solve the
problem. We employ a similar method, which was used to develop our NOMA-based algorithm, to
tackle problem POMA. Specifically, we first introduce the auxiliary variables {r[t]} where ri[t] is
the data rate that user k transmits data to its associated UAV in time slot ¢. Let {P*[t]} be the

optimal power allocation of Pé) MA then

pilt) = Sor [ (22 /P — 1) (7.30)
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The derivation of is similar to one of NOMA in Lemmam and is omitted here. Substitut-
ing the right hand side of into the objective function of POMA we can obtain an equivalent
optimization problem of POMA, which can be solved by using the BCD approach. Specifically,
{r[t]} and {c,[t]} are optimized iteratively until convergence. The optimization problem when one

optimizes {r[t]} given {c,[t]} can be expressed in the following.

T K
PSMA -min 6§ Z ZTk_l[t] (22T’“[t]/B—1>,

T
s.t. 0y rlt] > Dy, Vk, (7.31a)
t=1
2
%Tk—l[t] (22 B 1) < P, Yk, . (7.31Db)

Problem PF? MA has convex objective function and convex constraints. Hence it can be solved

efficiently by using the CVX solver.

Let c([t] be the coordinate of the UAV serving user k in time slot ¢. Note that 7, 1] =
ot <||c(k) [t] — wgl]® + h2>, the UAV trajectory optimization problem, given {r[¢]}, can be expressed

as follows:

A min 622% (llelt] = wel® + 12),

{lenllll (=715

st melt] (o [ = well? + 5?) < Prnax, Vi, 8, (7.32a)

constraints ([7.11e)), (7.111), (7.11g]),

where ni[t] = % (22Tk[t]/B - 1).

7)OMA

It can be verified that problem is still non-convex. However, it can be solved by using the

SCA technique where constraint (|7.111]) is approximated by constraint (7.28)) as in the development
of our MUNE algorithm.

In summary, we can solve problem 73(? MA by using the BCD technique to tackle the transformed

problem where problems PF? MA and 738 MA are solved iteratively until convergence. This iterative

algorithm is refereed to as the MUOE algorithm.



Chapter 8

Conclusions and Further Research

Directions

In this chapter, we summarize our research contributions and discuss some potential directions for

further research.

8.1 Major Research Contributions

The research performed in this dissertation results in three set of contributions. The first set
of contributions are related to publications in [25]48,208] in which we investigate the general
interference scenario where the interfering source and interfered receiver are un-synchronized and
occupy overlapping channels of different bandwidths. Specifically, in the preliminary work [4§],
we develop the cancellation technique for the first and higher orders of adjacent-band interference
components caused by the overlapping frequency bands and the non-linearity of the amplifier from
the transmitter’s side. In the second work [25], we propose a joint interference cancellation, fast
fading channel estimation, and symbol detection design for the same interference scenario. However,
while the first work assumes the knowledge of desired channel information, our second work only
assumes the knowledge of the statistical characteristics of the desired channel, which makes the
interference cancellation task much more challenging. Finally, the third work [208| provides an

enhanced iterative interference cancellation framework, extensive analysis, and numerical studies
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that help gain more insights into the achievable performances in terms of the asymptotic behaviors,
error rate, and throughput. Noticeable results obtained from this line of works can be summarized
as follows: first, the proposed interference cancellation framework can reduce the interference power
level close to the noise floor for a large range of interference power; second, the proposed symbol
detection can achieve about 3dB SNR gain for the same error rate compared to an existing technique;
finally, our numerical studies suggest that the pilot density as low as 10% can yield the maximum

throughput for the considered frame structure.

The second set of contributions correspond to publications [209-211] in which we study resource
allocation problems in UAV-based wireless networks. Particularly, in the work [209], we study the
relationship between the UAV flight time and downlink throughput for single and double UAV
settings. Our analysis suggests that there is a unique value of the UAV flight time achieving the
optimal downlink throughout in the single UAV case. The same result is also verified numerically
for the double UAV case. Further, we propose a consistent service design framework for multi-UAV
based wireless networks in [210] where users are prioritized to be served based on their waiting
time and data transmission demands. The framework does not require UAVs to have identical
starting and ending positions as considered in many existing works, hence, our design provides
more flexibility and eases the practical implementation. Finally, in [211], we study the admission
maximization problem for UAV downlink communications where the multi-UAVs’ trajectories and
resource allocation are optimized. We show that our proposed algorithm outperforms the conven-
tional scheme based on the BCA-MILP methods. Specifically, our numerical studies show that the

proposed algorithm can admit up to 40% more users on the average compared to the baseline.

In the final set of contributions whose corresponding works are published in [50,212], we study
the joint resource allocation and NOMA user pairing problems in UAV-based wireless networks.
In particular, in [50], we derive the optimal power allocation and UAV’s position to maximize
the downlink sum rate for the two-user case and propose a heuristic algorithm to maximize the
minimum total rate of different user pairs when there are more than two users in the network.
In the second work [212], we study the joint optimization of multiple UAVS’ trajectories, transmit
power allocation, user-UAV association, and user pairing to minimize the total energy consumption
of ground users. Specifically, we first derive the optimal power allocation as a function of other
variables, which enables us to apply the BCD method to solve the underlying problem efficiently

in a three-step iterative algorithm. The numerical results show that our proposed algorithm can
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provide efficient active-inactive schedules and significantly lower energy consumption (from 45% to

65% of energy saving) compared to baseline schemes.

8.2 Further Research Directions

We now discuss potential research directions for further research following the studies in this dis-

sertation.

8.2.1 Interference Management and Cancellations

For the research conducted in this dissertation, we have considered the interference cancellation
for communications on overlapping channels, which is more general than the FD communications
scenario. However, there are still several open questions and problems which need further studies
for this general interference scenario. First, can the proposed algorithm in this dissertation be
applied for the case where the desired signal’s bandwidth is multiple times larger than that of the
interfering signal? Second, how can we design an interference cancellation, channel estimation, and
symbol detection framework if the superimposed pilot is used instead of the interleaved pilot block
structure? Third, how can we efficiently perform interference cancellation in the multi-carrier com-
munications system? Fourth, should the interleaved pilot structure in the time/frequency domain
be used instead of interleaved pilots in the time domain only for the multi-carrier communication
system? Addressing these questions and open issues will provide further insights and open up new

applications, e.g., for FD communications and mixed numerology OFDM based wireless systems.

Furthermore, it has been shown that the performance of OFDM is limited in time-varying
channels with high Doppler spread. Among new modulation techniques that has been studied
recently, Orthogonal Time Frequency Space (OTFS) communication is one of the most promising
candidates due to its robustness against channel time-variations [213-215]. Studying interference
cancellation for concurrent OTFS communications can further boost the performance of future
wireless systems so that they can support different applications with different QoS in high Doppler

spread scenarios.
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8.2.2 Advanced NOMA Communication Schemes

While various studies have showed promising advantages of NOMA compared to the conventional
OMA communications, the complexity of NOMA communications, resource allocation, and receiver
hardware may hinder the practical deployment of NOMA. Thus, more research is required to address
the aforementioned limitations of NOMA. There are also several directions to extend the applications
of NOMA such as grant-free NOMA [167,216] and NOMA for generally concurrent communications

on overlapping channels.

Thanks to its non-orthogonality nature, NOMA can be a very good candidate for grant-free
communication protocols where users can randomly select their resource blocks for data trans-
mission. In certain network settings, the decoding process may require to solve blind multi-user
detection problems [217]. Furthermore, recent works [218,219] show that many grant-free NOMA
schemes can outperform OFDMA in practically relevant scenarios. We refer the interest reader
to [216,1218] and reference therein for more comprehensive reviews of the state-of-the-art grant-free

NOMA communications.

In fact, NOMA can be applied for generally overlapping communications with different band-
widths. Though it is challenging to devise efficient interference cancellation strategies with high
performance in these general scenarios due to their complicated interference characteristics, the
developed solutions would have great values in future generation wireless networks. This is because
useable spectrum has been exploited and reused exhaustively causing severe and complicated inter-
ference to manage in recent years and communication signals using overlapping spectrum generated

by different applications tend to have diverse QoS requirements.

8.2.3 Decentralized and Machine Learning Approaches for Resource Allocation

in UWNs

While various design optimizations in UWNs can be performed for each service period, development
and deployment of efficient algorithms for these optimization tasks can be quite challenging and
may not be efficient in practice. This is because such an optimization algorithm cannot account for
factors occurring during the considered service period. To this end, online optimization algorithms

are more desirable because they can better adapt to system dynamics. Several techniques can be
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employed to achieve this design target. In particular, decentralized optimization methods can be

applied to engineer the UWNSs in which individual UAVs can make their own decisions by using local

network information and in collaboration with other UAVs in the network. Moreover, reinforcement

learning techniques could be employed to optimize network operations so as to optimize the long-

term performance.
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