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In this work, a novel physics-rich beam-hardening correction algorithm was26

developed for X-ray Computed Tomography. This method uses the spec-27

trum information, the detector response, the filter geometry and a calibra-28

tion curve. The correction, which does not require prior material knowl-29

edge, was embedded in an iterative reconstruction algorithm, and simulates30

the beam-hardening by estimating the X-ray spectrum at each voxel in the31

forward projection step. As a result, beam-hardening artifacts are inher-32

ently reduced in reconstructed images. For a regular reconstruction matrix33

of 512 pixels x 512 pixels, processing times of approximately ∼5 s per slice34

were obtained using a four GPU setup. This method was also compared to35

the dual-energy beam-hardening correction method proposed by Alvarez and36

Macovski, which it outperforms when high-Z elements are involved.37
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1. Introduction39

X-ray Computed Tomography (CT) is now ubiquitous in medicine for diagnostic and follow-up40

purposes. This technology is also increasingly used for non-medical purposes in several fields,41

notably for high-resolution, non-destructive analysis [1].42

The presence of high-density materials in scanned objects causes deterioration of CT image43

quality; the polychromatic nature of the X-ray beam used in CT scanners is at the origin of some44

image artifacts (e.g. streaks and cupping artifacts) [2]. Physical and non-physical models for beam45

hardening correction (BHC) were proposed to tackle this problem. This includes: the use of phys-46

ical filters to pre-harden the beam, X-ray absorption considerations in the iterative reconstruction47

(IR) algorithm [3], effective energy shift of the X-ray spectrum in each voxel in the forward projec-48

tor step of the IR algorithm [4] and dual-energy (DE) methods which inherently corrects for such49

artifacts [5, 6, 7, 8]. This latter method is known for producing images with amplified noise [6]50

in the CT energy range due to the nature of the photoelectric effect. Most methods require the51

knowledge of the material composition, which is not ideal for non-medical applications, since char-52

acterization is often the main objective. The heterogeneity of most samples requires physics-rich53

algorithms, capable of modelling the X-ray attenuation in the image formation process, without54

having to rely on prior material information.55

The Multidisciplinary Laboratory of CT-Scan for Natural Resources and Civil Engineering,56

located at INRS Eau Terre Environnement in Quebec City, is the first Canadian facility equipped57

with a CT scanner adapted for non-medical use. Thismodified CT scanner, mounted on rails, is able58

to acquire data of long samples, including from experiments in a custom-made hydraulic channel,59

for research activities in Earth and Environmental Sciences (e.g. sedimentology, forestry, geology,60

oceanography). This equipment can be used to scan diverse samples including drilling cores from61

land, oceans or lakes. The CT provides 3D images that relate to their structural organization and62

density distribution [9].63

In a clinical environment, filtered back-projection algorithms such as the one described by Feld-64
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kamp, Davis, and Kress [10] are often used. Advances in computing power have driven the devel-65

opment of iterative reconstruction algorithms (IR), which allow acquisitions with reduced dose,66

noise and number of projections [11]. This class of reconstruction algorithms are numerically in-67

tensive, typically requiring GPU computing to get results in reasonable time [12]. In principle, the68

inclusion of physics phenomena pertaining to the image formation process into the reconstruction69

algorithm would lead to images of higher quality. Artifacts such as beam hardening can potentially70

be reduced by integrating more physics in the reconstruction process, for example by simulating71

the polychromatic behavior of the X-ray beam in the forward projector step [4].72

We have developed a polychromatic projection model that uses the spectrum information, the73

detector response, the filter geometry of the CT scanner and a calibration curve to properly model74

the physics in the IR algorithm. As opposed to other approaches [3, 13], this algorithm requires no75

prior knowledge of the material composition, material assumption or material segmentation [14].76

The numerical burden associated with such advanced modeling is offloaded by the use of multiple77

GPUs. With this approach, we aim at inherently reduce beam-hardening artifacts in reconstructed78

images through a polychromatic forward projection model, whereas standard reconstruction typi-79

cally assumes a monochromatic X-ray beam. We compared this approach to a dual-energy beam-80

hardening correction method based on the work of Alvarez and Macovski (DE-AM) [5, 8].81

This paper is divided as follows: in Section 2, the polychromatic projection model is intro-82

duced, as well as the equations used to perform the dual-energy beam-hardening correction. Both83

models require the spectral response of the detector, which is presented at the end of this section.84

In Section 2.2, the integration of spectral information in the forward projection model is described85

for the iterative algorithm OSC-TV, a combination of Ordered Subsets Convex (OSC) algorithm86

and the Total Variation minimization (TV) regularization technique [11, 15]. Section 2.5 reports87

simulation work conducted prior to real-world experiments as well as details regarding the acquisi-88

tion and reconstruction parameters. Finally, Section 3 reports the results including the calibration89

curve required by the proposed approach and the comparison with the dual-energy beam-hardening90

correction.91
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2. Materials and Methods92

2.1. Polychromatic forward projection93

For a polychromatic beam traversing a heterogeneous material, the projection value Pi in the94

sinogram is given by the following expression [16]:95

Pi = − ln

{

∫ s(E)d(E) exp
{

− ∫L �(E, r)dr
}

dE

∫ s(E)d(E)dE

}

, (1)

where s(E) is the X-ray spectrum of the source, d(E) is the energy-dependent detector response,96

�(E, r) the linear attenuation coefficient at position r along the path L evaluated at the energy E97

of the X-ray spectrum. In the forward projector step of most IR algorithms, a much simpler model98

is generally used, where the total attenuation is calculated as follows:99

Pi =
∑

j∈i
lij�j , (2)

where �j is the linear attenuation coefficient in voxel j, traversed by the ray i, and lij is the100

intersection length.101

We posit that the total attenuation can be transformed frommonochromatic to polychromatic by102

introducing the attenuation coefficient averaged over the local spectral response, also called local103

attenuation coefficient [17]:104

�sj =

∑K
k=0 s

′
jk�jk

∑K
k=0 s

′
jk

, (3)

where k is the energy index,K the total number of energies, �jk the linear attenuation coefficient105

in voxel j at energy k, and s′jk is the spectral response (s′jk = dk ⋅ sjk) in voxel j at energy k, in106
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which sjk is the correspondent X-ray spectrum and dk is the detector response. The local spectral107

response in j is attenuated by j − 1 voxels, and is calculated by the following expression:108

s′jk = s′0k exp

{

−
j−1
∑

j′∈i
lij′�j′k

}

, (4)

where s′0k is the unattenuated spectral response at energy k. Thus, a polychromatic projection109

have the following form:110

Pi =
∑

j∈i
lij�sj . (5)

For simplification purposes, the linear attenuation coefficient at energy Ek can be decomposed111

into photoelectric and Compton contributions [5, 18]:112

�k = apE
−3
k + acfKN (Ek), (6)

where ap and ac are constants related to each physical process, fKN is the Klein-Nishina func-113

tion and Ek corresponds to the energies of the discretized spectrum. If we suppose that the un-114

corrected linear attenuation coefficient �j is evaluated at the effective energy of the X-ray spectral115

response116

E0 =
∑K

k=0 s
′
k0Ek

∑K
k=0 s

′
k0

, (7)
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we can estimate the attenuation in voxel j at any energy k using the following relation:117

�jk ≈

(

ap
ac

)

j
E−3
k + fKN (Ek)

(

ap
ac

)

j
E−3

0 + fKN (E0)
�j = fjk ⋅ �j . (8)

where fjk is the conversion factor, which estimates the attenuation coefficient at any energy118

Ek of the X-ray spectrum for the voxel j as a function of the uncorrected attenuation muj . If the119

spectral response is known, the only quantity yet to be determined is the ratio (ap∕ac)j , which gives120

the contribution of each physical effect in each voxel. This quantity can be estimated through a121

calibration curve of the form:122

(ap
ac

)

j
=
∑

m
bm�

m
E0

≈
∑

m
bm�

m
j , (9)

where �E0
is the linear attenuation coefficient evaluated at E0, which is roughly equal to the123

uncorrected �j in our approximation. The curve is calibrated against �E0
. However, during the124

forward-projection step of the reconstruction, (ap∕ac)j is determined by applying �j in Eq. 9.125

2.2. Incorporating the forward projection in OSC-TV126

Reconstruction algorithms are based on the Beer-Lambert law and therefore assume a monoen-127

ergetic photon beam. Photon counts Yi, for a detector element i, are Poisson-distributed as:128

Yi = bie
−ti (10)

where bi is the incident photons count and ti = ∑

lij�j .129

In the context of energy-integrating detectors (EIDs), bi will represent the energy read by such130

a detector. In this case, the measured quantity Yi will not strictly follow a Poisson distribution,131
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however, such model can still be considered a good approximation [3].132

The data correspondence step maximizes the Poisson log-likelihoodL(�) of the image estimate133

� and is written as follows:134

L(�) = −
∑

i

(

bie
−ti + Yiti

)

, (11)

where the maximum of this function with respect to � is the best fit of the image estimate to135

projection data Y . The OSC algorithm is used to accelerate the convergence rate [19]. In this136

algorithm, a few projections in sequence are used to project and back-project the estimated image137

in order to update �:138

�(n)
s+1 = �(n)

s + �(n)
s

∑

i∈S(s) lij
[

ȳi(n) − Yi
]

∑

i∈S(s) lijt
(n)
i ȳi

(n)
, (12)

in which n is the reconstruction iteration number, ȳi = bie−t
(n)
i is the estimated photon count or139

energy imparted in the detector, s is the index of the subset and S(s) is the function which generates140

the subsets of rays associated with the projections that are selected for the iteration. As an input141

for the iterative reconstruction, one defines the initial and final number of subsets. An initial high142

number of subsets increases the convergence rate of the reconstruction. This number of subsets is143

reduced at each iteration in order to reduce the bias in reconstruction [20, 21]. At the end of a full144

OSC iteration step, the resulting image is regularized by the total variation minimization technique145

(TV), which decreases the noise [11].146

In order to implement a polychromatic model in OSC-TV, and following Eq. 5, we substituted147
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the total attenuation t(n)i in Eq. 12 and in the parameter ȳi(n) by:148

t(n)i =
∑

j∈i
lij�

(n)
sj
, (13)

where lij and �sj are evaluated at each voxel in the forward projections step. The total attenu-149

ation ti is calculated using the Siddon raytracing algorithm [22]. This algorithm allows us to keep150

track of the X-ray spectrum at each voxel using the equations defined in section 2.1, as this quantity151

is calculated through a loop over each voxel traversed by the ray i. With that, we determine each152

term of Eq. 13.153

The strategy used to implement the polychromatic projection model is summarized in Fig. 1.154

For the sake of simplicity, we consider that sjk is the detector spectral response and that �(n)
j =155

�j . Within the forward projection step of an IR algorithm, and for each energy Ek of the X-ray156

spectrum, given an arbitrary voxel j, where j ∈ i, the estimated and uncorrected attenuation �j157

is used first to calculate the Compton and photoelectric coefficients by using the calibration curve158

given by Eq. 9. Once these terms are defined, one can obtain the conversion factor fjk, which can159

be used to estimate �jk (see Eq. 8). The total attenuation for the energy Ek, henceforth defined160

as T , is then accumulated over j − 1 voxels and used to calculate the spectrum response for each161

energy bin at the voxel j. Once all energy bins are processed, the local attenuation coefficient can162

be calculated by applying Eq. 3, leading to the total attenuation given by Eq. 13.163

2.3. Dual-energy decomposition164

Following the DE-AMmethod [5, 6, 8, 7], with two scans acquired with different tube voltages,165

one obtains two sets of logarithmic projections, PL and PH . In order to calculate Ap =
∑

aplij and166

Ac =
∑

aclij , the photoelectric absorption and Compton scattering line integrals, the multivariate167

Newton-Raphson method was used to minimize the following system of equations [6, 7]:168
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Calculate intersection 
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(
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a c )j Ek

−3
+ f KN (Ek )

(
a p
a c )j E0
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+ f KN (E0)
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Accumulate attenuation
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M⋅μ j
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More energy bins?
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T [K ]={0 }

Μ=0
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More voxels?

           

                       
                       yes

End of 
forward

projection 
for ray i

       no         

j< jmax

Figure 1: Flowchart depicting the strategy used to implement the polychromatic forward projection in
the OSC-TV algorithm.

fL = − ln
∑

k
sLkdk exp

[

−ApE
−3
k − AcfKN (Ek)

]

+

+ ln
∑

k
sLkdk − PL, (14)
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fH = − ln
∑

k
sHkdk exp

[

−ApE
−3
k + AcfKN (Ek)

]

+

+ ln
∑

k
sHkdk − PH , (15)

where sLk and sHk are the low- and high-energy X-ray spectrum. The pair (Ap, Ac) is updated169

as follows:170

⎛

⎜

⎜

⎝

A[n+1]
p

A[n+1]
c

⎞

⎟

⎟

⎠

=
⎛

⎜

⎜

⎝

A[n]
p

A[n]
c

⎞

⎟

⎟

⎠

−
[

J−1
(fL,fH )(A

[n]
p , A

[n]
c )

]
⎛

⎜

⎜

⎝

fL(A[n]
p , A

[n]
c )

fH (A[n]
p , A

[n]
c )

⎞

⎟

⎟

⎠

, (16)

where J−1 is the inverse of the Jacobian of the functions fL and fH evaluated at Ap = A[n]
p and171

Ac = A[n]
c . The iteration stops when |A[n+1]

p − A[n]
p | < 10−6 and |A[n+1]

c − A[n]
c | < 10−6.172

The minimization is accelerated by the use of an nVidia graphic card RTX 2070 SUPER, using173

the Numba compiler [23]. With this module, a portion of the python code can be compiled into174

CUDA kernels and device functions, allowing GPU parallel computation with a fast implementa-175

tion.176

The solution obtained is not always a physical one, mainly when noise is present in the pro-177

jection data. It means that either Ap or Ac is negative or undefined. Therefore, a constrained178

decomposition method was used [6, 7], with minor modifications to deal with undefined solutions.179

With the line integrals, Ap and Ac , calculated from PL and PH , the iterative algorithm OSC-TV180

(Section 2.2) [11, 15] was used to reconstruct the photoelectric and Compton images, ap and ac , re-181

spectively. This algorithm runs on multiple GPUs, which delivers a computation time ranging from182

seconds to minutes depending on the number of projections and the detector grid size. From these183

images, the virtual monoenergetic image (VMI) evaluated at energy Ek is obtained by applying184

Eq. 6.185
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2.4. Detector dependent spectrum186

Medical CT scanners are equipped with bowtie filters, generally made of aluminum. Those187

filters are used to compensate the differential hardening of the beam as it passes through the scanned188

sample. Such assembly is responsible for reducing cupping artifacts in medical applications [24].189

The methods detailed in Sections 2.1 and 2.3 for BHC require the prior knowledge of the X-ray190

spectrum. Given that the spectrum is typically "pre-hardened" by the bowtie filter in medical CT191

scanners, one must take into account such effect. By modelling the bowtie filter, one can calculate192

the spectrum as a function of the CT fan angle �, and incorporate the detector dependent spectrum193

into the previous models through the following equation:194

sk(�) = sk exp
[

−x(�)�Al(Ek)
]

, (17)

where x is the thickness of aluminum traversed by the beam and �Al is the linear attenuation195

coefficient for aluminum. The spectra and the detector response used in this work, both necessary196

for applying our BHC method and the DE-AMmethod, are the ones provided by the manufacturer.197

2.5. Imaging process198

The scans were performed using a Siemens SOMATOM Definition AS+ 128 CT scanner, in-199

stalled at INRS Eau Terre Environnement in Quebec City. In this work, we used vendor-provided200

binaries to remove the proprietary beam-hardening correction (BHC) preprocessing and to convert201

raw data into convenient image file format. All samples were scanned in sequential mode.202

2.5.1. Numerical simulations203

In order to validate the proposed method, simulations of sequential acquisitions were conducted204

for 100 kVp and 140 kVp with a virtual phantom, taking into account the geometry of the Siemens205

SOMATOM Definition AS+ 128 CT scanner as well as the same X-ray spectra and detector re-206

sponse provided by the manufacturer. For simplification purposes, the bowtie filter was not con-207
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Ti

CaCO
3

Al

Mg

 H2O

Figure 2: Virtual phantom.

sidered for this case nor any noise model, hence, no dependence of the X-ray spectra on the CT fan208

angle. A sequential acquisition protocol was simulated, where 2,304 projections are acquired over209

a single rotation through the use of a flying focal spot. A detector grid of dimensions 736 pixels210

x 64 pixels was used. The virtual phantom, illustrated in Fig. 2, is composed of a water cylinder211

of 200 mm of diameter, with 4 cylinder rods of 30 mm of diameter. The material properties of the212

virtual phantom are reported in Table 1.213

Table 1
Composition of the virtual phantom.

material Zeff �e (
electrons⋅mol

cm3 ) � ( g
cm3 )

Water (H2O) 7.42 0.555 1.000
Titanium (Ti) 22 2.071 4.506
Magnesium (Mg) 12 0.858 1.738
Aluminum (Al) 13 1.301 2.700
Marble (CaCO3) 15.08 1.354 2.711

The effective atomic number Zeff was obtained through the classical expression [25]:214

Zeff =
∑

i

�
√

�iZ
�
i , (18)
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where � is usually a value defined between 2.94 and 3.80, which is usually judiciously obtained215

depending on a set of materials for characterization purposes [7, 26]. Finally, �i is the fraction216

number of electrons, which is given by:217

�i =
niZi

∑N
j=1 njZj

, (19)

where ni represents the number of atoms of the composition having an atomic number Zi.218

The electron density �e for a compound may be calculated by the giving formulas [27]:219

�e = �NA

(Z
A

)

med
, (20)

(Z
A

)

med
=
∑

i
!i

(

Zi

Ai

)

, (21)

where!i the fractional weight of the chemical element i in the compound,NA is the Avogadro’s220

number, � is the mass density, Ai is the atomic weight of the element i, and the ratio (Z∕A)med is221

the ratio of the atomic number to the atomic weight of a given medium.222

2.5.2. Real-samples application223

Three samples were used to illustrate the performance of both algorithms in a real scenario (see224

Fig. 3): (i) a water phantom with a diameter of 200 mm; (ii) an aluminum cylinder with a diameter225

of 75 mm, corresponding to the leftmost part of Fig. 3 (b); (iii) a sodium iodide solution (NaI) with226

at 50 % concentration in a 13.5 mm diameter recipient. This solution presents an effective atomic227

number of 37.53 and an electron density of �e = 0.671 e− ⋅ mol∕cm3.228

For the water phantom and the aluminum sample, the same scanning protocol was used, where229
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a                             b                                    c

Figure 3: Samples used to test our beam-hardening correction algorithm: (a) Water phantom for
Definition AS, (b) aluminum sample and (c) 50 % NaI solution.

2,304 projections are generated by two distinct flying focal spots over a single rotation, with a230

detector grid with dimensions 736 pixels x 64 pixels. Due to the small size of the 50 %NaI solution,231

a protocol that generates 4,608 projections through four flying focal spots was used instead, with232

the same detector grid size. The respective bowtie filter set in such scanning mode was properly233

modelled as to account for the spectrum as function of the fan angle (Section 2.4).234

In order to appreciate the effect of the bowtie filter modelling for beam-hardening correction,235

its effect was also removed for the water phantom. Hence, two different scenarios can be shown:236

BHC with and without bowtie filter modelling. For the last case, the X-ray spectra used in the237

corrections are not "pre-hardened" by the filter, while for the first case it depends on the CT fan238

angle, as given in Eq. 17. For the other samples, such as the aluminum and the 50 % NaI solution,239

the effect of the bowtie filter on the X-ray spectra was included in the BHC approaches.240

Each sample was scanned with a tube voltage of 100 kVp and 140 kVp, so that the dual-energy241

method (DE-AM) can be applied. For the water phantom, a tube current of 420 mA was used, with242

a corresponding value of 600 mA for the aluminium sample, in both cases with an exposition time243

of 0.5 s. Finally, the 50 % NaI solution was scanned with a tube current of 550 mA for the 140 kVp244

and 600 mA for the 100 kVp tube voltage, and 1.0 s of exposition time.245

The OSC-TV was used both with and without the polychromatic projection model, henceforth246

called OSC-TV-poly (Section 2.1), to reconstruct the images of the virtual phantom and the real247

samples acquired at an X-ray tube voltage of 140 kVp. For the dual-energy method, the 100 and248

140 kVp projections were transformed into photoelectric and Compton components (see Eqs. 14249

and 15), which are later reconstructed with the OSC-TV algorithm. Finally, these dual-energy250

images were combined (see Eq. 6) to produce a VMI at the effective energy E0 of the 140 kVp251
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Table 2
Reconstruction matrix size and voxel size defined for the OSC-TV and the OSC-TV-poly algorithm. The
same parameters are used for the 140 kVp, photoelectric and Compton images of each sample.

Samples Matrix size
Voxel size
(mm3)

virtual phantom 512 x 512 x 24 0.6 x 0.6 x 1.2
water phantom 512 x 512 x 16 0.78 x 0.78 x 2.0

aluminum 512 x 512 x 48 0.6 x 0.6 x 0.6
50 % INa 2048 x 2048 x 48 0.15 x 0.15 x 0.6

beam.252

2.5.3. Reconstruction parameters253

Images are reconstructed in units of cm−1, and not in Hounsfield units (HU). As the manufac-254

turer beam-hardening preprocessing was removed from the raw data, the water pixel values are no255

longer normalized to 0 HU, and so they reflect the linear attenuation coefficient at the effective256

energy of the source’s X-ray spectrum.257

For each sample, different sets of reconstruction parameters for the OSC-TV algorithm were258

used (e.g. number of iterations, initial number of subsets, final number of subsets, voxel size, grid259

size), as well as regularization parameters related to TVminimization [11] (see Tables 2 and 3). All260

the reconstructions, including the 140 kVp, photoelectric and Compton images, were performed261

using the same number of iterations, a regular grid size of 512 pixels x 512 pixels, except for the262

50 % NaI solution, where a grid size of 2048 pixels x 2048 pixels was used (see Table 2). The263

reconstruction matrix size in z depends on its respective voxel size. The voxel size in x and y264

was adjusted so that the scanned object and the CT scanner table are included in the field-of-view265

(FOV). This is necessary to avoid truncation artifacts related to objects outside the image grid [28].266

As one can note in Table 3, a higher number of subsets (and a final number of subsets) was used267

for the virtual phantom. This configuration increases the convergence rate [20] and is necessary268

due to the high attenuating materials (e.g. titanium) present in such sample.269

The regularization constant dictates the strength of the regularization performed by TV (e.g.270

smoothness). The same TV constant value was used for all 140 kVp images, to preserve spa-271
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Table 3
Reconstruction parameters for the OSC-TV and the OSC-TV-poly algorithm. The
number of iterations, number of subsets and the final number of subsets are the same
for the 140 kVp, photoelectric and Compton images of each sample.

Samples
OSC-TV/OSC-TV-poly parameters Regularization constant

Number of
iterations

Number of
subsets

Final
number
of subsets

140 kVp Photoelectric Compton

Virtual phantom 5 800 80 0.02 0.02 0.02
Water phantom 5 84 9 0.02 0.4 0.1

Aluminum 5 84 9 0.02 0.4 0.1
50 % NaI 5 84 9 0.02 0.1 0.1

tial resolution. As summarized in Table 3, for real samples, the same reconstruction parameters272

were used. The correspondent photoelectric and Compton images of the water phantom and the273

aluminum sample are reconstructed with a larger regularization constant, while for the 50 % NaI274

solution, this constant was set to 0.1 for the Compton and photoelectric images. By doing this,275

the inherent noise of both projections are attenuated. It is worth noting that further research could276

better guide the choice of the regularization parameter and lead to optimal reconstructions in terms277

of noise and spatial resolution.278

The OSC-TV-poly is computationally intensive. Hence, in order to evaluate the applicability of279

our method, reconstructions with both OSC-TV and OSC-TV-poly were performed on a computing280

node with four nVidia V100 Volta GPUs.281

In order to evaluate potentially cupping and capping artifacts generated in the reconstructed282

images, a beam-hardening ratio is defined as [6]:283

BHR =
|

|

|

Pedge − Pcenter
|

|

|

Pedge
× 100%, (22)

in which Pedge and Pcenter are the pixel values at the edge and at the center of the reconstructed284

image, obtained from the line profiles illustrated in Figs. 6, 8 and 9.285
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3. Results and discussion286

3.1. Calibration curve287

Eq. 6 was used to fit, with the least squaremethod and data from the NISTXCOMdatabase [29],288

the linear attenuation coefficient of a large list of materials compiled by Barthelmy [30] (e.g. 3,000289

materials and constrained by Zeff ≤ 27 and � ≤ 5.2g∕cm3). Attenuation coefficient were consid-290

ered in the 20 to 140 keV energy range to obtain the (ap,ac) pairs. Fits with coefficient of determi-291

nationR2 higher or equal to 0.999were used. This constraint mainly removes elements that present292

K-edges within the energy range considered and that act as outliers in the fit procedure. Finally,293

the ratio ap∕ac obtained for each material is fitted against its respective attenuation evaluated at the294

effective energy of the X-ray spectral response, �(E0 = 83 keV ), where E0 is the effective energy295

of the 140 kVp beam. For that, a polynomial of order 6, with the constraint that the first parameter296

b0 is always zero, was used. By those means, the ratio ap∕ac is always greater than zero for low297

values of �(E0). For this fitting procedure, it was obtained an R2 = 0.893 (Fig. 4).298

One may define an adapted calibration curve by knowing a priori the nature of what is being299

scanned, hence, limiting its range for specific materials. This approach could improve the X-ray300

spectrum estimation through more accurate Compton and photoelectric contributions, further re-301

ducing beam-hardening artifacts. A similar approach was used by de Man et al. [3], where material302

assumptions is required. It is worth noting that the number of iterations for OSC-TV and OSC-TV-303

poly remains the same, hence, no extra forward-projections and back-projections are required in304

the model, and neither the reconstruction of extra images, as only the forward-projection step is305

changed.306

3.2. Simulation results307

Fig. 5 shows the comparison between the reconstruction of the virtual phantom with no BHC308

(a), the DE-AMmethod (b) and the proposed BHCmethod(c). As the X-ray spectra and the detector309

response are well known in the simulation framework, the dual-energy method efficiently removes310

beam-hardening artifacts, such as dark streaks and cupping. No bowtie filter modelling was used,311
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Figure 4: Calibration curve used to estimate ap∕ac from the uncorrected linear attenuation coefficient.
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Figure 5: Virtual phantom: (a) reconstruction performed with OSC-TV (140 kVp), (b) virtual monoen-
ergetic image calculated through DE-AM method (100/140 kVp), evaluated at 83 keV, (c) reconstruction
performed with OSC-TV-poly (140 kVp). Window: [0.160, 0.200] cm−1.

as it was not included in the virtual acquisition. Hence, the X-ray spectra are the same for all312

the detector elements of the CT scanner. The OSC-TV-poly method also produces images with313

reduced BH artifacts, for both water and other materials. These results suggest that the OSC-TV-314

poly algorithm can handle a wide range of Zeff and �e without having to rely on semi-empirical315

parameters which might not be optimal for low and high density samples at the same time.316
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Figure 6: Water phantom: (a) reconstruction performed with OSC-TV (140 kVp), (b,c) virtual mo-
noenergetic image calculated through DE-AM method (100/140 kVp), evaluated at 83 keV, without and
with bowtie filter consideration, (d,e) reconstruction performed with OSC-TV-poly (140 kVp), without
and with bowtie filter modelling. Window: [0.177,0.185] cm−1.

3.3. Real samples application317

The importance of the bowtie filter modelling for X-ray spectrum considerations in both BHC318

methods is shown in Fig. 6. Due to the presence of the bowtie filter in the CT scanner, an im-319

portant capping artifact is produced in the water phantom (recalling that raw data were generated320

without manufacturer-provided BHC). The modelling of the bowtie filter, which provides a detec-321

tor dependent spectra in the DE-AM and the polychromatic algorithms, significantly reduced this322

effect.323

The effect of the regularization on the reconstruction of the photoelectric image is demonstrated324

in Fig.7. When no regularization is used in the reconstruction, hence the OSC algorithm, the325

resulted image is very noisy, presenting some peak values over the image. Although the mean326

pixel values are similar: 3873 for the OSC and 3825 for the OSC-TV, the first present a standard327

deviation of 1877, while the regularization is capable of reducing it to 197.328

Figs. 8 and 9 show line profiles of the aluminum sample and the 50 % NaI solution without329

any BHC (a), the VMI for E = 83 keV , which is a linear combination of the photoelectric and330

the Compton images, both reconstructed with OSC-TV (b), and finally, the reconstruction with the331

BHC from the proposed model (c). For higher density, higher Z samples, an important cupping332
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Figure 7: Water phantom: (a) reconstruction of the photoelectric image performed with OSC (no TV),
(b) reconstruction of the photoelectric image performed with OSC-TV, with a regularization constant
of 0.4. Window: [2,000,7,500] keV 3 cm−1.

artifact is observed in the uncorrected image of the aluminum sample and the 50 % NaI solution.333

Both BHC methods were able to reduce it.334

Along the solid lines in shown in Fig. 6, one can see that the maximum and minimum value335

for the water phantom, when no BHC is applied (a), is 0.185 cm−1 and 0.182 cm−1, respectively.336

The correspondent BHR is only 1.6 %. For the cases where BHC was attempted but with no filter337

considerations (b,d), the BHR increased to roughly 2.8%, where an overcorrection was produced.338

Finally, with the bowtie filter modelling, both BHC methods reduced the BHR to only 0.3 %,339

meaning the capping artifact was greatly reduced.340

Concentric ring artifacts appears in the water phantom in Fig. 6 for all the cases studied, but341

mainly on the VMI image. These artifacts are the result of TV regularization, and so they can be re-342

duced or removed by decreasing the regularization constant, at the expense of images reconstructed343

with more noise. The magnitude of these artifacts is increased by the window level/window width344

used, which is the same for all figures.345

For the aluminum sample, the variations aremore important, going from 0.52 cm−1 to 0.58 cm−1
346
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Figure 8: Aluminum sample: (a) reconstruction performed with OSC-TV (140 kVp), (b) virtual monoen-
ergetic image calculated through DE-AM method (100/140 kVp), evaluated at 83 keV, (c) reconstruction
performed with OSC-TV-poly (140 kVp). Window: [0.50,0.59] cm−1.

in the image with no BHC, which represents a BHR of 10.3 %. The dual-energy and the OSC-347

TV-poly methods led to variations ranging from 0.53 cm−1 to 0.55 cm−1, equivalent to a BHR of348

3.6 %.349

The OSC-TV-poly approach was able to reduce the cupping artifact importantly for the NaI350

solution (BHR of 3.6 %), even if the sample has an effective atomic number higher than the ones351

used to define the calibration curve, and a K-edge at 33.2 keV leading to a poor fit through Eq. 6352

(R2 = 0.45). This result is much better than the BHR = 14.9 % obtained without correction,353

and also lower than the dual-energy approach (BHR = 5.9 %). This last method led to an over-354

correction, as it can be seen in Fig. 9 (b), where a capping artifact is produced. The presence of a355

K-edge is poorly compatible with the two basis functions of the Alvarez and Macovski attenuation356

model (see Eq. 6), leading to this type of behavior [7, 8].357

The proposed OSC-TV-poly method tends to produce smoother images, as it avoids the path358

taken by the DE-AM approach involving the generation of a potentially very noisy photoelectric359

image associated with low Zmaterials [6]. Although a comprehensive assessment is not conducted360

here since it is a non-issue with samples, the OSC-TV-poly method is also advantageous from361

a dosimetric perspective as it requires a single acquisition (compared to two with the DE-AM362

Trotta et al.: Preprint submitted to Elsevier Page 21 of 27



BHC through polychromatic projection model

a
OSC-TV

b

OSC-TV
VMI (E=83 keV)

c
OSC-TV-poly

−1.0 −0.5 0.0 0.5 1.0
Distance (cm)

1.2

1.3

1.4

1.5

At
te
nu

at
io
n 
(1
/c
m
)

−1.0 −0.5 0.0 0.5 1.0
Distance (cm)

1.2

1.3

1.4

1.5

At
te
nu

at
io
n 
(1
/c
m
)

−1.0 −0.5 0.0 0.5 1.0
Distance (cm)

1.2

1.3

1.4

1.5

At
te
nu

at
io
n 
(1
/c
m
)

Figure 9: 50 % NaI solution: (a) reconstruction performed with OSC-TV (140 kVp), (b) virtual monoen-
ergetic image calculated through DE-AM method (100/140 kVp), evaluated at 83 keV, (c) reconstruction
performed with OSC-TV-poly (140 kVp). Window: [1.25,1.50] cm−1.

method). A single acquisition is definitely an advantage in a clinical setting, where CT scans do363

not typically offer dual-energy capabilities (other than performing to separate acquisitions with the364

risk of misregistration of patient images).365

Furthermore, the acquisition of high-Z and high density samples with reduced artifacts is also366

advantageous in the field of geology, such as porosity characterization in rocks with a CT scan-367

ner [31]. The presented algorithm can potentially deal with low and highly attenuation materials,368

such as water and dense rocks, improving the desired characterization by removing the bias caused369

by beam-hardening artifacts.370

These results are important because they show that the calibration curve used, based on a large371

list of materials and NIST XCOM attenuation data, was able to estimate the photoelectric and372

Compton contribution for the materials in the virtual phantom, water phantom, the aluminum sam-373

ple, and the 50 % NaI solution, which allowed beam-hardening to be simulated in the forward374

projection step, and ultimately, reconstruct images with reduced artifacts. Beam-hardening effects375

caused by the bowtie filter are also corrected by including its attenuation in the model. It is impor-376

tant to point out that all those samples presented an attenuation coefficient within the interval of377

validity of the calibration curve.378
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In this work, the X-ray spectrum provided by the manufacturer was not verified by indepen-379

dent means, hence, possible inaccuracies in such quantity could also lead to non-optimal beam-380

hardening correction [6, 8, 7] for both the methods presented in this work.381

3.4. Pre-processing time382

For the Siemens detector grid of 736 pixels x 64 pixels, and a total of 2,304 projections, the383

developed Python script, allied with the Numba compiler, is able to perform the dual-energy de-384

composition (Section 2.3) of such configuration in half a minute. That is, once the low- and high-385

voltage sinograms are acquired, it takes roughly 30 seconds to generate the Compton and photo-386

electric pair. For the 50 % NaI solution protocol, where twice the number of projections are used,387

the decomposition takes around 80 seconds.388

3.5. Processing time389

The OSC-TV-poly is computationally intensive. Hence, in order to evaluate the applicability390

of our method, we calculated the reconstruction time (min) of the ordinary OSC-TV against the391

OSC-TV-poly, using the 140 kVp images for benchmarking. As reported in Table 4, OSC-TV-poly392

is able to reconstruct the same images in a few minutes. For the water phantom, the reconstruction393

takes roughly 20 times longer than the OSC-TV, where it takes 3.3 and 8.3 times longer for the394

aluminum sample and the virtual phantom, respectively. This difference is more important for the395

water phantom due to its larger size (200 mm), where the X-ray spectrum needs to be estimated for396

more voxels compared to the aluminum sample. The reconstruction time of the virtual phantom397

takes longer compared to the water phantom and the aluminum cylinder due to the high number of398

subsets used in the reconstruction, which increases the number of iterations within a full OSC step.399

For the 50 % NaI solution, processing time is longer due to its reconstruction matrix size (four400

times larger): almost two hours for the OSC-TV-poly and roughly 7 minutes for the OSC-TV. Such401

issue with the reconstruction time could be easily solved by making use of strategies to reconstruct402

regions-of-interests (ROI) through iterative reconstruction algorithms [28], hence, a smaller grid403

size could be used to avoid including the whole FOV into the image matrix and at the same time404
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Table 4
Comparison of reconstruction time using 4x nVidia Tesla V100 16 GB.

Sample
Reconstruction time (min) Time increase

factorOSC-TV OSC-TV-poly

Virtual phantom 1.86 6.13 3.30
Water phantom 0.21 4.36 20.76
Aluminum 0.47 3.87 8.23
50 % NaI 6.97 113.99 16.35

set smaller voxels sizes.405

4. Conclusion406

In this paper, a novel, physics-rich algorithm to reduce beam hardening artifacts was presented.407

The modelling of the physics allows the correction of beam hardening artifacts (capping, cupping408

and streaks) with no prior knowledge of the material information. The code can be implemented409

in the forward projection of an IR algorithm. Reasonable processing times were achieved by using410

multiple GPUs. Both the dual-energy method and the IR algorithm with a polychromatic acqui-411

sition model were able to deliver satisfactory results. The proposed approach outperformed the412

DE-AM BHC method when it comes to high-Z elements.413
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