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Résumé

L’optique et la photonique ont été au coeur d’une panoplie d’avancements scientifiques et tech-
nologiques depuis quelques décennies. En particulier depuis I’avénement du laser, des approches
basées sur 'optique ont été capitales au déploiement d’une multitudes d’applications, notamment
en spectroscopie, imagerie, métrologie, télécommunication, pour le traitement d’informations, etc..
Malgré le progres formidable des technologies photoniques, certains développements névralgiques
dans ces divers domaines demandent une sensibilité et une tolérance au bruit accrues afin de pou-
voir fructueusement extraire 'information requise d’un signal optique donné. Le probléme est
d’autant plus important lorsque le signal d’intérét est faible, car dans ce cas, de I’énergie externe est
habituellement injectée afin que la forme d’onde atteigne suffisamment de puissance pour étre détec-
tée. Cependant, toute forme d’amplification dégrade nécessairement la qualité d’un signal, de sorte
qu’il est possible que la forme d’onde soit corrompue par le bruit & un point tel que I'information
contenue soit totalement perdue.

En fait, le probleme du bruit est omniprésent, car pratiquement tous les signaux requierent une
forme ou une autre d’atténuation de bruit due a l'intrusion inévitable de bruit qui peut affecter les
différents procédés d’un mécanisme de traitement de signal, soit deés lors qu’un signal est généré,
durant sa propagation, ou au moment de la détection. La méthode la plus répandue pour atténuer
le bruit est d’utiliser un filtre de bande passante, qui élimine toute 1’énergie a I'extérieur d’une
plage de fréquences données. Néanmoins, cette approche est mal adapté aux signaux qui consiste
en une gamme de fréquences tres restreintes, ainsi que ceux qui consiste en une gamme tres large
de fréquences. En particulier, les signaux & bande étroite sont difficiles a traiter car il est complexe
de concevoir un filtre optique efficace avec une bande passante tres étroite, tout en maintenant une
perte d’insertion basse. D’autre part, 'atténuation du bruit par filtre a bande passante est inefficace
pour traiter les signaux a large bande, car une quantité importante du bruit est contenue a méme
la bande du signal. Des méthodes alternatives afin de contrer ce bruit interbande sont tres rares,
et sont le sujet de recherches actives depuis longtemps. Les quelques solutions existantes se basent
sur des post-traitements digitales qui ne peuvent pas étre appliquées aux signaux optiques.

Ce mémoire présente la nouvelle solution que j’ai développée pour le rétablissement de signaux
optiques noyés sous le bruit. Le concept est basé sur la théorie de l'effet Talbot, et consiste a
redistribuer 1’énergie d’un signal en une série de pointes dont I’enveloppe suit une forme amplifiée
du signal initial. Ce procédé est physiquement implanté exclusivement par des manipulations de
phases, afin de réaliser un échantillonnage sans perte menant a une amplification sans bruit du signal.
La méthode proposée offre le rétablissement du signal en temps réel et a la volée, sans avoir recours
a un post-traitement digital, agissant directement sur le support physique de 'onde. Elle peut étre
instaurée soit pour les signaux a bande étroite ou a large bande, visant les problemes mentionnés
quant a I'atténuation de bruit pour chaque type de signal. Le concept apporte donc une approche
opportune et universelle pour la détection de signaux considérablement différents, qui pourrait



permettre le rétablissement d’information précédemment inaccessible, accordant potentiellement de
nouvelles avancées pour des domaines variant de la radioastronomie, aux télécommunications, et a
la biologie.

Mots-clés: Atténuation du bruit, Détection de signaux faibles, Amplification sans bruit, Effet
Talbot.
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Abstract

Optics and photonics have been at the heart of a plethora of scientific and technological advance-
ments in the last decades. Particularly since the advent of the laser, optical approaches have been
key to numerous scientific and technological applications, namely in spectroscopy, imaging, metrol-
ogy, telecommunication, and information processing, amongst many others. Despite tremendous
advancements in photonic technologies, successful key applications in these diverse fields require
higher sensitivity and tolerance against noise to be able to extract the needed information from a
given optical signal. This is particularly problematic when the waveform of interest is weak, since
in this case, energy is typically injected in the signal in order for it to have sufficient power to be
detected, but any form of active amplification will necessarily degrade the quality of a signal, in
such a way that the information can get completely corrupted by noise in the amplification process.

In fact, the problem of noise is ubiquitous, as practically all signals require some form of noise
mitigation due the unavoidable intrusion of noise that can affect a signal processing scheme, which
may happen when the signal is generated, during its propagation or at the time of detection. The
most common method to mitigate noise is to use a bandpass filter, which eliminates all the energy
outside of a given bandwidth. However, this approach is ill-suited for signals which consists of a
very narrow band of frequency components as well as those that consist of a very broad range of
frequency components. In particular, narrowband optical signals are difficult to process because
it is difficult to design effective optical filters with very narrow pass bands and low loss. On the
other hand, noise mitigation by bandpass filtering is ineffective for broadband signals since a large
amount of noise is contained within the bandwidth of the signal itself, and as such, is unaffected by
bandpass filtering. Alternative methods to mitigate this so-called in-band noise are scarce and have
been the subject of much research these past decades. Current solutions typical relying on digital
post processing methods that are ill-suited for broadband optical signals.

In this thesis, I present a novel solution I developed for the recovery of optical signals buried
under noise. The concept is based on the theory of the Talbot effect, and consist of redistributing the
energy of the signal into discrete bins using phase-only manipulations, simultaneously implementing
lossless sampling and noiseless amplification of the signal. The proposed method provides signal
recovery on the fly and in real-time, directly on the physical wave domain, thus avoiding the need
for digitalization and post-processing. It can be implemented for either narrowband or broadband
signals, targeting the aforementioned difficulties in noise reduction associated with each kind of
signals. It thus brings a timely, universal approach for the detection of vastly different signals, and
could enable the recovery of previously unattainable information, allowing for new advances in fields
ranging from radio-astronomy to telecommunications and biology.

Keywords: Noise mitigation, Weak signal detection, Noiseless amplification, Talbot effect.
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Sommaire Récapitulatif

Cette section fournit un bref résumé des motivations de ce projet de maitrise. Ceci vise & introduire
I'importance des recherches effectuées sur le développement de nouvelles techniques pour la détection
d’ondes optiques a faible énergie, noyées sous une quantité de bruit qui rend leur détection difficile.
Le probleme de la détection d’onde optique est traité, ainsi que les solutions actuelles et les problemes
qui y sont associés. Ceci est suivi d’une présentation des concepts utilisés pour le déploiement d’une
technique novatrice afin de répondre aux problémes soulevés. Ce résumé termine avec la présentation
de résultats expérimentaux ainsi que d’une breve conclusion décrivant les avantages des techniques

proposées.

0.1 Procédés d’amplification et d’atténuation de bruit en optique

Toute connaissance que nous obtenons provient ultimement d’une mesure du monde extérieur. Ce
processus de mesure consiste généralement a transférer I'information d’un systéme a I'un que nous
pouvons consciemment interpréter. Veuillez noter qu’ici, le therme information ne se limite pas
simplement a son usage habituel dans le domaine de la télécommunication ou de I'informatique, mais
réfere plutot a la description d’une entité dans le sens général du terme. Cette information pourrait
donc étre quelque chose d’aussi anodin que la distance entre deux villes, la couleur d’une feuille
d’automne, la vitesse a laquelle un véhicule se déplace, ou encore la signification de mots énoncés.
En revanche, 'obtention de certaines connaissances requiert parfois des instruments hautement
sophistiqués afin d’accéder a I'information désirée. Par exemple, on envoi dans I’espace des satellites
pour mesurer une radiation provenant de la formation de notre univers, le rayonnement de fond
cosmologique (Cosmic Microwave Background, CMB). Le CMB est alors détecté avec un niveau
de bruit extrémement bas et une sensibilité a la fine pointe de la technologie par des antennes

hautement spécialisées [sr1]. Il existe évidement une myriade d’entités qui doivent étre mesurée
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de diverses facons. Cette composante expérimentale pour accéder a I'information est centrale a

I'avancement de la science.

Dans virtuellement tous les cas, 'information est supportée par une forme de systéme d’onde,
habituellement d’origine mécanique ou électro-magnétique. De plus, le processus de mesure ne
consiste habituellement pas seulement que de I'étape de la détection; la forme d’onde contenant
Iinformation d’intérét doit habituellement propager de 'entité sous investigation jusqu’a I’appareil
de détection, et dans certain cas, 'onde elle-méme doit étre générée extérieurement afin de sonder
I’entité sous investigation. Le domaine de I'optique et de la photonique, qui concerne la manipula-
tion et le traitement d’onde électro-magnétique dans les régimes visuels, ultraviolet et infrarouge,
est particulierement bien adapté pour les systémes de mesures. Plusieurs raisons expliquent cela,
telles que la sensibilité unique offerte par ce médium pour sonder divers entités d’une facon non-
intrusive, ainsi que son habilité a transmettre de I'information sur de longues distances. En effet, les
approches basées sur la photonique permettent de mesurer une foule de phénomenes scientifiques, de
I'investigation du tres grand, tel que des événements astronomiques ayant lieu a des années lumieres
de la terre [sr2], jusqu’au microscopique, pour sonder les dynamiques de réactions chimiques et bi-
ologiques [sr3]. La photonique est aussi centrale & 'avénement d’une myriade de développements
technologiques, par exemple en permettant la transmission massive de données par 'internet, pos-
sible par la haute capacité d’information de la fibre optique [sr4]. Ou encore, par les avancements
en imagerie qui permettent une qualité photographique phénoménale aux caméras de téléphones
portables. Les progres en photonique ont certainement eu un impact immense sur I’humanité, non
seulement d’un point de vue scientifique, mais aussi technologique et social. Cependant, il y a
un probléme central & tout processus de mesure qui affecte aussi les applications potentielles des

approches optiques, notamment I’enjeu omniprésent du bruit.

Dans le domaine du traitement de signal, le bruit est définit un peu différemment de son usage
habituel dans la vie de tous les jours, ou le terme peut référer au son produit par un moteur
de voiture, ou encore celui provenant d’'un champ de construction. Plusieurs définitions ont été
proposées, mais dans le contexte d’une mesure, le bruit peut généralement étre défini comme une
perturbation stochastique indésirable qui tend a obstruer la communication ou la mesure d’un autre
signal [srb]. Dans la présente these, le terme est donc réservé a la partie indésirable d’un signal
qui est de nature stochastique, non corrélé, et caractérisé par des fluctuations rapides. Notez que

le fait d’étre aléatoire n’est pas un critere en soit pour qu’un signal soit du bruit. En effet, si I'on



prend par exemple un signal de télécommunication portant de l'information encodée sous forme
de bits, du point de vue d’'un observateur externe, ce signal varie de fagon aléatoire. Pourtant
nous serions tous d’accord pour dire que ce signal ne correspond pas a ce que nous appellerions du
bruit. Effectivement, la nature imprévisible du bruit est souvent plutot d’origine physique, tel que
I’agitation thermique des électrons dans un courant électrique a faible intensité, ou le temps d’arrivée
aléatoire de particules individuelles qui donne lieu au bruit de grenaille (shot noise). En revanche,
dans certaines disciplines, tout signal indésirable peut étre considéré comme du bruit, sans regard
vis-a-vis d’un criteére stochastique. Par exemple, deux canaux de communication peuvent causer de
I'inter-modulation (cross-talk), de sorte qu'un signal indésirable s’ajoute & un canal adjacent par
couplage parasitique. Sans perte de généralité, ce type de distorsion ne sera pas inclus dans notre
définition de bruit. Nous réservons donc ce terme pour des signaux indésirables qui sont incohérents
et de nature stochastique, comportant de rapides fluctuations en amplitude et en phase de fagon

totalement imprévisible.

Bien que l'optique et la photonique offrent des avantages déterminants par rapport a d’autres
approches pour prendre des mesures, ainsi que pour la transmission et le traitement d’information,
la présence de bruit incohérent limite leur sensibilité pour mesurer des phénomenes dans plusieurs
domaines différents, tel qu’en biologie [sr6], en physique fondamentale [sr7] et en chimie [sr8]. Cette
problématique limite aussi la distance de rendement des liens de transmission d’information [sr9],
ainsi que de l'implantation de la communication satellite optique [sr10], donnant lieu & de vastes
recherches dans les récentes décennies. Le développement de nouvelles méthodes pour subvenir
aux problemes relatifs au bruit est donc le point central de cette these, orienté particulierement au

domaine de 'optique et de la photonique due a leur importance en science et technologie moderne.

L’enjeu du bruit est particulierement sérieux dans le cas ou le signal d’intérét est de basse énergie.
Si un signal optique est faible, il est typiquement amplifié en y injectant de I’énergie externe. Par
contre, les mécanismes d’amplification active n’agissent pas seulement sur le signal d’intérét, mais
aussi sur tous signaux indésirables, tel que le bruit, contenu dans un champ électro-magnétique
donné. De plus, tout amplificateur linéaire, qui est un amplificateur dont le signal de sortie est
linéairement relié a celui d’entrée, va injecter un montant supplémentaire de bruit dans le signal,
due & des lois fondamentales de la physique quantique [sr11]. Le travail pionnier de Carlton M.
Caves sur le sujet a démontré que ce type d’amplificateur, qui inclus les amplificateurs a fibre dopée

a Verbium (Erbium-Doped Fiber Amplifier, EDFA) et les amplificateurs paramétriques insensibles
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a la phase (Phase-Insensitive Parametric Amplifiers, PIA) vont nécessairement dégrader le ratio
de signal sur bruit (Signal-to-Noise Ratio, SNR) par 3 dB [sr12]. Le fait qu’un tel amplificateur
dégrade le SNR d’un signal donné est relié au théoreme de non-clonage de la physique quantique,
qui peut heuristiquement étre expliqué par le fait qu’il est impossible de parfaitement répliquer un
état quantique sans violer le principe d’incertitude. Un effort important a été effectué ces dernieres
années vers la conception d’'un amplificateur sans bruit, qui n’injecterait donc pas de bruit supplé-
mentaire dans le systeme. En principe, ce serait possible de concevoir un tel amplificateur qui agirait
de fagon non-déterministe [sr13]. De tels amplificateurs ont bel et bien été démontrés, mais ils at-
teignent un niveau d’amplification trés bas et ne sont pas adaptés pour une implantation pratique
a l'extérieur de certaines applications nichées en optique quantique. D’autre part, la recherche vers
lamplification sans bruit basée sur les amplificateurs paramétriques sensibles a la phase (Phase-
Sensitive Amplifiers, PSA) s’est grandement améliorée au courant des derniéres années, avec une
dégradation du SNR de seulement 1.1 dB démontrée récemment [sr14]. Cependant, de tels am-
plificateurs ne sont pas bien adaptés pour I'amplification de signaux en général, particulierement
pour le cas des signaux de télécommunication qui emploient une modulation complexe. De plus,
ils demeurent difficiles & implanter dans un contexte pratique, et ultimement, méme un PSA qui
serait en mesure de ne pas détériorer le SNR amplifierait tout de méme le bruit déja contenu dans
un signal, de sorte que des méthodes d’atténuation de bruit demeurent nécessaires. En général, la
méthode appropriée pour éliminer le bruit dépend de la nature du signal, qui peut étre catégorisé
en fonction de I’étendue des fréquences de leur représentation spectrale, soit & bande étroite ou a

large bande.

Les signaux qui consistent en une plage de fréquences restreintee d,,, sont décrits comme étant de
bande étroite (voir Fig. , et sont caractérisés par une variation lente dans le temps qui s’étend sur
une longue durée temporelle. D’autre part, les signaux qui varient rapidement dans le temps auront
une représentation spectrale donnée par une tres large gamme de fréquences, et sont donc appelés
signaux & large bande (voir Fig. . La transition entre ces deux régimes dépend naturellement
du champ spécifique (onde acoustique, radio, micro-onde, etc.). Heuristiquement, dans le cas des
ondes optiques, des signaux avec une gamme de fréquence moindre a 10 GHz seraient considérés
comme bande étroite, tandis que des signaux avec une gamme de fréquence supérieure a 50 GHz

serait considérés large bande; ceux entre ces deux régions seraient dans un régime intermédiaire.
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(a) (b) Fig. 1 — Défis reliés a I'atténuation
- du bruit pour les signaux a bande
Narrowband Signal Broadband Signal étroite et a large bande. (a) Les sig-
naux a bande étroite consistent en un
mince étendu de fréquences d,,. Il est
compliqué d’atténuer le bruit contenue
dans ces signaux efficacement car il est
difficile de manipuler un signal optique
avec une résolution spectrale treés fine,
en déga de 5-10 GHz. (b) En revanche,
les signaux a large bande consistent
en un vaste étendu de fréquences A,,
de sorte qu'une grande quantité de
bruit est contenu & méme la bande de
fréquence du signal. Ce bruit inter-
bande est trés complexe a atténuer
sans causer de distorsions au signal
d’intérét, et est un sujet de recherche
actif depuis de nombreuses années.

Time

L Frequency L Frequency

Les signaux optiques a bande étroite sont utilisés dans plusieurs domaines, particulierement
pour interagir avec des systémes plus lent, qui comprennent habituellement des procédés basés sur
des fonctions électroniques ou mécaniques. Par exemple, ils sont utilisés pour traiter et transmettre
des signaux de données destinés a interagir avec des composantes électroniques, tel que des canaux
micro-ondes et radios. Les signaux de type onde continue (Continuous Wave, CW) sont aussi
considérés comme étant des signaux a bande étroite, et sont souvent utilisés dans des structures
interférometriques pour mesurer de petites différences dans la longueur du trajet optique. Ils sont
utilisés par exemple en surveillance d’intégrité structurelle mécanique ou pour la détection d’ondes
gravitationnelles, parmi plusieurs autres champs d’applications. Afin d’atténuer le bruit de tels
signaux, ’approche la plus commune est d’atténuer toutes les composantes spectrales en dehors de
la gamme de fréquences du signal d’intérét en utilisant un filtre optique [sr15]. Dans le domaine
optique, des instruments communément utilisés inclus les réseaux de diffraction Bragg en fibre (Fiber
Bragg Grating, FBG), les cavités Fabry-Perot et les cavités en anneaux. Quoique ces techniques
ont démontré des performances remarquables au courant des derniéres années, il demeure difficile
de concevoir des filtres optiques avec des bandes passantes sous 'ordre des quelques GHz. En effet,
il est généralement complexe de manipuler un signal optique avec une grande résolution spectrale

tout en maintenant une perte d’insertion basse, de sorte que les filtres & bande étroite de haute
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performance disponible commercialement ont généralement une bande passante d’au moins 5 GHz.
Quoi qu’il en soit, méme si un filtre avec une bande passante ultra-étroite est bel et bien concu, un
autre probléme se présentera alors; celui de s’assurer que le filtre reste bien aligné avec la fréquence
centrale du signal. Effectivement, une forme de stabilisation est alors requise afin de garantir que le
signal ne dérive pas a l'extérieur de la bande passante du filtre, ce qui menera a une distorsion ou
méme une perte totale du signal d’intérét. Récemment, des solutions basées sur I’effet non linéaire
de I'éparpillement stimulé de Brillouin (Stimulated Brillouin Scattering, SBS) ont été proposées, et
suivent intrinsequement la fréquence centrale du signal d’intérét avec une bande passante effective
de 'ordre des MHz [sr16]. Par contre, cette approche nécessite un acces privilégié au signal porteur,

ce qui limite grandement son application générale pour des signaux de sources inconnues.

De l'autre coté, les signaux a large bande sont accompagnés d’une collection de défis qui leur
sont propres. Ces signaux sont communément utilisés pour les mesures temporelles a haute ré-
solution, par exemple pour I'imagerie de la lumiére en vol, ainsi que pour examiner les procédés
ultra-rapides qui prennent place dans les réactions chimiques et biologiques. Les signaux a large
bande sont aussi essentiels pour la télécommunication a haut débit, en radioastronomie, et aussi
pour sonder les tissus biologiques. Pour atténuer le bruit dans de tels signaux, un filtre peut
évidemment étre employé pour éliminer le bruit a I'extérieur de la bande du signal. Par contre, le
probleme principal pour de tels signaux est qu'une grande quantité de bruit est contenue & méme
la bande du signal. Ce bruit interbande est en fait trés difficile & atténuer sans affecter le signal
d’intérét, et est le sujet de recherches approfondies depuis de nombreuses années. Les solutions
proposées sont rares, et se basent souvent sur des procédés de post-traitements digitaux. Plusieurs
approches de ce genre ont été développées par des chercheurs dans le domaine du traitement de
signaux d’électroencéphalogramme (EEG) [sr17], en reconnaissance vocale [srl18], dans le traite-
ment d’image [sr19], ainsi qu’en surveillance de santé structurelle mécanique [sr20]. Néanmoins,
ces méthodes de post-traitements digitaux ne sont pas bien adaptés a des signaux non périodiques,
et ne sont pas adéquats pour les signaux optiques ultra-rapides, ou I’étape de digitalisation cause
un véritable obstacle [sr21]. Récemment, d’autres méthodes agissant directement sur le domaine
physique de ’onde ont été proposés (c’est-a-dire, la forme analogue et non digitale) [sr22, [sr23), sr24],
mais ils demandent de l'information précise sur le signal d’intérét, tel que la fréquence centrale, la
bande passante et la forme spectrale, des parametres auxquels le dispositif de détection doit étre
soigneusement calibré. Ces méthodes ne sont pas appropriées pour la détection d’onde arbitraire,

de propriété inconnue, de sorte que ’atténuation du bruit interbande demeure une question ouverte.
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Fig. 2 — Concept de 'amplificateur débruitant.

0.2 Présentation des objectifs du mémoire

Si nous prenons le cas ol nous voudrions extraire de I'information d’un signal a basse énergie noyé
sous une quantité importante de bruit, avec des propriétés inconnues, un amplificateur qui agi-
rait seulement sur le signal d’intérét, en baissant la présence relative du bruit, serait un dispositif
extrémement utile. Une tel amplificateur débruitant fonctionnerait donc simultanément comme
amplificateur et atténuateur de bruit, augmentant du fait le SNR. De plus, un tel appareil de-
vrait opérer en temps réel et a la volée, sans avoir recours a un post-traitement digital, et devrait
pouvoir traiter convenablement un signal a bande étroite ou a large bande, en tenant compte des

particularités d’atténuation de bruit de chaque type de signal.

Le développement d’un tel systéme est 'objectif de mon projet de maitrise. Le concept que
nous avons développé est basé sur des opérations d’ondes linéaires, comprenant la dispersion et
la modulation de phase temporal. Ces manipulations sont donc applicables a tous les systémes
d’ondes, et peuvent étre décrites par des opérations de Fourier élémentaires. La méthode est basée
sur l'illumination matricielle Talbot (Talbot Array Illuminator, TAI) [sr25], un cas particulier du
phénomene d’imagerie de 'effet Talbot [sr26), [sr27]. L’idée consiste a recentrer I’énergie du signal en
une série de pointes, de sorte a réaliser un processus d’échantillonnage sans perte, tel qu’illustré a
la Fig. [2l Vu que le processus conserve I’énergie du signal initial, ’envelope des pointes correspond
a une version amplifiée du signal d’entrée. Il est donc important de noter que I’énergie de la
forme d’onde de sortie est la méme que celle d’entrée (c’est-a-dire, l'intégrale du signal reste la
méme). C’est pour cette raison que nous référons a cette technique comme une amplification passive,
plutét qu’une amplification active ou de I’énergie externe est injectée dans le signal. De plus, vu
que le processus compte sur une relation de phases spécifiques, seulement la partie cohérente, est
affectée, (c’est-a-dire, la partie avec une phase stable), tandis que le bruit incohérent est laissé

intact. Effectivement, la distinction par la nature de la phase entre un signal d’intérét comparé
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au bruit est fondamental au concept d’atténuation de bruit présenté. Lorsqu’il est appliqué de
fagon a agir dans le temps, le dispositif permet d’atténuer le bruit efficacement dans les signaux a
bande étroite, en évitant tous les problémes relatifs au débruitage nommés plus haut pour ce type
de signal. Autrement, le systéme peut étre facilement reconfiguré de fagon & agir dans le domaine
spectral, ou le spectre de I’onde est redistribué en une série de pointes dont ’enveloppe suit la forme

du spectre du signal initial.

Le concept est démontré ici sur des ondes optiques, dans le régime infrarouge consistant de
longueur d’onde pres de 1550 nm, en employant des composantes utilisées en télécommunication
optique. Il est par contre d’'une importance cruciale de se rappeler que le procédé n’est constitué
que de manipulations d’ondes décrites par la théorie de Fourier, le concept peut théoriquement
étre appliqué a tout systeme d’onde ou les phénomeénes de dispersion et de modulation de phase
temporelle sont accessible. La méthode ici démontrée pourrait donc potentiellement étre appliqué a
toute plateforme de mesure, comme les régimes du spectre électro-magnétique, ainsi que les systémes

plus exotiques, tel que les ondes de matiere quantique, plasmonique, acoustique, etc.

Une breve description de la théorie derriere le concept développé est donnée a la section (0.3
suivit des résultats pour les signaux & bande étroite & la section [0.4] et pour ceux a large bande a la
section [0.5] Finalement, ce sommaire récapitulatif se termine avec une courte conclusion en section

Notez que chacune de ces parties est traitée en plus amples détails dans le texte principal.

0.3 Théorie de base

0.3.1 L’effet Talbot temporel et spectral

t, Temporal Talbot Effect

tr
D a— Group Velocity Dispersion
Integer g=1
t t/q t
W, ) Fractional l l 1 l 1 q=2

L L] ges

LA A d il q=4

Fig. 3 — Effet Talbot temporel.
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Fig. 4 — Variation de phase dans l'effet Talbot. (a) Quand les modes spectrales sont en phase, la période spectrale
est donnée par U'inverse de la période temporelle, w, = 27 /t,. (b) Lorsque la variation de phases spectrales acquise
par une propagation dispersive satisfait une condition de Talbot pour les chiffres entiers co-prime p et ¢, les modes

spectraux sont alignés de sorte a divisé la période temporelle d’un facteur g. Les pulses démontrent alors une variation
de phase périodique apres ¢ pulses.

L’effet Talbot a été observé pour la premiere fois dans le domaine spatial en 1837 [sr28]. Le
scientifique Britannique William Henry Fox Talbot a remarqué qu'un réseau de fente illuminé réap-
paraissait périodiquement lorsqu’un écran était déplacé. Le phénomene a éventuellement été décrit
par leffet de la diffraction, et plus récemment, un phénomeéne analogue a été décrit dans le domaine
temporel [sr26]. En effet, il existe une dualité espace-temps entre l'effet de diffraction et celui de

dispersion, de sorte que ces deux phénomenes sont mathématiquement équivalent.
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0 1/4 12 2/3 1 3/2 21
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Fig. 5 — Tapis de Talbot. Le tapis de Talbot démontre 1’évolution d’un signal temporel pour une valeur grandissante

de dispersion, ¢. On peut observer qu’un signal avec une période initiale donné par ¢, réapparaitra avec une période
égale (effet de Talbot entier) ou une période réduite (effet de Talbot fractionnaire) & différentes valeurs de ¢.

Pour les exemples suivants, considérons un signal répétitif qui consiste de plusieurs copies d’une

fonction arbitraire f(¢) qui répete avec une période temporel ¢,:

+o0o
0= 3 ft=nt). (1)

Par des principes de Fourier élémentaire, cette fonction aura une représentation spectrale donnée
par une série de lignes infiniment étroites, séparées par une période spectrale w,, et avec une
enveloppe donnée par le transformé de Fourier de la fonction f(t). Nous rappelons brievement que
pour une dispersion totale ¢ (Group Velocity Dispersion, GVD) [sr29], 'opérateur de dispersion

agit sur le domaine spectral et est écrit comme:

w2

Hovp =€ "2 . (2)
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L’effet Talbot décrit la formation d’images identique & celui d’entré (voir Fig. , mais ou la

période est divisée par un facteur entier ¢ [sr26], quand la dispersion totale donne:

. 2
¢p,q = jg, (3)

W02
w?i q

ou le facteur p dictera la forme exacte de la variation de phase du signal de sortie [sr30), sr31].
En effet, lorsque le signal de sortie a une période moindre que celui d’entrée (c’est-a-dire, ¢ > 1),
les pulses qui composent le signal de sortie auront une variation de phase, avec une période donnée
par le facteur ¢, tel que démontré & la Fig. [l Lorsque ¢ = 1, 'image est appelée image de Talbot
entiere (integer Talbot image), et lorsque ¢ > 1, I'image est appelée image de Talbot fractionnaire
(fractional Talbot image). En collectant toutes les images produites au long d’une dispersion variant
de épyq = o 2 c.zip,q = G.f;z,l, il est possible d’avoir le cycle complet des images Talbot, produisant le

tapis de Talbot, tel qu’indiqué a la Fig.

wy Spectral Talbot Effect
«—> Wy
Quadratic Temporal Phase Modulation >
w Integer q=1
w
t, — wr/q
- t Fractional lHl l l l =
J r 4= 2

t lllllllwq=3

W\ q=4

Fig. 6 — Effet de Talbot spectral.

Leffet Talbot peut aussi avoir lieu dans le domaine spectral [sr27], tel d’illustré a la Fig. [6]
Dans ce cas, c’est la période spectrale qui est divisé par un facteur gq. Ceci est réalisé par I’action

d’un propagateur de phase temporel quadratique, décrit comme:

Yo 2

hrr, = 2 (4)
La condition de Talbot pour diviser la période spectrale par ¢ est alors donné par:

_27rs
_th,

T
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ou le facteur entier s a un role similaire au facteur p donné plus haut, c’est-a-dire qu’il dictera

la forme exacte de la séquence de phase qui sera induite dans le domaine spectral.

0.3.2 L’amplification de Talbot

Integer Talbot Image i Integer Talbot Image
Fractional Talbot Images

Dispersive
propagation

GVD (¢)
t/3 Input Signal PM (¢)

LA S

time t

Phase Modulation Signal
l'": [} [ _

- e L.d e

time t

Fig. 7 — Amplification Talbot d’un signal périodique. L’idée consiste a imposer la variation de phase d’une image
fractionnaire de Talbot sur le signal d’entré. En faisant ensuite propagé le signal a travers une certaine quantité de
dispersion, il est possible d’atteindre la prochaine image Talbot entiére. Ceci méne & la sommation de g pulses.

Tel qu’indiqué a la Fig. [4] les images de Talbot fractionnaire ont la particularité d’étre rattachées
a une variation de phase particuliere [sr30, [sr31]. La connaissance de ces phases est la clef afin
d’implanter un amplificateur Talbot [sr32), lsr33]. L’idée derriere 'amplification de Talbot périodique
est démontrée a la Fig. [7] Si nous prenons un signal d’entrée qui posséde une phase constante,
le processus d’amplification de Talbot consiste a imposer la phase d’une image fractionnaire sur le
signal d’entré. Ce signal est ensuite propagé dans une quantité de dispersion de sorte a ce que ¢
pulses seront additionnés de facon cohérente. Le signal de sortie correspondra donc & une copie
du signal d’entrée, avec un période augmentée du facteur g, et ot chaque fonction individuelle sera

amplifiée d’un facteur q.

Malgré I'importance des signaux périodiques en science et en technologie, cette nécessité pour
le signal d’étre périodique limite grandement ’application potentiel de I’amplification périodique

de Talbot, particulierement pour la détection de signaux faibles aux propriétés inconnues. Le
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(a) Periodic Talbot Amplification

(b) Sampled waveform with Periodic Talbot Amplification
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(c) Temporal Talbot Array llluminator (T-TAl)
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(d) Arbitrary Talbot Amplifier via Temporal Talbot Array lllumination (T-TAI)
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Fig. 8 — Principe d’amplification sans bruit de formes d’ondes arbitraires. (a) Amplification périodique. (b) Ampli-
fication périodique sur un signal échantillonnée. (c¢) I'illumination matricielle Talbot ( Talbot Array Illuminator, TAI)
transforme un signal continue en une série de pointes. (d) Le TAI permet 'amplification de signaux arbitraires de
facgon efficace, sans perte d’énergie.

but principal de mon projet de maitrise consiste donc a adapter 'idée derriere cette technique
pour pouvoir 'appliquer a des signaux non périodiques, ce qui a comme résultat de grandement

augmenter le potentiel d’application.
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Tel qu’indiqué a la Fig. |8 (b), une approche pourrait étre de seulement appliquer I’amplification
périodique de Talbot sur un signal échantillonné. Cependant, cette démarche est tres inefficace
car une large partie du signal doit étre rejetée. En revanche, la périodicité du signal de phase est
elle-méme suffisante pour créer I'effet voulu. Il est donc possible de transformer un signal continue
en une série de pointes, sans aucune perte d’énergie (voir Fig. . Expérimentalement, le signal
de modulation temporel est composé de ¢ niveaux, chacun d’une durée tg, produisant un signal
périodique d’une durée t, = qts. En propageant ce signal a travers une quantité particuliere de

dispersion, ’énergie est donc redistribuée en pique d’une largeur t,, séparés d'une durée t, = qts.

Il s’avere qu'une idée similaire avait été mise de I'avant dans les années 80 dans le domaine
spatial, afin de transformer un front d’onde en une série de point lumineux [sr25]. Ce phénomene
était alors appelé illumination matricielle Talbot (Talbot Array Illuminator, TAI) et était utilisé
pour, par exemple, alimenter en énergie des processeurs lumineux, mais jamais pour le traitement
d’image. La contribution principale de cette these est donc de démontrer que la théorie derriere
I'illumination matricielle Talbot peut soit étre appliquée dans le domaine temporel pour résoudre
le probléme du bruit dans les signaux & bande étroite (T-TAI) [ACI] [AC2, [AC3], ainsi que dans

le domaine spectral afin de résoudre le probléme du bruit dans les signaux a large bande (S-TAI)
[AC4, [ACS5, [ACH].

Le concept de débruitage est illustré a la Fig. [0} Tel que discuté plus haut, Pamplification
de Talbot ne consiste que de manipulations de phase. Le procédé dépend donc fortement du
comportement de la phase du signal. Vu que le bruit comporte de violentes fluctuations de phase,

la condition de Talbot n’est pas satisfaite, donc aucune amplification prend lieu. En revanche,
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le signal cohérent composé d’une phase stable sera amplifié en piques, avec une enveloppe qui

correspond au signal d’entrée.

Comme tout processus d’échantillonnage, les échantillons doivent respecter le critére d’échantillon-
nage de Nyquist. Ceci meéne a la limitation de la méthode; pour un échantillonnage serré dans le
temps, nécessaire pour un signal qui varient tres rapidement dans le temps, un signal tres rapide
est nécessaire pour imposer la modulation de phase requise sur le signal. Le T-TAI rencontre donc
habituellement sa limitation pour des signaux ultra-rapides. De l'autre co6té, pour un échantillon-
nage dans le domaine spectral, une grande résolution spectrale nécessite une grande quantité de
dispersion. Le S-TAI est donc habituellement limité par la durée temporelle maximale qu'un signal

traitable peut avoir.

0.4 Résultats expérimentaux pour le traitement de signaux a bande

étroite

L’installation expérimentale du T-TAI pour démontrer le concept de débruitage pour les signaux a
bande étroite est illustrée a la Fig. Un laser a onde continue génere un signal CW a une longueur
d’onde de 1551 nm, puis ce signal est modulé en intensité par un modulateur Mach-Zender (Intensity
Modulator, IM) commandé par un générateur d’onde arbitraire (Arbitrary Waveform Generator,
AWG) a fréquences radios. Ce signal est ensuite combiné au bruit généré par un EDFA (Erbium-
Doped Fiber Amplifier) pour les expériences de débruitage, afin de baisser le SNR du signal d’entré.
Le signal est ensuite rétabli par le T-TAI, comprenant un modulateur de phase (phase modulator,
PM), dirigé par un second AWG, suivit d’un réseaux de diffraction Bragg en fibre & variation linéaire
(Linearly Chirped Fiber Bragg Grating, LCFBG) pour la dispersion. Le signal de sortie est ensuite
enregistré par un détecteur optique et un oscilloscope a haute vitesse. Les résultats présentés dans

cette section ont été rapportés dans [ACIL [AC2, [AC3].

La Fig. démontre une amplification par un facteur ¢ = 28.5, avec des pointes d’une largeur
ts = 47 ps, séparées d'une durée moyenne ¢, = 1.53 ns. Compte tenu des valeurs de conceptions
de ¢ = 30, t; = 51.5 ps et ¢, = 1.56 ns, I'expérience a donnée des résultats pres de ceux attendus.
Notez bien que la valeur de 28.5 est obtenue en mesurant le signal de sortie avec le PM activé et
le comparant ensuite au signal mesuré au méme endroit avec le PM désactivé. De cette facon, il

est possible de prendre en compte seulement ’amplification produite. Pour mesurer 'amplification
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Fig. 11 — Démonstration expérimentale du T-TAI (a) le signal d’entrée est montré en orange. Le signal de sortie
avec la modulation de phase désactivée est montré en noir, indiquant la perte d’insertion. Le signal de sortie avec le
PM activé (c’est-a-dire, le T-TAI) est illustré en bleu, démontrant une amplification de 28.5 (amplification nette de
5.42). (b) Voltage du signal généré par le AWG (rouge), comparée & la valeur idéal (gris). (b) Largeur des pointes s
du T-TAI leur séparation .

nette, nous avons mesuré le signal au point d’entré du T-TAIL Dans ce cas, nous mesurons une
amplification d’un facteur de 5.42 di & la perte d’insertion d’environ 7.3 dB. Il est important de

noter que la perte d’insertion pourrait étre baissé a environ 3 dB.

L’amplificateur Talbot avec les méme parametres de conception a par la suite été utilisé pour
rétablir un signal en rampe noyé sous une importante quantité de bruit (voir Fig. . Le signal a

bel et bien été rétabli, et la performance du T-TAI surpasse celle d’un filtre & bande étroite.
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0.5 Résultats expérimentaux pour le traitement de signaux a large

bande

L’installation expérimentale utilisée pour démontrer le S-TAT est illustrée a la Fig. Le signal
est généré par un laser & modes verrouillées (Mode Locked Laser, MLL), avec une fréquence de
répétition de 10 MHz, filtré a une gamme spectrale donnée. Pour les expériences de débruitage, le
signal est combiné avec le bruit généré par un EDFA (Erbium-Doped Fiber Amplifier), de sorte a

completement noyer le signal sous du bruit interbande. Ce signal & bas SNR est ensuite récupéré
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par le dispositif S-TAI, qui consiste d'un LCFBG (Linearly Chirped Fiber Bragg Grating) suivit
d’'un PM (Phase Modulator) commandé par un AWG (Arbitrary Waveform Generator). Le signal
de sortie est mesuré par un analyseur de spectre optique (Optical Spectrum Analyzer, OSA). Les

résultats présentés dans cette section ont été rapportés dans ACH, [ACO]
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Fig. 14 — Démonstration de base du S-TAI, pour (a) une amplification élevée d’une valeur de 28.8 et (b) résolution
spectrale reconfigurable.

Le potentiel du S-TAI pour atteindre de hauts facteurs d’amplification est démontré a la Fig.
(a). La valeur mesurée est de ¢ = 29.1, pour une valeur de conception de ¢ = 32. Dans ce

cas, les pointes étaient concues pour avoir une largeur de wy = 1.4 GHz, séparées par w, = 44.8
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GHz. Les valeurs mesurées était de w, = 1.6 GHz et w,; = 44.4 GHz, pres des valeurs attendues.
Afin d’amplifier un spectre plus compliqué, la valeur pour la distance entre les pointes fut réduite
a wy = 30.3 GHz afin de respecter le critere d’échantillonnage (voir [14] (b)). Il est important de
noter que contrairement a I’habitude, ou le critére d’échantillonnage est appliqué pour la version
temporelle du signal, ici c’est la forme du spectre qui doit étre échantillonnée. Donc le critere
d’échantillonnage s’applique a la forme de la représentation spectrale de la forme d’onde. De plus,
vu que les deux configurations utilisaient le méme LCFBG pour la dispersion, il était possible de

simplement reconfigurer le AWG pour changer entre ces deux configurations.

Finalement, nous démontrons le rétablissement d’une onde totalement couverte sous du bruit
interbande en utilisant le S-TAI concu a la Fig. (a). Tel qu’indiqué a la Fig. (a), le signal
d’entrée avait une puissance de 1 unité normalisée. (Normalized Unit, n.u.). Ce signal fut ensuite
combiné a 25 n.u. de bruit, de sorte a noyé le signal sous le bruit. Tel qu’indiqué a la Fig. (c),

le faible signal d’entrée peut étre rétablie en activant le S-TAI.

0.6 Conclusion

En conclusion, nous avons présenté une méthode novatrice pour le rétablissement de signaux cou-
verts sous une grande quantité de bruit. Le concept permet d’amplifier des signaux a bande étroite
ainsi que ceux a large bande. Le tout s’effectue sans affecter le bruit, de sorte a permettre le rétab-
lissement de signaux cohérents totalement noyés sous le bruit. Nous prévoyons que cette technique
pourrait permettre la détection de signaux présentement inaccessible, non seulement en optique mais
aussi pour d’autres supports physiques, ce qui pourrait avoir un impact important dans plusieurs

secteurs scientifiques et technologiques.
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Chapter 1

Introduction

This chapter introduces the idea of an ideal denoising amplifier. A general introduction on the
subject of amplification and noise mitigation of optical signals is given, followed by a description of

the objectives of this thesis.

1.1 Amplification and noise mitigation of optical signals

Any knowledge we obtain ultimately relies on our ability to perform a measurement. This mea-
surement process generally consists of transferring information from a system to one that we can
consciously interpret. Let me stress that generally, the term information is not restricted to its typ-
ical use in telecommunication or computer science; rather, it may broadly refer to any description
of what an entity is. Information can be as ordinary as the distance between two cities, the colour
of an autumn leaf, the velocity at which a vehicle is travelling, or the meaning behind the sound of
spoken words, such that the measurement process may require a simple tool or simply our human
senses. On the other hand, the process required to infer about the state of an entity may in some
cases require highly specialized instruments to be able to extract the relevant information from a
given system. For example, to measure the cosmic microwave background (CMB), radiation left
over from the formation of the universe, sophisticated satellites with highly sensitivity antennas are
sent out in space. This obtained information in turn allows scientist to hypothesize about the shape

and expansion of the universe [I], or to confirm predictions of the standard model of particle physics
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[2]. There is of course a plethora of entities that may be measured by different methods, and this

measurable, experimental component of information is central to the development of science.

In virtually all cases, the information is supported by some form of wave system, either mechan-
ical or electromagnetic in nature. Furthermore, a measurement process typically not only relies on
a detection stage; the information bearing waveform usually needs to propagate over some distance,
from the entity being investigated to the detection apparatus. In some cases, the measurement
process also consists of producing the waveform to be detected by probing the investigated entity
externally. Optics and photonics, the field dealing with the manipulation and processing of electro-
magnetic waves from the X-ray to infrared regimes, have turned out to be particularly well suited for
measurement systems due to various key advantages, such as its unique sensitivity interacting with
matter in a non-intrusive manner, as well as its ability to convey information over long distances
effectively. Photonic approaches are now key for the measurement of various phenomena, from the
investigation of astronomical events billions of light-years away in the cosmos [3, [4, 5], to enabling
investigation of the microscopic world by probing the dynamics of chemical and biological reactions
[6, [7]. Photonics have also been central to a plethora of technological advancements, for example
by permitting the transfer of massive amounts of data across the Internet, enabled by the high in-
formation capacity offered by fiber technologies and its near-instantaneous transmission worldwide
[8], or yet also by the development of imaging technologies that allow small cellphone cameras to
take pictures of an incredibly high resolution and quality [9]. Photonic advancements have certainly
had an immense impact on humankind, not only scientifically, but also technologically and socially.
However, there is a key issue central to any measurement process which also limits the potential

application of optical approaches, namely the ubiquitous problem of noise.

In the context of signal processing, noise is defined slightly differently than how it is typically
used in every day life to describe, for example, the sound coming from a car engine or from a
loud construction site. Many definitions have been proposed, but when dealing with measurements,
noise can generally be defined as an unwanted, stochastic disturbance which may interfere with the
communication or measurement of another signal, tending to obscure its content [10, [I1]. Here,
we stress that we will reserve the term noise to refer to the part of a signal which is stochastic,
uncorrelated and rapidly fluctuating. Note that randomness in its own is not a criteria for noise,
since for example, a data signal would appear to be random from an outside observer, yet one would

agree that such a signal does not qualify as noise. In fact, noise often finds its root in physical
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phenomena, such as the thermal noise in electronic circuits that arises from the random thermal
motion of electrons, or the shot noise resulting from the random passage of individual particles
across a potential barrier. Conversely, there are fields where noise can refer to any unwanted signal,
regardless of if it is random in nature. An example of this would be the intrusion of an external
signal due to undesirable crosstalk resulting from parasitic coupling between nearby channels [I1].
Without loss of generality, the term noise employed here does not refer to such distortions as noise,
reserving it to undesirable signals which are incoherent and stochastic in nature, with unpredictable

rapid amplitude and phase variations.

Although optics and photonics have proven to offer key advantages over other media for mea-
surement, metrology as well as information processing and transmission, the presence of incoherent
noise ultimately limits the sensitivity of a measurement, restricting further developments in a range
of different fields, such as biology [12], [13], fundamental physics [14] and chemistry [I5]. It also
limits the reach of information transmission links [16] [I7], and implementation of satellite commu-
nications [I§], and as such, has been the subject of much research in the past few decades [19] 20].
The development of new methods to tackle this important problem of noise is the central point
of this thesis, with the specific aim of targeting the issues associated with noise mitigation in the

optical domain, due to the importance of optics and photonics in modern science and technology.

The problem of noise is particularly pervasive in the case of low energy waveforms. If an optical
signal of interest is weak, it is typically amplified by injecting external energy into it. However, active
amplification schemes do not only act on the signal of interest in a given electromagnetic radiation,
but also on any other undesired signal (e.g., noise) contained within. Furthermore, any linear
amplifier, which is an amplifier whose output is linearly related to its input signal, will inject further
amounts of noise, as dictated by fundamental laws of quantum mechanics [2I]. The pioneering work
by Carlton M. Caves on this subject showed that this type of amplifier, which includes Erbium-
Doped Fiber Amplifier (EDFA) and Phase-Insensitive parametric Amplifiers (PTA), will necessarily
degrade the signal-to-noise ratio (SNR) by at least 3 dB [22]. The fact that an amplifier must degrade
the SNR of a given signal is related to the no-cloning theorem of quantum mechanics [21], which may
heuristically be understood by the impossibility to perfectly replicate a given quantum state due to
the uncertainty principle. There has been significant work in the direction of noiseless amplification,
which in principle, can be realized in a non-deterministic way [23] or by phase-sensitive parametric

amplification (PSA) [22,24]. The former solution however suffers from low success probability and is
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not practical for typical implementation outside of niche quantum optics applications. On the other
hand, the performance of PSA has improved significantly since the first demonstration of a sub-3dB
SNR degradation in 1999 [25, 26]. SNR degradation as low as 1.1 dB have been demonstrated in
2011 [24], and PSA has also displayed interesting properties against nonlinearity induced distortion
[27]. The principle behind PSA is related to that of optical squeezing, which have allowed scientists
to perform sensitive measurements at noise levels below the fluctuations of the vacuum. Squeezing
consists of attenuating a quadrature of the electric field while amplifying the other quadrature.
This is done directly on the fluctuations of the vacuum, such that the attenuated quadrature has a
lower noise level than the amplitude of the vacuum fluctuations. This is possible due the fact that
the noise is simultaneously amplified in the conjugated quadrature, such that the overall noise is
constant, thus maintaining the uncertainty relation in the complex plain [28] 29] 30]. In PSA, the
signal is injected in the amplified quadrature, and since the other quadrature is attenuated, the total
amount of noise can theoretically be kept constant for a given amplification [31]. However, the signal
must be maintained in-phase with the PSA, requiring sophisticated phase stabilization schemes to
avoid any attenuation of the signal from being in the attenuated quadrature. Furthermore, due to
the inherent phase squeezing process in PSA, further phase compensation is required to amplify
data signal with complex modulation in order to avoid any signal distortion [24]. Furthermore, PSA
demands for very high phase matching over large bandwidths and stable phase locking, making them
difficult to implement in practice. Ultimately however, even an ideal 0 NF amplifier would still act
on the noise already contained within a signal before it is amplified, such that noise mitigation
methods would still be needed in this case. In general, the appropriate method for noise mitigation
depends on the nature of the signal, which may be categorized by the frequency extent of its spectral

representation, either narrowband or broadband.

Signals that consist of very few frequency components are called narrowband signal, and are
characteristically relatively slow, and extend over long time durations. On the other hand, if
a signal changes rapidly over time, it will have a spectral representation given by a very large
amount of frequency components, and is thus referred to as a broadband signal (see Fig. . The
transition between these two regimes naturally depends on the specific field (i.e., acoustic waves,
radio waves, microwaves, optical, etc.). Heuristically, in the case of optical signal processing, signals

with bandwidths of less than about 10 GHz would be considered as narrowband, whereas signals
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() (b) Fig. 1.1 — Challenges with noise
- : mitigation for narrowband and
Narrowband Signal Broadband Signal broadband signals. (a) Narrow-

band signals consists of a very
narrow range of frequencies d,,.
It is hard to mitigate the noise
contained in these signals effec-
tively since it is difficult to effi-
ciently manipulate signals with a
very fine spectral resolution. (b)
On the other hand, broadband
signals are composed of a large
range of frequency components A,.
In this case, solutions to miti-
gate noise contained within the fre-
quency range of a signal, so-called
in-band noise, are severely limited,
and this specific issue has been a
long-standing hurdle in the field of
signal processing.

Time

L Frequency JAN Frequency

with bandwidths above 50 GHz would be considered as broadband; those in between being in some

intermediate regime.

Narrowband optical signals are present in a wide range of fields, particularly to interact with
relatively low speed systems consisting of electrical or mechanical processes. For example, they are
used in information and communication technologies to process and transfer data signals meant to
interact with lower frequency electronics, such as microwave and radio-over fiber communication
channels [32] 33, [34], 35, [36], 37]. Narrowband signals also include continuous-wave (CW)-like signals,
such as those used in interferometric structures to measure small changes in path lengths, used for
example in sensing for structural health monitoring [38, 39 [40] and gravitational wave detection
[14, [4T]. Other areas using narrowband signal are in biosensing [42, 43] and light detection and
ranging (LiDAR) [44] 45]. To denoise a narrowband optical signal, the most common approach
consists in attenuating all frequency components outside of the spectral bandwidth of the signal
using a filtering device. In the optical domain, commonly used instruments for this purpose include
Fiber Bragg Gratings (FBG), Fabry-Perot cavities and ring resonators, which may also be used
in a cascaded configuration to reach narrower pass-bands [32, 46, [47), 48| 49, 50, 51]. Although
these techniques have shown impressive results, reaching sub-GHz passbands in narrowband optical

filtering schemes remains a challenge. Indeed, it is very challenging to manipulate the frequency
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content of a signal with a high frequency resolution and low loss, as required in this case to separate
the signal frequency components from the noise content (bandpass filtering), limiting the passband
of state-of-the-art commercial optical filters to about 5 GHz. Secondly, even if an ultra-narrow filter
is successfully conceived, one then has to ensure that the filter can somehow track any drift in the
carrier frequency of the signal. Indeed, some form of active stabilization is required in order to ensure
that the signal does not drift outside of the passband, which would result in distortion or overall loss
of the signal. Alternatively, effective filtering of narrowband optical signals with resolutions down to
the MHz level has been demonstrated using Stimulated Brillouin Scattering (SBS). This nonlinear
effect consists of amplifying a very narrow spectral range, ideally matching the bandwidth of the
signal under test (SUT) [52], 53| 54} [55, 56], and this method has also been shown in combination
with narrowband filtering from a ring resonator [57]. With SBS-based approaches, the problem
associated with the carrier signal drifting out of the passband is fundamentally circumvented by
the principle behind SBS, which employs a seed laser from the initial signal as a pump for the
amplification stage. Thus, problems with central frequency drifts are avoided since the pump signal
should theoretically undergo the same drifts as the SUT. This however raises the important issue
that such a seed signal might not be available, particularly concerning the general problem of weak

signal detection from an unknown source.

Broadband signals, on the other hand, come with their own different set of challenges. These
signals are commonly used in high-resolution temporal measurements, such as for light-in-flight
imaging [58] and for the investigation of the ultra-fast processes that take place in chemical and
biochemical processes [0 [7]. Broadband signals are also essential in high-bandwidth telecommuni-
cations [59, [60} 61], [62], radio-astronomy [63], (64, [65] 66], [67], spectroscopy [68],and has found novel
applications in probing biological tissues [13, 69]. A bandpass filter can still be used to eliminate
noise outside the bandwidth of the SUT, but the main hurdle for noise mitigation of broadband
waveforms is due to an important presence of noise contained within the bandwidth of the SUT, the
so-called in-band noise. Methods to mitigate this type of noise are scarce, mostly relying on digital
signal processing methods (DSP) that were developed through research in electroencephalogram
(EEG) signal processing [70], speech recognition [71], [72], image processing [73], and mechanical
monitoring [74} [75]. However these solutions rely on post-processing methods which are ill-suited
for aperiodic, non-repetitive waveforms, and which are particularly not suitable for ultra-fast wave-

forms, where the digitalization step is an important obstacle for this approach [76]. Recently, there
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Fig. 1.2 — Denoising amplifier concept.

has been efforts to mitigate in-band noise directly in the analog domain, employing methods such
as spatio-spectral filtering [77] and matched filter [78], however these methods require key informa-
tion about the signal, such as its central frequency, bandwidth and shape, to which the apparatus
must be carefully calibrated to. Another method based on spectral cloning has also been proposed
[19, [79] 80] to detect the presence of a signal, but it is ultimately unable to reconstruct the wave-
form to extract information about it. In conclusion, there is currently neither method suited for the
detection of ultrafast waveforms buried under in-band noise, nor ways to improve the quality of a
signal corrupted with in-band noise in the analog domain which does not require key information

about the signal, such as central frequency or spectral distribution.

1.2 Presentation of thesis objectives

Thus, when faced with a weak, noisy signal of unknown properties, an amplifier that would act only
on the signal of interest while leaving the noise untouched would be a very useful signal processing
apparatus. Such a denoising amplifier would function simultaneously as an amplifier and a noise
suppressor, thereby increasing the SNR of a signal. Furthermore, it should function on-the-fly,
directly in the analog wave domain, avoiding the requirement for post-processing, and should be

able to handle either narrowband or broadband signals, which each have their own particularities.

The development of such a system has been the objective of my degree. The concept we de-
veloped is based on linear wave manipulations, dispersion and phase modulation, such that it can
be described by simple Fourier operations applicable to general wave systems, here demonstrated
in the optical domain. In particular, it is based on the Talbot Array Illuminator (TAI), a special
case of the broader self-imaging phenomenon known as the Talbot effect. The idea presented here

consists of focusing the energy of a signal into a series of peaks following the input waveform, effec-
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tively implementing a lossless sampling process, see Fig. Thus, since the energy is conserved
in the process, the output peaks outline an amplified version of the input signal. It is important
to note that the energy of the output waveform is the same as that of the input (i.e., the integral
remains unchanged). This is why we refer to this process as passive amplification, in contrast to
active amplification where external energy is injected into the signal. Furthermore, since this fo-
cusing phenomenon relies on specific phase relations, only the coherent (or 'phase stable’) part of
the waveform will undergo this process, while the noise is left untouched. Indeed, the distinction of
the phase behaviour of the SUT compared to the noise is the key idea behind the noise mitigation
process. By performing this focusing effect in the time domain, a phenomenon analogous to lossless
sampling occurs, enabling efficient denoising amplification for narrowband signals. Alternatively,
the system can easily be reconfigured to instead work in the spectral domain, where instead it is the
spectrum of a waveform that is transformed into a series of peaks. This approach allows for in-band
noise mitigation and is suited to broadband, ultrafast waveforms. This concept is demonstrated here
on optical waves in the infrared region near 1550 nm, using telecommunication components. It is
important however to note that, since this method simply consists of wave manipulations described
by Fourier theory, it could potentially be translated to any wave system where the operations of
dispersion and phase modulation are possible. Thus, the proposed scheme could potentially be ap-
plied to any measurement platform, which includes the entire electromagnetic spectrum [81], along
with more exotic systems, such as in quantum matter waves [82] 83] [84] [85] [86], plasmonics [87, [8§]

and acoustics [89].

The outline of this thesis is as follows; in Chapter 2, I will give a description of the background
concepts used in this dissertation. I will first review the mathematical description of wave dynamics,
including dispersion and phase modulation, which serve as the basic tools in the field of temporal
imaging. The basic concept behind the Talbot effect is then covered, both in the temporal and spec-
tral domains. This Chapter finishes with an important theoretical discussion on the phase relations
that occur in the Talbot effect. Chapter 3 then uses these concepts to describe a Talbot amplifier
for periodic waveform. These ideas are then extended for amplification of aperiodic waveforms, the
central concept of this thesis, using a technique based on the Talbot Array Illuminator (TAI). The
specific implementation of the TAI in both domains is then discussed in details, allowing for either
narrowband or broadband signal processing. In chapter 4 and 5, experimental results are given

for the retrieval of narrowband and broadband signals buried under noise, respectively. This thesis
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then concludes with chapter 6, with additional recent conceptual extensions of the ideas presented

in this thesis.






Chapter 2

Background Concepts

Basic aspects of light propagation are considered, leading to a description of the physical mechanisms
behind the phase manipulations that give rise to the Talbot effect, namely dispersion and temporal

phase modulation.

2.1 Light and basic wave dynamics

A beam of light is a radiating electromagnetic (EM) wave produced by moving electrically charged
objects, such as electrons or protons [81]. This radiation may be modelled quantum mechanically in
terms of particles called photons, or classically in terms of wave mechanics. In the later approach,
much of the theory describing a harmonic oscillator also accurately describes the dynamics of EM
waves. Combined with Fourier theory, light has proven to be a very versatile medium for signal

processing.

Fundamentally, the energy £ of a photon is closely related to its frequency, by the famous law

E=hv, (2.1)

where h is Planck’s constant and v is the linear frequency (or simply frequency) of the wave,

describing the number of cycles per second at which the EM waves oscillate. In accordance with
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Fig. 2.1 — 2D depiction of
a wave in space and time.
The slope of the points of
equal amplitudes corresponds
to the phase velocity of the
wave, c = \/T = w/p.
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the phasor representation of oscillatory motion, the frequency is often instead expressed in radian
per second, giving the angular frequency w = 2wv. When considered in the temporal domain,
such a wave represents an oscillation in time with a duration given by the period, T' = 27 /w (see
Fig. . Considering an ideal 1D monochromatic EM wave (i.e., a single frequency plane wave)
propagating in the z direction, it will travel through vacuum at a velocity ¢y = 299792458 m/s, and

is mathematically denoted as

E(t,2) = BoRe {/(“1=0=+¢)} (2.2)

= Epcos(wt — Bz + ¢),

where Ej is the amplitude of the wave, ¢ is its phase, simply corresponding to an overall temporal
shift of the wave, and f is the propagation constant, related to the wavelength by g = 27/ )El (see
Fig. . Thus, the period and frequency describe the oscillations of the wave through time, while
the wavelength and propagation constant describe the oscillations through space. These quantities

are then related to each other by the dispersion relation of the wave, B(w).

'Note that the wavenumber k is typically used for the propagation constant in general, in 3D. Here, since we
will restrict ourselves to waveguide propagation, we use the variable 3, in accordance with convention for waveguide
propagation, and will restrict any spatial consideration to 1D, in the direction of propagation
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U2 15} Space variables
2w
A= —— Dispersion relation
Bw)

In vacuum, the dispersion relation is linear and all frequencies travel at the speed of light,
o = w/Po = wAo/2m. In any material however, the phase velocity is reduced and varies as a
function of the frequency. The propagation variables are thus scaled by the index of refraction
n(w);

c=co/n(w), A=X/n(w), L= LPon(w). (2.4)

Indeed, it is important to note that the frequency v of a wave is not altered by propagating in a
given medium. Rather, its wavelength is shortened, meaning that within an optical cycle, it travels

less distance, such that the wave propagates slower than in vacuum.
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An important aspect of propagation through media is that the phase velocity of a wave depends
on the frequency of the different components. Given a wave packet composed of several harmonics,
it is of interest to know how different harmonics of an electromagnetic wave will travel compared

to the propagation speed of the wave energy.

To this end, consider an electric field E(t, z) composed of two harmonic waves of unity amplitude
E(t,z) and Es(t, z), with frequencies w; and we and propagation constants fp; and [Sy2. The

propagation of such an electric field is described by

E(t,z) = Ei(t, z) + Ex(t, 2)

= cos(wit — Bo,12) + cos(wat — [o22)

By equating the argument of each cosine to zero and solving for z/t, we find both phase velocities,

c1 =wi/Po1, €2 =w2/Poz2. (2.5)

If instead we calculate the power of the EM wave, which is proportional to |E(t, z)|?, we find

|E(t, z)]2 = cosz(wlt — Bo12) + COSQ(th — Bo,22) + 2 cos(wit — Po,12) cos(wat — Bo22)
= cos?(wit — Po12) + cos? (wat — Bo,2%)+

cos(wz2 — w1 )t — (Bo.2 — Bo,1)z] + cos|(wa + w1)t — (Bo2 + Boa)z],

where we have used the trigonometric identity cosucosv = 1/2[cos(u — v) + cos(u + v)]. By
taking the average, we can take the high frequency components as going to 1, such that the low

frequency component comes out as a slow modulation

(|Et,2)[*) =1+ cos[(wg —w1)t — (Bo2 — Po,1)z]. (2.6)
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This corresponds to an envelope traveling at a velocity

c12 = (w2 —wi)/(Bo2 — Bo,1) (2.7)

Thus, the speed of light is equivalent to the phase velocity of a single harmonic in vacuum since
it describes the velocity of a particular point of the sinusoid, or phase, as it propagates through
space. As multiple frequency components are combined, this leads to the formation of an envelope
function (see Fig. . These wave packets travel at this different velocity, called the group velocity
since it is composed of a group of waves [90]. Formally, we can generalize the group velocity to a
continuum of frequencies, as it is usually defined. We may define the group velocity by considering
a function a(t), consisting of a complex envelope w(t) multiplied by a carrier signal at frequency

wo,

alt) = w(t)e™!, (2.8)

where from here and thereafter, we drop the spatial dependence of the signals, restricting us to
the case of temporally varying signals measured at a single point in space, as it is typically the case
in signal processing. In the spectral domain, this waveform consists of a continuum of frequencies
centered at wp, with an envelope given by the Fourier transform, W (w) = .% {w(t)}, and it is defined

as

Alw) = W(w) * 6(w — wp), (2.9)

where * denotes a convolution and ¢ is the Dirac delta function. This wave packet will thus

propagate at the group velocity c,(w) defined as

cg(w) = a5 (2.10)

whose inverse, multiplied by the distance travelled 2, gives the group delay, 74(w) = z0/cq(w) =

2038 [91L 92]. As a rule of thumb, it is useful practically to know that the speed of light of a
dw
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waveform centered at 1550 nm, in single mode optical fiber (n = 1.46), is approximately equal to

205,337,300 m/s~ 2 x 108 m/s, such that it takes the light 5 ns to travel 1 m of fiber.

From here and thereafter, we note that all waveforms will be given on a time axis corresponding

to the retarded time, ¢,¢;, instead of some absolute time axis t,,s, which is defined as

b e (2.11)

tret = tabs — 7—g(WO)- (212)

In other words, this means that all time axes are given with reference the group delay at the
centre of the waveform, which depends on the central frequency wg of the signal. This is done to
simply consider changes in the shape of the waveform, regardless of its speed of propagation. In a

way, we stay the frame of reference of the waveform itself, both in space and time.

2.1.1 Dispersive propagation

As mentioned above, the equation relating the frequency of a wave to its propagation constant is
called the dispersion relation. If this equation is linear, such that w o« g, then the group velocity
and phase velocities are equal, and any waveform will travel through such medium undistorted since
all frequency components travel at the same velocity. If the dispersion relation is instead quadratic,
this indicates that the group velocity varies linearly with frequency. Physically, this effect is called

Group Velocity Dispersion (GVD), and causes different spectral components of a given waveform
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to propagate at different velocities, typically resulting in broadening and distortion. This property

of a material is characterized by the second order dispersion coefficient (5o

drg
_ % 2.13
52 dw ) ( )

which characterizes the amount of dispersion accumulated per distance of propagation [93], is
typically given in units of ps?/km. Alternatively, this property may be denoted by the dispersion

coefficient D, defined as

_ dry

D= 2.14
) (2.14)
which has units of ps/nm/km, and is related to 52 by
)\2
=——D. 2.1
B2 oy (2.15)

To account for the overall effect caused by a dispersive propagation, we also define the total
dispersion ¢ = S92 as the total amount of dispersion accumulated by a dispersive propagation.
Dispersion occurs naturally in practically all dielectric materials. The dispersion characteristics of
SMF-28 fiber optic cable, by Corning® [94], is shown in figure Wavelengths below 1310 nm
(~228.8 THz), where (5 is positive (D < 0), are said to exhibit normal dispersion, such that slower
frequencies (red) travel faster. Conversely, wavelengths above 1310 exhibit anomalous dispersion
(B2 < 0, D > 0), and higher frequencies travel faster. This is the case for signals in the C-band, the
wavelength range from 1530 nm to 1565 nm which is used in optical telecommunications due to the
low loss of fiber optic cable and high gain of EDFAs in this region. In particular, SMF fiber causes

about 17 ps?/km of dispersion around 1550 nm.

Dispersive effects may also be derived by a simple Taylor series expansion of the propagation

constant about the frequency wy at which the pulse spectrum is centered,

Bi = - ) (2.16)




18 | Chapter 2. Background Concepts

1 Input == Output Induced Phase
. : 7 ‘ .

[ o)
> @
= =
c )
2 7]
= 2

o
-0.2 -0.1 0 0.1 0.2
Time (ns)
Input GVD phase
1 T T T ™ T T T 20
2 g
8 0.5 \ 10 &
IS fo 2
X o
O L L - (- — L 1 0

-60 -40 -20 ‘0 20 40 60
Frequency (GHz)

Fig. 2.4 — Temporal broadening caused by dispersive propagation.

where the zeroth term scales the phase velocity, the first term is related to the group delay,
and the second term for group velocity dispersionﬂ Higher order dispersion coefficients f3, Oy, ...
are relevant near the 0 dispersion point of the material, and are of interest in non-linear optics and
for ultrafast pulse generation, where ultra-wide bandwidths waveforms and supercontinuums are
generated. These are however out of the scope of the present thesis, and we employ the so-called

narrowband approximation, such that all higher-order dispersion coefficients are neglected.

As will be further described in chapter 3, dispersion plays an important role in the Talbot
effect. Since, in some case, high amounts of dispersion are required, specialized equipements such
as Linearly Chirped Fiber Bragg Gratings (LCFBG) are employed to reach a specific amount of
dispersion. Thus, dispersions equivalent to hundreds of kilometers of fiber, which would result in
100 dB of loss using standard SMF, may be reached with attenuations below 3 dB using LCFBG

with lengths on the order of a few centimeters to meters long [95] 96, 97].

To conclude this section, let us explicitly investigate the effect of dispersion on a Gaussian pulse

of the form

(2.17)

2In the literature, the terms dispersion, second order dispersion, group velocity dispersion, group delay dispersion
and chromatic dispersion are often used interchangeably.
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where o is the standard deviation, related to the full-width at half maximum (FWHM) by
FWHM = 21/21n 20. Since dispersion is a unitary operation, because it preserves the amplitude of
a waveform and only alters the phase, it acts as a transparent filter. Thus, as with any phase mod-
ulation for a given domain, chromatic dispersion effect is modeled by multiplication by a complex

exponential with some argument ¢(w);

H(w) = e, (2.18)

In particular, group velocity dispersion (GVD) can be accounted by a quadratic spectral phase

of the form

 Guw?

Hovp(w) =€ 2. (2.19)

2,2

The Fourier transform of a Gaussian pulse is also a Gaussian in the spectral domain, G(w) = e~ =,
so we can calculate the waveform after a dispersive propagation with total second order dispersion
é by multiplication of the dispersive propagator, eq. in the associated Fourier domain, giving

the dispersed waveform §(t)

9(t) = 7~ {Havp(w)G(w)} (2.20)
P

;2 2 2
_ oWt wio?
1{6126 2}7

where .# ! denotes the inverse Fourier transform (see Fig. In this case, the resulting
waveform can be analytically derived, as shown in [93]. However, the resulting waveform must
often be solved numerically. The effect caused by dispersion is mathematically equivalent to that
of paraxial diffraction, as formally described by the space-time duality [98]. In this approach, both
paraxial diffraction and narrowband dispersion can be modelled as complex diffusion equations,
sharing similarities with thermal diffusion, such that ’sharper’ peaks spread out at a faster rate

than ’smoother ones’.
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Fig. 2.5 — Temporal phase modulation. (a) a step in phase modulation will lead to a discontinuity in the field. (b)
a quadratic phase modulation leads to the formation of a continuum of frequencies, as shown here in the temporal
domain.

2.1.2 Temporal phase modulation

A similar phenomenon can also be realized in the temporal domain, and is referred to as a time lens
[98, 99]. Whereas dispersion causes different frequency components to travel at different velocities
as a result of a quadratic spectral phase modulation, a time lens is achieved by varying the tem-
poral phase ¢ of a wave quadratically. Generally, temporal phase modulation according to ¢(t) is

accounted for by a multiplication in the time domain by the propagator

hrpa(t) = €90, (2.21)

Graphically, a wave that undergoes a sudden phase shift will simply appear to have a disconti-
nuity in its carrier wave (see Fig. . Experimentally, this can be achieved using an electro-optic
Phase Modulator (PM) based on the Pockel’s effect [100, 10I]. It is important to note that phase
modulation can be achieved by other means, in particular with non-linear effects such as self-phase
modulation or cross-phase modulation (XPM). With such approaches, it is usually possible to
achieve larger phase swings and higher bandwidth phase modulation signals, but these methods are

not as versatile and easy to implement as compared to an electro-optic PM.
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Fig. 2.6 — Spectral broadening caused by quadratic temporal phase modulation.

To illustrate its analogy with dispersion, let us once again consider a Gaussian function, described

by equation We can model a time lens with a propagator of the form

hrp(t) = e 2 b, (2.22)

where ¢q is a constant that describes the strength of the modulation. Experimentally, in the
context of electro-optic phase modulators, this parameter depends on the applied voltage and other
characteristic of the modulator [I0I]. The resulting spectrum g(w) following such quadratic phase

modulation is calculated as [93]

§(w) = F {hrpum(t)y ( )} (2.23)
F

2 = _
wot 6202 } .

The similarity in the operations of dispersion and time lensing is now apparent, graphically

demonstrated with Fig
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This time-frequency duality (also called Fourier duality) allows for many interesting phenomena
discovered in one domain to be directly carried out to the other. This duality appears for example,
in the correspondence between pulse compression [99] [102] and bandwidth compression [I03], time-
to-frequency mapping [104], 105, 106, [107], frequency-to-time mapping [108, 109, [IT0], etc. As shown

in the next section, the Talbot effect is no exception to this rule.

2.2 The Talbot effect

The Talbot effect was first observed by the British scientist William Henry Fox Talbot, in 1837
[111]. When examining diffraction gratings under white light illumination with a magnifying lens,
he observed that images of the grating reappeared a specific distances, even when he moved the lens
out of focus. The phenomena, also called self-imaging effect, was then described in the temporal
domain by Jannson and Jannson in 1981 [I12], and was found to be an efficient way to increase the
repetition rate of pulse train [I13|, [114]. These concepts were then further extended to the spectral
[115] and angular domains [I16] by José Azana. Since then, the Talbot effect has been carried out
from optics to other wave systems, such as plasmonic waves [87], X-rays [117], and matter waves

[85], amongst others.

Here I present the basic theory behind the Talbot effect for repetition rate multiplication in the
time domain [I13, [114], and for frequency comb division in the spectral domain [I15]. I will then
formalize the generality of this effect in section [2.:2.3] and proceed with a description of the phase
relation of the Talbot images in section which allows for the realization of a Talbot amplifier
for periodic waveforms, the main subject of Chapter 3. This lays the theory to describe the Talbot

Array Illuminator (TAI), the concept employed for Talbot amplification of arbitrary waveforms.

2.2.1 Temporal Talbot effect

Consider the intensity profile I(¢) of a signal consisting of a repeating waveform f(¢) with period

ty,

+oo
It)= Y f(t—nt), (2.24)

n=—oo



The Talbot effect | 23

t, Temporal Talbot Effect tr
D Group Velocity Dispersion D
Integer qg=1
t t-/q t
w, ® Fractional lHl 1 l l q=2
t
Ll ges
w t

LA A d il q=4

Fig. 2.7 — Temporal Talbot effect.

where f(t) is centered around t = 0 and extends over a temporal duration << ¢,. Such a
function will have a Fourier representation consisting of a series of lines, spaced by a spectral period
wr = 27/t,. The temporal Talbot effect occurs when this periodic waveform travels through a

dispersive medium with a total second-order dispersion coefficient ¢ satisfying

. 21 p
bpa= 3> (2.25)

wig
where p and ¢ are mutually-prime natural numbers (i.e., p/q is an irreducible fraction). If ¢ = 1,

such the total dispersion satisfies the relation

27 p
w21’

bp1 = (2.26)

then the initial waveform is recovered exactly without distortion, as if it had not experienced
any dispersion (see Fig. 2.7). Under these conditions, the recovered waveform is referred to as an

integer Talbot imagd?|

As depicted in Fig. for even values of p (i.e., {p,q} = {2,1}), the image is recovered exactly
as in equation whereas for odd values of p (i.e., {p,q} = {1,1}), the obtained integer Talbot

image is shifted by a half-period. These two cases are referred to as exact integer Talbot images

3The terms fundamental Talbot image and self-image are also used for this purpose.
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Time

0 1/4 1/2 2/3 11 3/2 2/1
p/q

Fig. 2.8 — The Talbot carpet shows the evolution of a 1D temporal signal (y axis) as it propagates through increasing
amounts of GVD, where ¢ is given in terms of the Talbot integers p/q = 0,1/4,1/3,...,2/1

and inverted integer Talbot images, respectively. In reference to the spatial effect, one may define

the Talbot length,

. 41
= 2.27
$2.1 o (2.27)
which corresponds to the amount of dispersion between two exact fundamental Talbot imageqﬂ
In the context of optics, the integer Talbot effect has found application for clock recovery [I19] and
has been shown to mitigate distortion from amplitude and timing jitter [120, 121), 122, [123] [124].

The integer Talbot effect has also been used to avoid the need for dispersion compensation modules

for transoceanic transmission of pulse trains by having the total fiber length respect an integer

Talbot condition [125].

4Note that in the literature, the Talbot length is sometimes given as half of this value. Here we follow the given
convention so that the pattern repeats periodically with the Talbot length, with no phase or time shift difference

[118].
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depends on the phase factor p. Note that both temporal signals are normalized to 1 to make the phase variation more
visible. As mentioned above, the period-reduced signal has an intensity reduced by the same factor, ¢ = 2 in this

case.

On the other hand, if the total dispersion satisfies eq. [2.25] with ¢ > 1, the pulse train will be
recovered with a period reduced by a factor ¢ [113}, [114];

+o0
1,(t) = 3 > ft—n)

n=—oo

(2.28)
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These images can be observed in the Talbot carpet between the integer Talbot images (Fig. .
This case is called fractional Talbot effect, and due to energy conservation, each pulse will also be
decreased by a factor ¢, assuming loss-less propagation (See Fig. . The fractional Talbot effect
has been shown as an efficient method to increase the repetition rate of pulse trains [I13] [114]. One
should also keep in mind that dispersion implies a phase-only operation in the spectral domain;

thus, the intensity profile of the spectrum is unchanged.

A important aspect of fractional Talbot images is that the resulting waveform exhibits a de-
terministic phase variation. This can be explained by the mode decomposition, as shown in Fig
[2.9] Alternatively, this phase variation may also be understood from the fact that the different
output pulses occur at different path lengths with respect to the initial pulsesﬂ These phases are

primordial in the realization of a Talbot amplifier, and will be treated in further details in section

2.3l

2.2.2 Spectral Talbot effect

As discussed at the end of section there exists a duality between dispersive propagation and
quadratic temporal phase modulation (i.e., a time lens). This duality also extends to the Talbot
effect, and was exploited by José Azafia to postulate the spectral Talbot effect in 2005 [115]. The
experiment was done using frequency combs, which are waveforms characterized by a collection of
equally-spaced discrete spectral lines, separated by a spectral period v, called the free spectral range
(FSR). The FSR is reciprocal to the period of the temporal waveform, ¢, = 1/v,. Although any
periodic waveform could loosely be referred to as a frequency comb, since they consist of a collection
of discrete spectral components in the Fourier domain, the term is reserved for signals where the
repetition rate and absolute frequency offset are stabilized with a high degree of precision and
with very low phase noise. Such signals are particularly useful in high precision metrology [12§],
atomic and molecular spectroscopy [129, [130], astronomical observation [131], signal processing

[132], quantum optics [I133] and a myriad of other specialized applications [134].

5Indeed, although most of the literature derives the Talbot effects from a Fourier decomposition approach, which
relies on the wavy nature of the Talbot effect, it is possible to instead derive it using a path-integral formalism, which
can be interpreted as the particle nature of the Talbot effect [126] [127].
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Fig. 2.10 — Spectral Talbot effect.

The spectral Talbot effect occurs when a periodic spectral waveform is affected by a temporal

phase modulation operator of the form

‘LPOtZ

hr(t) = € 2, (2.29)

where the phase modulation coefficient ¢ satisfies a relation of the form

2r s

_ 4TS 2.30
t2 q (2:30)

%0

where s and ¢ are, again, two mutually-prime natural numbers [I15, 135], 136]. Similarly to
the temporal Talbot effect described above, Fig. describes the effect of different values of the
phase modulation coefficient on the input waveform, allowing for FSR division by the integer q.

The spectral Talbot effect is evidently analogous to the temporal Talbot effect.

2.2.3 On the generality of the Talbot effect

The discussion at the beginning this chapter mentioned how the Talbot effect was brought from
the spatial domain to the temporal domain through the space-time duality, which can be formally
described as a mathematical isomorphism between the physics describing narrowband dispersion

and paraxial diffraction. It should now be clear that there is also an evident duality between
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Observation Fourier-dual
Domain Domain Propagator Talbot Condition
GVD
. w2 .
Time Lens
.o
Frequency w t hry(t) = et 0o = %’53
Quadratic Phase
General u U X(U) = 'SV’ 0= %g

Table 2.1 — Generalized Talbot variables.

time and frequency, two Fourier conjugate domains. This allows for abstraction of the phenomena,

regardless of the specific domain of observation [137].

The generalized problem can be described by a representation variable w in any observation
domain, which is related to its conjugate Fourier variable U. As usual with Fourier dual variables,
a periodic function with period w, in the Observation domain u has a related period U, = 27 /u,
in its Fourier conjugate domain U. As shown in table we can generalize the Talbot effect to
any domain of observation as resulting from a propagator in the Fourier-dual domain, X (U), which

performs a quadratic phase modulation according to the Talbot condition.

2.3 Discreteness of the Talbot effect and Gauss sums

In the examples shown above, it was implicitly assumed that the signal in the domain affected

by the quadratic phase modulation (e.g., the Fourier-dual domain) consisted of a series of very

narrow waveforms. Indeed, as shown in the sections [2.1.1] and [2.1.2] on dispersion and temporal

phase modulation, if a single waveform is affected by a considerable amount of quadratic phase
modulation, this will cause a broadening in the associated Fourier domain. Thus, for the Talbot
effect, the phase variation between neighbouring waveforms is significant, but the phase variation
within a single waveform must be negligible. Alternatively, to avoid distortions due to non-negligible
phase variation within a single waveform, the phase modulation process can be performed in discrete
steps [136, 138]. This is particularly useful for the spectral Talbot effect, since it is difficult in

practice to achieve time lenses with a large phase swing. The discrete phase levels may easily be
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extracted from the continuous quadratic phase modulation by taking the values of the propagator
at the center of each waveform. The extracted phase values can then be wrapped to a range of 27,

and a periodic phase sequence of ¢ phase levels is recovered (see Fig. [2.11]).

Input waveform intensity == Discrete quadratic phase
= Continuous quadratic phase == Discrete phase wrapped 21

Modulation Domain U

Fig. 2.11 — Continuous and discrete phase modulation equivalence, with ¢ = 3.

Interestingly, this alludes to the fact that the Talbot effect is fundamentally a discrete phe-
nomenon, and reduces the problem to one of number theory. Indeed, research on the nature of the
Talbot effect has demonstrated that the phase sequences satisfying a Talbot conditions all have a
common form, belonging to a family of equations known as Gauss Sums [126] 137, 139] 140, 141].
These sums are ubiquitous in number theory, and they were originally considered by Gauss to prove
the law of quadratic reciprocity, a law that gives conditions for the solvability of quadratic equations

modulo prime numbers. Gauss himself referred to this proof as the golden theorem [142] [143].

Thus, instead of analyzing the phase dynamics of the Talbot effect with continuous functions,
we can instead investigate the phases that occur in the Talbot effect by using a discrete formalism,
where each pulse in the observation domain is indexed by an integer n, and label those in the
Fourier-dual domain with the integer m. We may then use the Discrete Fourier Transforms (DFT),
combined with standard operations from number theory, to derive the induced phase sequence in
the observation domain resulting from a phase modulation satisfying a Talbot condition (e.g., in

the Fourier-dual domain). In this view, consider a discrete signal z,, consisting of a sequence of
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phase levels periodic in the running index n with period ¢. It can be shown that its DFT pair is

given by

T, = e = ¢l76¢ exp <i7r0¢sn2> LELEIN (2.31)
q
) 1 e
Xm = elem = \/aexp (_ZWU¢Wm2> ,
q

where o4 = £1 is simply the sign of the phase pattern, and both n and m are restricted to the
integers 0, ...,q — 1 [126}, 137, 139, 140} 141]. The integer factors s,p and ¢ are related by

sp=(1+4+gqeqs) (mod 2q), (2.32)

where e, represents the parity of the integer g, such that e; = 0 when ¢ is even and e; = 1 when

q is odd [139]. The constant phase factor e~%¢¢ is given by
. S o T (o P o T (ag—
e—iosc — 2 eza¢4(q ) _ (2 RIS (¢—1) (q Odd), (233)
q q

e TeC — (q) eTI0s TS = <q) e TP (g even).
s p

It is worth noting that this phase factor does not alter the shape of the phase sequence, so is not
needed in practice. Thus, eq. [2.31] allows us to compute the resulting phase sequence at a fractional
Talbot plane. For reference, table lists the different values of p for a given s and ¢g. The subject
of the phase relations that arise in the Talbot effect has significantly evolved in recent years, and is
still an active area of research to uncover further insights into the dynamics of the Talbot images

as they evolve through the carpet.

From this discussion, one could therefore argue that the Talbot effect is fundamentally a discrete
phenomenon. As mentioned above, this allows to apply a phase modulation in steps rather than in a
continuous fashion. Furthermore, the discrete formalism presented here sheds light on the inherent

periodicity of the Talbot phases, resulting in the fact that only a finite set of different phase values
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P
1 2 3 4 5 6 7 8 9 10
g 2 1 3 1 3 1
3 4 2 4 2 4 2 4
4 1 3 5 7 1
5 6 8 2 4 6 8 2 4
6 1 5 7
7 8 4 12 2 10 6 8 4 12
8 1 11 13 7 9
9 10 14 16 2 4 8 10
10 1 7 3 9
11 12 6 4 14 20 2 8 18 16 10

Table 2.2 — Values of the integer s, for corresponding p and ¢ values.

need to be implemented in practice, in contrast to the ’infinite’ phase sequence of a continuous
phase modulation such as GVDH This is particularly useful for temporal phase modulation, where
it is difficult to have arbitrarily long and deep quadratic modulation, limited by the maximum phase
swing achievable with electro-optic PM or XPM. It is instead much more convenient to use a radio-
frequency (RF) arbitrary waveform generator (AWG), where discrete phase levels can be digitally
programmed, and then fed to an electro-optic PM. On the other hand, a continuous spectral phase
filter is typically much more convenient than a discrete spectral phase filter, since devices that exhibit
large amounts of GVD are relatively easy to design, whereas practical discrete phase filters would
require high spectral resolution and would be difficult to reconfigure. In conclusion, there is some
form of equivalence between continuous and discrete phase filtering, and when discussing periodic
waveforms, the difference is rather unnoticeable because the individual waveforms are usually too

narrow to experience any significant dispersion.

Indeed, the periodic nature of the GVD was previously noticed and used to describe a family of equivalent
continuous filters [144].






Chapter 3

Talbot Amplification

Talbot amplification of periodic waveforms was first demonstrated in 2014 by Reza Maram on
pulse trains in the temporal domain [145]. Hugues Guillet de Chatellus then demonstrated it
shortly after in the spatial domain with noiseless amplification of periodic images in 2017 [146, [147],
and Luis Romero Cortés demonstrated it in the spectral domain with frequency combs in 2018
[148]. In all contexts, Talbot amplification showed interesting noise mitigation properties, unlike
the deterioration caused by conventional active amplification methods, as discussed in Chapter
In a so-called Talbot amplifier, the phase operations rely on the phase coherence of the SUT, such
that the amplification process leaves random, incoherent noise virtually untouched. This is due
to the fact that such noise has rapid intensity and phase variations, such that the phase relation
required for Talbot amplification is not satisfied. On the other hand, the coherent SUT is amplified,
such that it is possible to recover waveforms heavily distorted by incoherent noise. Interestingly, the
idea behind Talbot amplification is closely related to the Talbot Array Illuminator (TAI), a concept
that was first shown in the spatial domain by Lohmann in 1988 [I18]. Historically, TAI were first
employed in the spatial domain as a means to convert a uniform plane wave into many concentrated
spots of light of equal intensity, with very little energy loss in the conversion. Its purpose was
to provide an array of microstructures with light beams, for example, to supply power to optical
parallel processors, or for integrated circuit pattern illumination, possible both in 1D or 2D [118].
More recently, TAI have been used for CW-to-pulse conversion [149] and for both temporal [I50]
and spectral [I51] invisibility cloaking. In the context of image distortion, the TAI’s self-healing

properties [152] and robustness to defects on gratings [I53) [154] have been discussed, however TAls
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were never exploited in the context of waveform amplification. Furthermore, although amplification
factors up to 27 have been shown on periodic signals in ref. [145], most demonstrations of Talbot
amplifiers and TAIs have been limited to factors below 5, due to a combination of the fact that the
Talbot phases were not very well understood, due to experimental complexity, and also simply by

lack of need for higher amplification factors.

Employing the mathematics described in section [2.3and using state-of-the-art, yet commercially
available components, I show here how the TAI concept can be adapted for amplification of arbitrary
signals, alleviating the requirement for periodicity. In particular, when applied in the time domain,
the Temporal Talbot Array Illuminator (T-TAI) scheme is suited for noise mitigation of narrowband
signals (Chapter @), whereas in the frequency domain, the Spectral Talbot Array Illuminator (S-
TAI) is suited for noise mitigation of broadband signals (Chapter . In both cases, amplification
factors near 30 are demonstrated, corresponding to the highest amplification ever reached in Talbot

amplifiers, which allows for unique noise mitigation capabilities.

3.1 Talbot amplification of periodic waveforms

Integer Talbot Image Integer Talbot Image
Fractional Talbot Images

Dispersive
propagation

U
GVD ($)

,3

Input Signal PM (“’) GVD (¢)
time t
Phase Modulatlon Slgnal fime ¢
-

time t

Fig. 3.1 — Talbot amplification of periodic waveforms consists of imposing the phase of a fractional Talbot image,
which followed by dispersion, leads to the coherent summation of ¢ peaks. In this figure, this is illustrated by having
the signal at ¢ = 3 as the input signal, where the phase is imposed using a PM, and then reaching the next integer
Talbot image by dispersive propagation.
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The easiest way to grasp the concept behind Talbot amplification is unquestionably by vi-
sualizing the dynamics within the Talbot Carpet. To briefly summarize, a temporal pulse train
propagating through a certain amount of dispersion ¢ is modelled by a spectral phase modulation
according to the dispersive propagator, eq. On the Talbot carpet, this corresponds to a
transformation from the initial image at ¢ = 0 to ¢ = q.b.qu, where p and ¢ are the integers from
the Talbot condition for dispersive propagation (eq. . The resulting temporal Talbot image
will thus have a period and peak power reduced by a factor ¢, and it will exhibit a specific phase

sequence as discussed in chapter [2.3]

Now, if we instead considered this fractional image as an input waveform, and made it propagate
through a further amount of dispersion as to reach the next integer Talbot image, we would recover
an amplified waveform with lower periodicity. This is the essence of temporal Talbot amplification,
as depicted in Fig. given an input signal with an initially flat phase, we can impose on it the
phase relation of a fractional Talbot image using an electro-optic Phase Modulator (PM). By then
making this waveform propagate through a specific amount of Group Velocity Dispersion (GVD),
it will reach a integer Talbot image with a period and power increased by a factor g, resulting in
the passive amplification of the individual waveform by coherent addition, at the cost of a lower

periodicity.

This process can be described in further details by analyzing the process through the dynamics
of the spectral modes of the signal. In Fig. (a), we start with a periodic train of pulses with a
flat phase, as indicated by the equal phase value of each spectral components. We then modulate
the temporal phase of each pulse according to a Talbot condition, shown in Fig. (b) for g = 2.
This causes the spectral modes to split due to the lower frequency period of the imposed phase
pattern. This step effectively corresponds to the spectral Talbot effect. These modes display a
phase variation which also follows a Talbot condition. Finally, the spectral modes are realigned
by dispersive propagation, resulting in the coherent addition of ¢ pulses, see Fig. (c). This
realignment is precisely due to the fact that the resulting phase variation following the first phase
modulation (i.e, (b)) can be calculated exactly using the mathematics from section Thus,
the second phase modulation (c)) is chosen to align the spectral modes by compensating the

induced phase.
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Fig. 3.2 — Mode dynamics in periodic Talbot amplification. (a) The input signal consists of a periodic train of pulses
with constant phase. (b) Phase modulation according to a Talbot condition for a given ¢ will cause each spectral
modes to separate into ¢ modes, here shown for ¢ = 2. These newly formed modes also exhibit a phase satisfying a
(possibly different) Talbot condition. (c) Dispersive propagation by the proper amount will cause the spectral modes
to realign, causing coherent summation of ¢ pulses.

Alternatively, it is possible to generalize the concept of Talbot amplification using a reasoning
purely based on concepts derived from the Talbot effect. In the interest of clarity, I will describe the

principle of Talbot amplification for temporal waveforms, however, one must keep in mind that a



Talbot amplification of periodic waveforms | 37

SERERERRRRRE
SRRRERRRRRRR
SERRERRRERERERR

Iy
@

1/3 1/2 15 1/3 12
p/q slq

2
S

n

SRRRRRERRERRR
111111100111

SRRRRRRRERRR
EFrquencyé

n
@
2
=)

i u 113 12 11
slq

7
p/q

Ve

Frequenc

111110110011

n
BiliiLitiitin

0 1/3 1/2 alal
piq

€

Frequency
o

TR

T 2w
I g 2 &S LA 13 1/2 213 11
p/q slq

Fig. 3.3 — Steps for Talbot amplification viewed in both domains simultaneously. (a) We start with a periodic
signal with a flat phase in both domains, such that both images correspond to an integer Talbot image. (b) We
modulate the phase of the temporal signal according to a Talbot condition with a sequence of length ¢. This shifts
the spectral waveform to a fractional Talbot image which has a spectral period reduced by a factor ¢ (i.e., Spectral
Talbot effect). (c) Since the temporal signal now has a phase variation, it is no longer an Integer Talbot image. We
may say it is transposed to a different Talbot carpet where the Integer image has a period ¢ times bigger, such that
the signal is assigned to its proper fractional Talbot image, in terms of period length and phase sequence. (d) Finally,
by compensating the spectral phase acquired by the spectral Talbot image, it becomes the integer Talbot image of a
Talbot carpet, and the temporal Talbot image is shifted to an integer Talbot image, such that g pulses are coherently
summed.

similar reasoning can be carried out to any other domain, as described in section [2.2.3] The general

reasoning relies on three basic postulates:
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Only the fundamental Talbot images have a flat phase. In this case, the periodicity of the
signal in the observation domain is related to the periodicity of its Fourier-dual image are

related exactly by their inverse (i.e., w, = 27/t,).

. All higher-order Talbot images exhibit a phase in the form of a Talbot condition in both

Fourier domains, and these phase sequences are DFT pairs of each other [I39]. Thus, given
a g-periodic phase sequence of length t, = gts, where ¢, is the temporal duration of a single
phase level, it will be associated with a unique phase sequence of length w, = quws, where w;
is the spectral extend of a single phase level. These phase sequences are related by eq.

and their durations are Fourier inverses of each other, w, = 27 /t, and w, = 27 /t;.

All higher-order (or fractional) Talbot images with a phase sequence of length ¢ belong to
a Talbot carpet whose fundamental image has a period g times bigger. Thus, all fractional

Talbot images satisfy t, = qts = t; (wr = qus = wy).

Keeping these postulates in mind, the Talbot amplification can be described step by step in

both Fourier domains simultaneously as follows, graphically presented in Fig. 3.3

a)

c)

We start with a transform limited waveform (flat phase), with temporal period ¢, spectral

period w..

The temporal phase is modulated following a Talbot condition. As an example, this is done
in Fig. (b) with p = 2 and ¢ = 3, resulting in a phase modulation signal of length
tq = 3ts, where ts = t,. This shifts the Fourier-dual image along the carpet, as indicated by
the pink arrow, reducing the spectral period and intensity profile by an amount ¢ = 3. A
phase sequence of length ¢ = 3 with s = 2 is induced in this waveform, as detailed in section

and we have wy = 3w, = w, (per postulate 2).

Although the resulting Fourier-domain function still belongs to the same initial Talbot carpet,
since it satisfies wy; = w;, the temporal waveform now belongs to a Talbot carpet where the

fundamental Talbot image has a period ¢ = 3 times bigger (per postulate 3).

The phase in the Fourier-dual domain is compensated by spectral phase filtering according to
the conjugate of the induced phase. This makes both domains reach a fundamental Talbot
image. In particular, the image in the temporal domain is shifted to a new location on the

Talbot carpet, as shown by the pink arrow, such that its period is increased by q.
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Experimentally, step (b) of Fig. can be done by imposing a Talbot phase relation on the pulse
train using an electro-optic Phase Modulator (PM). Step (d) then corresponds to the subsequent
dispersive propagation of said signal through an amount of dispersion corresponding the conjugate of
the induced phase, causing the coherent summation of ¢ temporal waveforms. In practice, spectral
phase filtering is conveniently achieved by dispersive propagation through a Linearly-Chirped Fiber
Bragg Grating (LCFBG). An important practical consideration for spectral phase filtering is that
higher dispersion values typically result in higher losses and/or higher experimental complexity.
Thus, in order to minimize the required amount of dispersion, the design equations are usually kept
such that p = 1 (considering that the condition with the integer p is applied via GVD). This then

sets the integer s = 1 + geg, such that we have the design equations

2r 1 1+qeq o
— = = —n2 3.1
b=os g o = ogm——n (3.)

where 04 = £1 and n =0, ...,¢ — 1 is a periodic index for the temporal pulses. Note that here,
both phase modulations have the same sign, since the applied GVD is conjugate to the induced

phase (eq. [2.31]).

For a desired amplification factor, the design equations are not unique, as one could reach either
an exact or an inverted integer Talbot image. This degree of flexibility allows for other expressions
of the phase modulation signals by choosing different combinations of the phase factors p and
s, corresponding to different amounts of GVD and different temporal phase modulation signals.
Furthermore, it is generally not necessary to return to a fundamental Talbot image. Indeed, in
step (d), one could choose a different phase modulation pattern which would instead reach another
fractional Talbot image. This concept has been exploited for fractional averaging of repetitive

waveforms [I55] and arbitrary repetition-rate control of periodic pulse trains [156].

3.2 The Talbot array illuminator

As mentioned above, Talbot amplification of periodic waveforms showed convincing noise mitigation
abilities [145] 146), 147, [148]. Although periodic waveforms find application in a wide variety of

fields, this strict requirement for the waveform to be periodic imposes a significant limitation for its
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Fig. 3.4 — Principle for noiseless amplification of arbitrary waveforms. (a) Periodic Talbot amplification enables
noiseless amplification of the individual pulses of a periodic waveform. (b) This could be adapted for arbitrary signals
by sampling them with a pulse train. However, this method is inefficient since an important part of the signal
is discarded. (c) a Temporal Talbot Array Illuminator (T-TAI) allows to convert a CW signal into a pulse train.
(d) The T-TAI can be employed for efficient noiseless amplification of arbitrary waveforms. Note that the phase
manipulations are the same in all cases.

application on arbitrary waveforms. To circumvent this requirement of periodicity, one approach
could be to simply apply the Talbot amplification scheme on a sampled version of the arbitrary

signal, as illustrated in Fig. [3.4] (b). Indeed, this approach seems suitable for processing aperiodic
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Fig. 3.5 — Mode dynamics of a TAIL (a) We start with a CW signal as an input signal. (b) The signal is phase
modulated according to a Talbot condition, with p, ¢ = 1,2. This causes the CW to split in different modes, exhibiting
a spectral phase comprised of both the induced Talbot phases and the sinc phase. (¢) The spectral Talbot phases
are compensated, causing the modes to align, effectively redistributing the energy into separate pulses. Note that the
leftover phase is due to the sinc envelope, and that each temporal representation is normalized to show the phase of
the carrier signal. Thus, the intensity increase by a factor ¢ = 2 of the waveform in (c) is not shown here.

signals. However, the sampling stage itself is very inefficient, since a large part of the signal’s energy

is discarded.
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Fig. 3.6 — Noise mitigation
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On the other hand, a Temporal Talbot Array Illuminator (T-TAI) allows to efficiently convert a
continuous wave (CW) signal into a periodic pulse train (see Fig. [3.4). The concept behind a TAI
consists of imposing a periodicity on an aperiodic waveform via the phase modulation. Subsequent
dispersive propagation then leads to a redistribution of the energy into discrete peaks. The process
can be view by modal decomposition, depicted in Fig. [3.5] Effectively, the phase modulation causes
the CW to split into various modes, with an envelope given by a sinc functionEl, and the following

dispersive propagation causes these modes to align, creating an array of square pulses.

The key finding of this thesis was the realization that the TAI preserve the shape of an input
waveform through the envelope of the peaks, as depicted in Fig. [3.4] (d). Thus, all the energy of
the waveform is maintained, ideally performing a lossless sampling process on the analog waveform.
The idea is similar in spirit to a regular TAI, except that here we exploit for the first time its noise
mitigation capabilities by using the TAI on information-bearing waveforms, enabling unprecedented
noisy signal recovery. As illustrated in Fig. the process relies on phase coherence of the signal
to be processed. Thus, since incoherent noise, such as the ASE noise produced by EDFAs, consists
of rapid fluctuations in both amplitude and phase, it is left virtually unaltered by the passive
amplification process. On the other hand, the SUT is amplified into a series of peaks, and sufficient
amplification allows for the signal to be recovered from the peaks. In practice, the effect of the TAI
when applied to the temporal or spectral domain has very different properties. As shown in chapter

when applied to the temporal domain (referred to as temporal Talbot array illuminator, T-TAI),

1 sin(x)

sinc = =75 is the Fourier pair of the rect(x) function, where rect(x) = 1 for z < 1/2 and zero otherwise [92].
Since the phase sequence is applied in a discrete fashion, the Fourier transform of a CW modulated by Talbot phases
is a sinc function. The lobes of this function have an alternating 7/2 phase variation.
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this method offers unique noise mitigation for narrowband signals [ACIL [AC2] [AC3], a difficult feat
to achieve in photonic systems. On the other hand, when applied to the spectral domain (referred
to as spectral Talbot array illuminator, S-TAI), it is possible to mitigate noise contained within
the bandwidth of the signal itself [AC4, [AC5, [AC6]. This so-called in-band noise has been the
subject of research for many years, and the novel solution using the TAI to mitigate in-band noise

in broadband signals is described in chapter

The information contained within the input waveform is preserved as long as the output peaks
satisfy the Nyquist sampling criterion with respect to the input waveform [92], as with any sam-
pling processﬂ Therefore, given a SUT which has its sharpest temporal variations with temporal
resolutions tyyq, corresponding to frequencies vnyq = 1/tnyq, then the TAI needs to be designed such
that the output peak separation t, is at least twice as short as the fastest variations, t; < 2t,yq,
as shown in Fig. 3.7 (a). In the context of data signals, the duration of a phase sequence t, must
be equal or shorter than a single bit period. If ¢, is shorter than a single bit period, then the
ratio of the bit duration to ¢, must be integral, yielding an integer amount of output peaks per bit
(see Fig. (b)). In the case of the S-TAI, the same Nyquist sampling criterion applies, except

for the spectral waveform rather than the temporal waveform (see Fig. [3.7 (c)). Thus the output

2The Nyquist sampling criterion describes the minimum sampling rate necessary to recover the information con-
tained in a given waveform.
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spectral peaks spacing w, must be small enough to sample the spectrum of the waveform properly.
Effectively, this means that the S-TAI has an inherent limitation to process signals extending over
a long temporal duration, which require a very fine spectral resolution. On the other hand, since
the S-TAI can operate over very broad spectral regions, the S-TAI is intrinsically suited to process
broad waveforms. Note that in both cases, the Nyquist criterion must be satisfied for the phase
variation of the input signal signal as well as for the amplitude variations. The specific limitations

for each case are treated in more detail in the following section.

3.3 Arbitrary signal amplification and noise mitigation

This section describes the specific implementation of both the T-TAI and S-TAI along with their
associated limitations. Here we assume that a continuous quadratic phase filtering scheme is applied
in the spectral domain. As noted in chapter for periodic Talbot amplification, the use of a
continuous phase modulation in one of the two domains is nearly identical to the use of discrete
phase modulation schemes in both domains. On the other hand, when the technique is extended
to aperiodic waveforms as in the TAI, the difference is small, but noticeable in simulations. While
there is no published work on this at the moment, the implications of a continuous phase modulation
scheme versus a purely discrete scheme is a timely subject that will surely be documented in the

close foreseeable future.

Furthermore, the following discussion assumes that an AWG is used to provide the phase modu-
lation pattern to an electro-optic PM. As discussed below, the maximum sampling rate of the AWG
turns out to be an important limitation of the system. It should however be noted that if higher
sampling rates are required, alternative methods may be chosen for the temporal phase modulation,
allowing a smaller t;. For example, one may resort to the use of an RF synthesizer. This allows for
higher effective sampling rate, since certain Talbot phases can be approximated by a sinusoid. This
approach however limits the amplification factors to about 4-5 [I57][AC4]. Alternatively, one may
also use XPM-based approaches to apply the phase modulation [I58, [I59], and it is theoretically
possible to reach high amplification factors by shaping the optical waveform to the desired Talbot
phase. This specific implementation is currently an active area of research, and could potentially
alleviate the limitation caused by the sampling rate of AWGs, at the cost of the higher complexity

associated with nonlinear optics approaches.
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3.3.1 Temporal implementation

The implementation of a T-TAI is similar to that of a periodic temporal Talbot amplifier, except that
now the phase modulation equations are designed for a wvirtual period. This virtual period coincides
with the width of the output peaks, dictated by the duration ¢4 of a single phase modulation level.
These peaks are in turn separated by t, = qts. As discussed with eq. the dispersion is usually

kept at a minimum, such that the design equations for a T-TAI are

q—1 2
1+qeq, o ; ts q
t) = t(t — It ! =045, 2
() ;:0 rect( )0y ™ ¢ =057 (3.2)

where the temporal phase modulation is applied periodically, and the function rect(¢) = 1 for
|t| < 1/2, and zero otherwise. Note that the temporal phase modulation is applied first, followed
by dispersive propagation. Typically, high amplification factors are desired, such that the T-TAI is
designed to have the integer ¢ as high as possible. A high amplification factor poses a requirement
on the amplitude resolution of the phase modulation signal, which is given by the bit resolution
of the AWG. Considering the 8-bit resolution of the employed AWGs, this was not considered to
be a significant issue. However, all experiments have shown an unexpected upper limit on the
amplification factor near ¢ = 30. It would thus be informative to further investigate the impact of
the AWG resolution on the amplification factor, since the reason for this limitation near ¢ = 30 is

currently not well understood.

As mentioned above, the T-TAT’s ability to process rapidly varying signals, such as high band-
width data signals, is ultimately limited by the maximum sampling rate and bandwidth of the
employed AWG. As illustrated in figure (a), the phase modulation sequence length must satisfy
the Nyquist rate with respect to the SUT to avoid the loss of information in the sampling process.
Considering that state-of-the-art AWGs have sampling rates in the range of vawg =~ 50 to 100
GS/s, and that amplification factors of at least ¢ ~ 10 are needed for interesting noise mitigation
effects, this set the maximum bit rate of processable data signals to vawa/q =~ 5 to 10 GS/s, or

general analog signals with bandwidths up to vnyq = vawa/(2¢q) =~ 2.5 to 5 GHz.

On the other hand, the T-TAI’s ability to yield sampled signals with large output peaks t4
with broad temporal separations ¢, is limited by the maximum amount of available dispersion.

Wider output peaks could be required in applications where lower bandwidth electronics which
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cannot manipulate fast signals in the tens of GHz range are employed. As previously mentioned,
fiber optic cables can be used to achieve large amounts of dispersion, but this requires propagation
through several hundreds of km of fiber, resulting in very high losses. For example, ref. [145] showed
amplification by a factor ¢ = 27 using a high dispersion value of |<;5\ ~ 10,200 ps? equivalent to
about 470 km of fiber, which caused 70 dB of insertion loss, such that no net gain (input-to-output
gain) was observed. Therefore, LCFBGs are favoured for high dispersion values, and commercially
available LCFBGs offer values of |¢] ~ 12,750 ps? with as little as 2 dB of loss. Assuming a T-TAI
implemented with such a dispersion value and an amplification factor ¢ = 10, peaks with a width

of ty = 1/27¢/q = 90 ps at a rate of ~1.1 GHz (t, ~ 0.9 ns) can be generated.

Finally, the unique ability of the T-TAI to function regardless of the carrier signal of the signal
can be noticed from the absence of a wavelength dependence in equations The limitation of the
T-TAI in this regards depends solely on the flatness of the employed components over the operation
bandwidth. Electro-optic PMs can be made with a flat response over the entire C+L bands (1530

nm to 1625 nm), and LCFBGs can also be made to function over such wide bands.

3.3.2 Spectral implementation

The S-TAI is implemented with similar design equations, except that the module operates in a
reversed order, i.e., spectral phase filtering followed by temporal phase modulation. This process
yields a spectrum which is a sampled and amplified version of the input, composed of spectral peaks

of width ws, separated by w,. The design equations in this case are given by

. oml = 1
o= O'(z)%* o(t) = Z rect(t — lts)oy + 46 2. (3.3)

In this case, the limitations are somewhat "inverted"; to process a spectral with finer spectral
resolution, corresponding to signals with longer temporal durations, the limitations are ultimately
caused by the need for large dispersion values. In this case, the S-TAI needs to be designed such
that the spectral peak separation w, is small enough to satisfy the nyquist rate with respect to
those finer spectral variations (see Fig. [3.7] (c)), thereby increasing the value of ¢ in eq. Thus,
assuming a dispersion value of |¢| ~ 12,750 ps? and an amplification factor ¢ = 10, the S-TAI
would give output peaks with a width w,/27 = /1/(2n¢q) ~ 1.1 GHz, separated by a spectral
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period wy/2m ~ 11 GHz. Since finer spectral features corresponds to longer temporal signals, this
minimum spectral sampling period allows to process signals with maximum temporal durations of

about 910 ps to avoid any loss about the SUT.

On the other hand, cases where a wide spectral peak separation w, is needed will be limited by
the maximum sampling rate of the AWG, since larger w, demand for shorter sampling periods ¢5 in
eq. Therefore, considering AWG sampling rates near 50 — 100 GS/s, this results in maximum
spectral peak separations of about w,/(27) = 1/t; = vawg = 50 — 100 GHz.

Finally, as with the T-TAI, the S-TAI has no fundamental limitation on the wavelength range

it can operate, once again only limited by the operation bandwidth of the employed components.






Chapter 4

Noise Mitigation of Narrowband

Signals

We may interpret the T-TAI as performing an operation akin to a sliding average directly in the
analog temporal domain, resulting from the coherent summation of the signal into discrete bins of
width ¢, separated by t,. As shown below, this implementation offers a very simple and practical
way to implement a narrowband filter without the issues associated with the typical narrowband
filtering schemes mentioned above. Here, we show results of the T-TAI with high amplification
factors up to 28.5, allowing a net gain of 5.42. This high amplification factor enables the retrieval
of a signal completely buried under noise, independently of the central frequency of the signal. This
is followed by a detailed comparative analysis of the proposed scheme versus a 5 GHz narrowband
filter on low frequency sinusoids. Such a filter corresponds to the best performance of commercially
available filters, and our results show concrete evidence of the superior performance of the T-TAI
versus such a filter. This section finishes with a practical demonstration of the noise mitigation
capabilities of the T-TAI on data signals with bit rates varying from the Mb/s to Gb/s range,
with metrics commonly used in the telecommunications industry to accurately establish the various
advantages of the T-TAI approach. The results presented in this Chapter were reported in [ACT]
AC2 [AC3].
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Fig. 4.1 — Experimental setup for the T-TAI. CW: Continuous Wave, IM: Intensity Modulator, AWG: Arbitrary
Waveform Generator, EDFA: Erbium-Doped Fiber Amplifier, PM: Phase Modulator, LCFBG: Linearly Chirped Fiber
Bragg Grating, RTO: Real-Time Oscilloscope, OSO: Optical Sampling Oscilloscope

4.1 Experimental setup

The experimental setup used for the experiments described in this chapter is shown in Fig. [£1]
The optical signal was first generated by a CW laser operating at 1551 nm, unless otherwise stated.
This signal was then carved by an electro-optic Mach-Zender Intensity Modulator (IM) driven by a
radio-frequency (RF) arbitrary waveform generator (AWG) in order to generate the Signal Under
Test (SUT). For noise mitigation experiments, this signal was combined with amplified spontaneous
emission (ASE) noise generated by a high power Erbium-Doped Fiber Amplifier (EDFA), in order
to lower the Signal-to-Noise Ratio (SNR) of the SUT, thus defining the input signal. This prepared
signal is then processed by the T-TAI module, which consisted of a 40 GHz bandwidth electro-optic
Phase Modulator (PM) driven by a high-speed RF-AWG where the Talbot phases were programmed,
followed by a Linearly-Chirped Fiber Bragg Grating (LCFBGQG) for the dispersive propagation, with
either D = —2076 ps/nm or D = —10,000 ps/nm, depending on the experiments. Note that
dispersive LCFBG work in a reflective configuration, so a circulator is required to re-route the
optical signal. The resulting signal was then recorded, using either a 50 GHz photodetector (Finisar)
connected to a 28 GHz bandwidth oscilloscope (Agilent Infinuum DSO-X 92804), or a 400 GHz
bandwidth optical sampling oscilloscope (OSO) to measure eye the diagrams of data signals. For
the comparative studies, the T-TAI module was replaced by the corresponding BandPass Filter
(BPF). For results consisting of both a BPF and the T-TAI, the BPF was placed first, followed by
the T-TAI
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4.2 Employed metrics
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Fig. 4.2 — OSNR calculation. a) The spectrum of the ASE noise generated by two cascaded EDFA had a 3-dB
FWHM of 28 GHz. b) The OSNR is measured by comparing the power of the carrier signal to that of the noise in
the vicinity of the carrier wavelength.

To quantify the amount of noise present in a given signal, two different noise metrics are em-
ployed. In some cases, the SNR is used, which is simply defined as the overall power of the signal
divided by the power of the noise, measured at the input of processing module using a power meter.
Thus, this metrics considers the total amount of optical power, regardless of wavelength. The second
noise metrics is the Optical Signal-to-Noise Ratio (OSNR), often employed in optical telecommuni-

cation. This metrics is defined as the ratio of the power of the signal to that of the ASE noise level

(a) (b)

Uyt Mean ‘1

Eye Opening

Uq: Mean ‘0’

Time

Fig. 4.3 — (a) Definition of the Variation Reduction Factor (VRF). The VRF is defined as the ratio of the coefficient
of variation (CV) of the output of a given noise mitigation process to that of the input. In turn, the coefficient of
variation is defined as the standard of deviation o divided by the mean value u, taken near the peak of each crest,
CV = o /u, such that a very weak and noisy signal would have a high CV. Thus, an effective noise mitigation scheme
would have a low VRF = CV,y/CVi, = Zeut Hin (b)) Jllustration of the eye opening as a metrics for signal quality,

Cin  Mout

defined as E, = (u1 — 301) — (1o + 300).



52 | Chapter 4. Noise Mitigation of Narrowband Signals

adjacent to the signal, interpolated into the SUT’s bandwidth [160, [I61]. Thus, it is an estimate of

the noise contained within the bandwidth of the signal, as illustrated in Fig. [£.2]

To quantify the signal quality for a waveform of arbitrary shape, two metrics are employed: the
Variation Reduction Factor (VRF) and the Squared Pearson Correlation Coefficient (SPCC). The
VRF is defined as the ratio of the Coefficient of Variation (CV) of the output waveform to the input
waveform. The CV is in turn defined as the standard deviation o divided by the mean value u,
taken near the peaks of a signal [145] (see Fig. (a) for further details on this definition). Thus,
an effective noise mitigation scheme would lead to a low VRF, indicating a decrease in the CV by

the processing module.

The SPCC is also employed to investigate the behaviour of the noise mitigation schemes. It is
widely recognize as a relevant criterion to indicate the SNR improvement of a filtering process [162],
and is given by the square of the well-known Pearson correlation coefficient p, which is defined as

the normalized cross-correlation between two signals x and y,

(4.1)

where E[zy] is the cross-correlation between signals = and y with variance o} = E[z?], 07 =
E[y?]. The SPCC can be used as a cost function for the optimization of a filtering process, and
gives an indication of the strength of the linear relationship between two random variables. If
p*(z,y) = 0, then = and y are said to be uncorrelated, whereas the closest the value of p?(z,v) is

to 1, the stronger is the correlation between these variables.

Finally, to quantify the signal quality of data waveforms, the high level amplitude, extinction
ratio, and eye height are employed, which are all metrics commonly used for performance monitoring
in optical telecommunications. These metrics are typically extracted by the eye diagram, Fig.
(b), which is generated by stacking the individual bits on top of each other, indicating the clarity
and state of the data signal over a certain time duration. The high level amplitude is simply defined
as the mean value p; of the high 1’ logical bits, where the signal is adjusted such that the mean low
'0” value pg is set to 0. The extinction ratio is given by the ratio of the mean ’1’ value u; to that of

the '0’ value pg with no adjustments. The eye height F, is defined as E, = (u1 — 301) — (1o + 200),
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Fig. 4.4 — Experimental demonstration of the T-TAI. (a) The measured amplification factor of 28.5 is measured by
comparing the value at the peaks of the TAI (blue trace) vs the signal with the phase modulation turned off (black
dotted line). When comparing against the input signal (orange trace), measured at the point right before the Talbot
amplifier, the system shows an input to output gain (net gain) of 5.42. All values are given normalized to the value
of the input signal. (b) The ideal phase pattern (gray) and measured RF voltage (red), generated at a sampling rate
given by the inverse of a single phase level period ¢,. (¢) The T-TAI produces peaks of width ¢, separated by t4.

where o is the standard deviation of the corresponding level, and thus gives an indication of the

opening of the eye diagram, as the name clearly indicates.

4.3 Amplification of arbitrary waveforms

To demonstrate the high amplification that can be achieved using the T-TAI, we first apply the
scheme on a 54 ns square pulse, depicted in Fig. The amplification factor was designed with
g = 30 and a peak width ¢; = 51.5 ps, resulting in a peak separation of t; = qt, = 1.56 ns. The
measured amplification was by a factor of 28.5, with a measured peak width t; = 47 ps and peak
separation t, = 1.53 ns, in close agreement with the expected values. Note that this measured
amplification factor does not account for the insertion loss of the system. Indeed, by turning the
phase modulation signal on or off and comparing the signal at the output of the T-TAI module,
we are able to directly see the effect of the of the Talbot amplifier. To measure the net gain of our
system, we may instead compare the amplified signal to the signal at the input of the amplifier.
This therefore takes into consideration the insertion loss from the electro-optic phase modulator
and the LCFBG, evaluated at about 7.3 dB, and a net amplification of 5.4 is measured. One should

however consider that the insertion loss of such system could realistically be decreased to 3-4 dB
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Fig. 4.5 — Experimental
demonstration of the amplifi-
cation of a chirped waveform,
from 50 to 250 MHz. The top
graph shows the signal with
the phase modulation turned
off. The bottom graph shows
the output, with the input
scaled by the measured am-
plification factor.

Fig. 4.6 — Wavelength
dependence.  The T-TAIs
wavelength dependence is
only due to the operation
bandwidth of the employed
components.  The amplifi-
cation factor was designed
to be 10. The measured
amplification factor shows a
small dependence over the
wavelength shown.
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(2 dB for the modulator and 1-2 dB for the LCFBG) by judicious care in assembling the required

components.

To show that this concept indeed works well for arbitrary shapes, Fig. [£-5]shows the amplification

of a more complicated waveform, namely a chirped sinusoid, with a frequency varying linearly from

50 to 250 MHz. The design parameters in this case were ¢ = 20, t, = 63.3 and ¢, = 1.27 ns, while

the measured values were ¢ = 15.1, t; = 75 ps and t, = 1.25 ns. The unique ability of the T-TAI to

operate regardless of the central wavelength of the signal is demonstrated by Fig. Indeed, this

particularity of the presented method is of paramount importance due to the issues mentioned above

with respect to any drift in central wavelength of a given signal when a bandpass filtering scheme

is employed. Furthermore, it allows the T-TAI to process signals of unknown central frequency.
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Fig. 4.7 — Recovery of a 8 MHz ramp from noise using a bandpass filter (BPF) and Talbot Array Illuminator (T-TAI).
All values are normalized to the value of the signal with the phase modulation turned off. The observed discrepancies
in the low amplitude parts of the signal are due to the limited resolution of the oscilloscope which is unable to sample
each output peaks appropriately.

4.4 Ultra narrowband noise mitigation

We first demonstrated the narrowband filtering properties of the T-TAI by recovering a 8 MHz ramp
waveform and comparing its performance against a 512 pm (62 GHz) bandwidth BPF, using the
same T-TAI design parameters as Fig. [£.4] The input signal had an average optical power of -14.14
dB, as measured by a power meter, and it was combined with broadband ASE noise with a power of
4.78 dB, resulting in a SNR = Pg/Py = —18.92 dB, such that the SUT was completely buried under
noise. As illustrated in Fig. [4.7] the advantage of the T-TAI to perform simultaneous amplification
and noise mitigation is visually apparent; indeed, the inevitable insertion loss associated with any

bandpass filter leads to a decrease of the signal power.

To further document the performance of the T-TAI, we prepared a second set of experiments
with low frequency sinusoids (see Fig. . In this case, the BPF had a narrow pass band of 5 GHz,
corresponding to narrowest passband typically achieved in commercial narrowband optical filters.

In order to maximize the amount of generated ASE noise near the signal bandwidth, the output
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Fig. 4.8 — Results on the recovery of a 2.9 dBm, 10 MHz tone using different noise mitigation configurations, namely
OSNRs of (a) 72.2 dBm, (b) 30.1 dBm and (c) 25.4 dBm. (d-e) Extracted metrics demonstrating the performance of
the noise mitigation schemes on single tones.

of an EDFA with no input signal was filtered to a 3 dB bandwidth of about 28 GHz, and then fed
to second EDFA (see Fig. (a)). Three different levels of noise were injected into the system to
test the proposed scheme, namely noise injections of 0 dBm, 5.6 and 11.4 dBm. In all cases, the
carrier signal had a power of 2.9 dBm at the input, resulting in OSNRs of 72.2 dBm, 30.1 dBm and
25.4 dBm, respectively. Note that whereas the SNR defined above was taken as simply the ratio of

the signal over the noise using the values measured by a power meter, here the OSNR is defined by
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taking the ratio of the peak power of the carrier signal to that of the noise near the same wavelength,

as described in section [4:2] in accordance with conventions used in optical communications.

To recover the signal processed by the T-TAI, the signal is recorded using the detector and
real-time oscilloscope mentioned above, and then the value at each peak is interpolated digitally
(i.e., the analog signal is reconstructed from the discrete TAI samples). We then tested for four
different noise mitigation configurations: using the BPF alone, a T-TAI with ¢ = 12, t;, = 82.5 ps
and t; = 990 ps, a T-TAI with ¢ = 20, t5 = 64.1 ps and t, = 1.282 ns, and the BPF followed by the
T-TAI with ¢ = 12. From Fig. E (a), we can already see the important advantage offered by the
simultaneous amplification caused by the Talbot approach, whereas the BPF has an unavoidable
considerable insertion loss. As the OSNR is degraded, the signal is visually less noisy for the TAI
cases compared to the BPF, showing the superior noise mitigation performance of the T-TAI in

addition to the simultaneous amplification.

To objectively asses the performance of the noise mitigation schemes, the SPCC and VRF are
determined for each case, depicted in Fig. 4.8 (d) and (e), respectively. The VRF for high SNR
case, Fig. (d.1), depends only on the change in the mean value of the peaks of the sinusoids,
since in this case, ooyt ~ 0in. Therefore, the lower performance of the BPF is accounted simply by
its associated insertion loss. Indeed, this confirms that for an input signal with low noise, bandpass
filtering actually leads to a degradation of the signal as indicated by a VRF>1. However, even as
the amount of injected noise is increased, the noise mitigation approaches using a TAI maintain a
higher performance in terms of signal recovery measured by a lower VRF, indicating a more effective

noise mitigation process.

For each noise mitigation configuration shown in Fig. (a)-(c), the SPCC was calculated
by taking a digitally filtered version of the input with high SNR as a reference. For all cases in
Fig. (e), we can see that the T-TAI recovers a signal that is more faithful to the reference
compared to the BPF, as indicated by a SPCC closer to 1. In particular, the option using both a
bandpass filter and a T-TAI with ¢ = 12 yields better results than if they are used on their own,
but yet this configuration is not as beneficial as using the T-TAI alone with ¢ = 20. Note that this
metric is independent of any scaling in the amplitude, such that it strictly depends on the relative
noise content of the signal. Thus, this figure indicates that the T-TAI has a true noise mitigation

advantage in addition to the simultaneous passive amplification, and that a T-TAI with higher
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amplification factors should be favoured instead of employing a combination of BPF with a TAI of

lower amplification factor.

4.5 Noise mitigation of random data signals

Input Signal @8 Output Signal

04| (@1)BPF (a.2) PM OFF (a.3) TAIl (g=10) (a.4) TAI (g=3)
20.05
8 o PPV AA DA MMA MWLMWM
e ,|(b.1BPF (b.2) PM OFF (b.3) TAI (g=10) (b.4 TAI (g=3)
©
Q
g 0.5
o WU [ m AR

0

8 4 0O 4 88 8 4 0 4 8 -8 -4 0 4 8 -8 -4 0 4 8

Time (ns)

Time (ns)

Time (ns)

Time (ns)

Fig. 4.9 — T-TAI on data signals, with varying amplification factors ¢ = 3 and ¢ = 10. The input signal is shown in
orange for every case, with SNR values of (a) -5.71 dB and (b) 6.5 dB. The PM off cases are measured at the output
of the Talbot Amplifier with the phase modulation turned off, indicating the insertion loss of the system.
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To test the performance of the TAI with a concrete example, we demonstrate its capabilities
on a range of different non-return-to-zero (NRZ) data signals, a data signal format commonly used
in optical telecommunications. In this case, the phase modulation signal must be aligned with the
SUT in order to reach the expected amplification. The data signal is thus converted to a series of
peaks by the T-TAI, as depicted in Fig. on a 2.27 Gb/s data signal (bit period of 440.6 ps,
bandwidth of 66 pm). The setup was prepared for either one or two peaks per bit, corresponding
to design parameters of ¢ = 10, ts = 44.06 ps and t; = 440.6 ps, and of ¢ = 3, t, = 73.43 ps and
ty = 220.3 ps, respectively. Since both configurations use the same dispersive line (LCFBG with
D = —2076 ps/nm, equivalent to 120 km of SMF fiber), the system could be switched between these
two configurations by simply changing the phase modulation signal programmed in the AWG. The
BPF used in this experiment had a bandpass of 112 pm (13 GHz). As discussed previously, the T-
TAT allows to simultaneously amplify the signal while reducing the noise distortion, as demonstrated
by the higher peak values achieved in the T-TAI cases. To gain further insight in the quality of
these results, we used an optical sampling oscilloscope (OSO) to retrieve the eye diagram from the
data signals shown in Fig. [£.9] which is obtained by stacking each bit period on top of each other.
From the eye diagrams shown in Fig. [4.10| (a)-(b), we can recovery the extinction ratio and eye
height, shown in Fig. [4.10| (¢) and (d), respectively. As demonstrated by both metrics, the T-TAI

approach has a key advantage due to simultaneous amplification and noise mitigation process.

Finally, to demonstrate the ultra-narrowband filtering capabilities of the T-TAI on data signals,
we compared its performance to the same 5 GHz fixed BPF used above on low frequency sinusoids,
here for data signals with data rates of 19.5 Mb/s and 195 Mb/s. In this case, the TAI was configured
such that ¢ = 20, t, = 64.1 ps and t, = 1.28 ns, yielding 40 peaks per bit for the 19.5 Mb/s data
signal and 4 peaks per bit for the 195 Mb/s data signal (see Fig. (a)-(b)). As in Fig.
the values at each peak are interpolated in order to recover the processed signal. The high level
amplitude, eye opening and SPCC are then extracted from the measured data signals, for the same
three different OSNR levels shown above (see Fig. (c,d,e)). Note that here, the high level
amplitude and eye opening are extracted directly from the data signal rather than the eye diagram.
In practically all cases, the TAI approaches show a significantly higher performance than using
the BPF alone. Since the high level is mostly an indication of amplitude level, the T-TAI alone
evidently shows the highest performance since it does not have the insertion loss associated with

the BPF. On the other hand, for noise-sensitive metrics such as the eye opening and the SPCC,
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Fig. 4.11 — Extracted metrics demonstrating the performance of the noise mitigation schemes on data signals.

we can see that at low levels of noise, the T-TAI alone shows the best results, but as the noise is
increased, the combination of BPF and T-TAI dominates. This observation is in agreement with

the conclusions drawn from Fig.



Chapter 5

Noise Mitigation of Broadband Signals

The S-TAI can be seen as performing a similar process as the T-TAI shown in chapter [4] but in the
spectral domain rather than the temporal domain. Therefore, the S-TAI enables a lossless sampling
process of the spectrum of the waveform rather than of its temporal representation, leading to a noise
mitigation process directly in the spectral domain. The main advantage, of paramount importance,
is that this approach allows to recover a signal that is buried under in-band noise. Thus, it can
recover a signal that could not be recovered using typical bandpass filtering schemes. This key
contribution is truly significant for the field of signal processing, since it allows to recover signals
that may not be recovered by any other means. The potential of the S-TAT is first demonstrated by
amplification up to a factor of of 28.8. The versatility of the proposed scheme is then demonstrated
by processing spectra of varying shapes, central frequency, and bandwidth. This is followed by
the extraction of a signal covered under high amounts of in-band noise. Finally, the single shot
nature of the S-TAI is experimentally demonstrated using frequency-to-time mapping in order to
show real-time, single shot recovery of signals completely buried under in-band noise. The results

presented in this Chapter were reported in [AC4L, [AC5| [ACE].
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Fig. 5.1 — Experimental setup for the S-TAI. The use of an OSA to capture the waveform simplifies the setup and
allows for a high spectral resolution, except that multiple copies of the SUT must by captured in order to reconstruct
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5.1 Amplification and recovery of arbitrary spectra

5.1.1 Experimental Setup

The experimental setup for demonstration of high spectral amplification using the S-TAIT is depicted
in Fig. The signal was first generated by a mode locked laser (MLL) filtered to the desired
bandwidth. The employed MLL was a frequency comb with a repetition rate of 250 MHz [163],
decimated down to a repetition rate of 10 MHz to avoid any interference between neighbouring
pulses. The generated SUT was then combined with the ASE noise produced by an EDFA for noise
mitigation experiments. The signal was then processed by the S-TAI, consisting of a LCFBG with
a dispersion D = —10,000 ps/nm or D = —2,076 ps/nm, followed by a 40 GHz electro-optic Phase
Modulator (PM), driven by a Radio-Frequency (RF) Arbitrary Waveform Generator (AWG). The

processed waveform is then detected on an Optical Spectrum Analyzer (OSA).

5.1.2 Experimental results

To demonstrate the potential for high amplification of a broadband waveform, we designed the

S-TAI for amplification by a factor of ¢ = 32 (v, = 44.8 GHz and v, = 1.4 GHz) on a 400 GHz
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at FWHM broadband waveform, as shown by the intensity measurement in Fig. (a), using
the temporal phase depicted in Fig. |5.3| (a). The output waveform had a measured amplification
of factor of 29.1, a peak separation v, = 44.4 Ghz and peak width v, = 1.6 GHz. Using the
same components, we then reconfigured our system for an amplification factor ¢ = 15 by simply
programming a different phase pattern into the AWG (see Fig. [5.3| (b)). This allowed to process a

more complicated waveform due to the higher spectral resolution resulting from the smaller peak
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Fig. 5.4 — Recovery of a signal from in-band (a) Input Signal and Noise
noise. a) a weak signal with a peak power of
Ps = 1 n.u. (gray) is combined with Py = 25
n.u. of ASE noise (green), as measured near
the location of each output S-TAI peak. b) the
signal is totally buried in noise, with a visibil-
ity of n = 10log,,(Ps/Pn) = —14dB. c¢) The 10
visibility of the signal is increased by a factor of
17.1 dB using the S-TAI, effectively recovering
the input waveform. Note that all values are
normalized to the value of the input waveform,
shown on a linear scale.
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separation v, = 30.1 GHz, with associated peak width vy = 2 GHz. The resulting signal shown in
Fig. (b) was measured to have an amplification factor ¢ = 14.4 with v, = 30.3 GHz and v, = 2.2
GHz, in close agreement with the expected values. This underlines the advantage of the S-TAI to
function regardless of central frequency, bandwidth or shape, proving the versatility of this method

for processing different waveforms with virtually no prior knowledge about it.

To demonstrate the unique noise mitigation property capabilities of the TAI, we injected a large
amount of ASE noise into the SUT (Fig. . We may quantify the detectability of the signal
under test (SUT) by defining the visibility 1 as the mean of the ratio of the power Pg of the SUT to
that of the noise Py injected by the EDFA, measured near the location of each output TAI peaks,
relative to the noise floor of the SUT:

n = 10log,o(Ps/Pn). (5.1)

The prepared input noisy signal was thus undetectable, with a visibility of -14.0 dB. Using
the same parameters as in Fig. |5.2 a), with ¢ = 30, the high performance of the S-TAI allowed
for an increase of the visibility by 17.1 dB, significantly more than an order of magnitude. The
output waveform could then be adequately measured, accurately depicting a sampled version of

the original SUT. The S-TAI’s ability to function regardless of central frequency and bandwidth
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Fig. 5.5 — S-TAI for varying central frequency, with a bandwidth of 446 GHz, centered at 1) 191.5 THz, 2) 193.5
THz and 3) 195.6 THz. (a) a weak signal is generated, such that when combined with the noise, (b) it is buried under
in-band noise and undetectable. (c,d) Using the same S-TAI configuration as (b), with ¢ = 15, these signals are
recovered with visibility improvements of 1) 13.12, 2) 14.4 and 3) 9.8 dB.

is further demonstrated by Figs [5.5] and [5.6] showing the recovery of various signal buried under

in-band noise.

5.2 Single-shot spectral measurements

5.2.1 Experimental Setup

In order to measure the spectra of the signals of interest in a single-shot, real-time fashion, the
OSA was replaced by a Real-Time Optical Fourier Transform (RT-OFT) system, consisting of a
LCFBG, an optical detector and an oscilloscope (Fig. |5.7). By propagating a waveform through

a total amount of total dispersion q'g, it is possible to perform a Fourier transform directly in the
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Fig. 5.6 — S-TAI for varying bandwidths, with a central frequency of 193.5 THz and bandwidths of a) 126.7 GHz, 2)
244.3 GHz and 3) 493 GHz. (a) a weak signal is generated, such that when combined with the noise, (b) it is buried
under in-band noise and undetectable. (¢) Using the same S-TAI configuration as (b), with ¢ = 15, these signals
are recovered with visibility improvements of 1) 16.62, 2) 17.5 and 3) 16.27 dB.

temporal domain, analogous to the spatial phenomenon of Fraunhofer diffraction. In particular,
the angular frequency w of a signal can be mapped directly onto the time domain, in a real time

fashion, according to the mapping equation

t
W= = (5.2)
®o
Where t, is the retarded time, taken relative to the center of the propagating waveform [108] [110].
This was implemented using a LCFBG with total second-order dispersion D = —10,000 ps/nm

(Proximion) allowing for a mapping of 12.4 GHz per ns, and the waveform was captured with a 50
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Fig. 5.7 — Experimental setup for the single-shot measurement of the S-TAI. This is done by mapping the spectrum
of the waveform directly in the time domain using frequency-to-time mapping by dispersive propagation. Each step
of the process is shown in the insets for clarity, showing the signal in the spectral domain (green) and the temporal
domain (blue), along with the applied RF signal from the AWG (yellow).

GHz photodetector (PD) (Finisar) connected to a 28 GHz real-time oscilloscope (RTO) (Agilent).
The LCFBG used to perform the S-TAI had a second-order dispersion value D = —2,076 ps/nm.

5.2.2 Experimental results

The real-time optical Fourier transformation by dispersion-based frequency to time mapping allowed
to prove that the S-TAI could be used on aperiodic or isolated waveforms. As depicted in Fig.
the spectra could be analyzed individually as they reached the detector. In particular, broadband
waveforms with a FWHM bandwidth of 400 GHz were generated at a rate of 10 MHz with a relatively
high SNR, as depicted in Fig. (a.1). The insertion loss caused by the S-TAI module can be seen
by measuring the signal at the output of the S-TAI with the phase modulation turned off (Fig.
(a.2)). The amplification can then be seen from the envelope of the S-TAI peaks by turning on the
driving signal on the AWG, proving that it functions in a single-shot manner and in real time, thus
applicable to isolated or randomly occurring events (see Fig. (a.3)). For this experiment, the
S-TAI was designed with m = 10, vy = 2.5 GHz, and v,,, = 24.8 GHz, The detected waveform had
a lower amplification factor than expected of about 6.0, with v; = 5.1 GHz, and v,, = 24.6 GHz,
due to limited available dispersion, thus causing a non-optimal spectral representation, as well due

to the limited temporal resolution of the oscilloscope.
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Fig. 5.8 — Real-time, single-shot recovery of signals buried under in-band noise. The spectrum of the incoming
waveforms were detected using dispersion-based frequency to time mapping. (a) amplification of relatively clean
input waveform using the TAI, showing the value at (a.1) the input, measured at the point before the T-TAI module,
(a.2) the output with the phase modulation turned off, indicating the insertion loss of the system, and (a.3) the
amplified S-TAI waveform, with the phase modulation turned on. (b) By increasing the amount of noise injected into
the system, we could reach a point where (b.1) the signal was buried under noise such that no information about it
could be retrieved, as shown in (b.2). By activating the phase modulation signal, shown in (b.3), the S-TAI focused
the signal into peaks where the signal was present, such that the signal can now be detected, allowing for real-time
detection of subnoise signals in a single-shot manner.

Finally, to show the real-time, single-shot in-noise mitigation capabilities of the S-TAI, a large
amount of noise was injected into the signal, such that the SUT was almost entirely buried under
in-band noise, as shown by Fig. (b.1) and (b.2). By activating the phase modulation driving
signal, it is now possible to recover the SUT from the envelope of the S-TAI peaks depicted in Fig.
(b.3). Thus, we demonstrated the recovery of undetectable isolated single waveforms buried
under in-band noise on the fly as they reached the S-TAI, without requiring the specific time of
arrival of each pulse. This is a significant advantage as it relieves the constraints on synchronization,
which may be a serious important obstacle for the detection of signals caused by randomly occurring

events.
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Conclusion and Outlook

The framework presented in this thesis describes a novel method for noise mitigation of arbitrary
signals, offering a simple and effective solution to long-standing problems in the field of optical
signal processing. It provides a universal solution for the detection of signals of vastly different
nature, namely narrowband and broadband signals, by targeting the specific difficulties associated
with their respective noise mitigation processes. The ability to effectively amplify a signal while
reducing its relative noise content allows for the detections of signals that would be difficult to
perceive otherwise due to their low energy content or deterioration due to noise. Furthermore, the
fact that the proposed method works in a single-shot manner, without resorting to any kind of
digital post-processing, and with practically no prior information about the waveform of interest,
makes it suitable for a vast range of applications, including sensing, metrology, telecommunications,

spectroscopy and many more.

Furthermore, it is important to note that although all reported results were done in the optical
domain, the proposed scheme could theoretically be applied to any wave system. Indeed, the
manipulations required to implement a Talbot amplifier (i.e., Dispersion and phase modulation)
are common to practically any oscillatory system. Since the issues concerning narrowband and
broadband signal noise mitigation concern virtually all areas of science and engineering to a certain
degree, it would be interesting to further investigate its implementation in other media. This
would include different regions of the electromagnetic spectrum, such as radio-waves, microwaves,
mm-waves, X-rays, etc., as well as other physical mechanisms, including plasmonics and acoustics,

amongst others. One should also keep in mind that the proposed method could be exploited for
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intents other than noise mitigation, such as for narrow pulse generation or spectral shaping, leaving

a plethora of opportunities to be explored.

6.1 Future work

As a general conclusion, this section presents future lines of work concerning the theoretical or

practical implementation of the noiseless amplifier presented in this thesis.

6.1.1 Development towards higher amplification factors

The performance of the noise mitigation process presented in this thesis relies on reaching high
amplification factors. Thus, appreciable noise mitigation is achieved when factors of at least ¢ = 10
are achieved, but the most impressive performances result from amplification factors above 20.
Although there is no fundamental limitation on the maximum amplification factor that can be
reached with a Talbot amplifier, experiments have so-far been limited to factors near ¢ = 30. As
mentioned in Chapter [3] one potential avenue would be to further investigate the impact of the
bit resolution of the employed AWG. Alternatively, the non-ideal response of the dispersive line
may also have an impact. Since the performance of a Talbot amplifier is so closely linked with the
amplification factor, further investigation into much higher factors, on the order of ¢ = 100 or more,

would allow to extract signals buried under even higher amounts of noise.

6.1.2 Signal phase recovery

The Talbot amplifier developed in this thesis should theoretically preserve any phase information
contained in the input waveform, so long as the peaks satisfy the usual sampling theorem with
respect to the shape of the phase. Thus, it should be possible to extract the full field information,
allowing to completely reconstruct the waveform in both the time and frequency domains. For the
T-TAI, this could lead to interesting application with complex modulation formats often used in
telecommunications, such as Quadrature Amplitude Modulation (QAM) signals. Concerning the
S-TAI, the recovery of the full complex field would allow to reconstruct waveforms with very high

temporal resolution in the sub-picosecond range.
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6.1.3 Application to spatial images

This research line would be a return to the early application of the TAI in the spatial domain.
However, as mentioned in Chapter [3] spatial TAI were never used in the context of noise mitigation
or amplification of spatial images. Thus it would be a natural extension of the work to conceive an
apparatus consisting of a phase mask and diffractive propagation for denoising spatial images. This
could find interesting applications in imaging by conceiving a signal enhancement device that can

conveniently be added on to any camera.

6.1.4 On-chip integration

On-chip integration is the ultimate step of the development of any signal processing scheme, as it
allows the concept to be conveniently included in a practical instrument where large components
cannot be used, for example, in the detection system of a satellite or drone. Considering that the
employed components in the work presented here are quite bulky, the proposed scheme would need
to be packaged into a small device for widespread application. In particular, the RF AWG needed
to supply the phase modulation pattern can be heavy and very expensive (up to 500k USD or more).
It should be possible to design the pattern generator specifically for the required Talbot phases,
which would greatly reduce its size, cost and power consumption. Fortunately, the development
of integrated phase modulators has been the subject of much research in recent years, such that
integrated phase modulators with bandwidths in excess of 100 GHz are now available[I64]. On the
other hand, the development of on-chip broadband dispersive lines or spectral phase masks with
high spectral resolution remains elusive [165, [166] [167]. Such elements have been sought after for a
long time as they would allow for integrated methods for many other signal processing operations,
such as pulse shaping and dispersion compensation [168| 169, 170] 171, 172] . Thus, the starting
point for any Talbot-based integrated amplifier should first consist of the development of an efficient

spectral phase filtering device.

6.1.5 Further investigation of the Talbot phases

Significant insight into the nature of the phases involved in the Talbot effect have been gained in

recent years [I137, [139]. The formalism put forward by these authors shows a simple form for the
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relation between the Talbot phases between Fourier domains. However, the symmetry between
these phases could be taken one step further by modifying the presented mathematical derivation,
such as to avoid the (1 + geq) factor. This factor arises from the truncation of the phase sequence
to a range from 0 to ¢ — 1. Indeed, if the sequence is instead truncated from 0 to 2¢ — 1, reflecting

the periodicity of the carpet, then the (1 4 ge,) factor can be omitted, leading to the DFT pair

z, = e = 76 exp (iw0¢qn2> DFT, (6.1)

Similarly, if the n index is taken from —oo to +oc0, this factor can also be omitted.

Another interesting subject for investigation concerning the form of the Talbot phases concerns
the equivalence between a discrete and a continuous phase modulation. As discussed in section [2.3
the form of the phase modulation has little impact for periodic signals, but this impact is more
noticeable when it comes to continuous, aperiodic waveform, such as those encountered in the TAIL
Further investigation on this subject could also lead to a deeper insight into the noise mitigation

principle of the TAI

6.1.6 Application to low-photon signals and quantum information processing

As mentioned above, the proposed technique relies only on common wave manipulations, and thus
could find application in virtually all wave systems. A particularly interesting application for the
Talbot amplifier would be to investigate its potential for quantum systems. A relatively simple
quantum platform where the passive amplification scheme could be readily investigated is the low
photon regime, including single-photons or entangled-photons systems. Indeed, measurements on
quantum waveforms face difficulties due to the long integration time required to reconstruct a
wavefunction from single photon detection events. Thus, it is common for low photon experiments
to extend over many hours or even several days to complete a given measurement. This is not only
impractical in an experimental context, but also limits the potential application of quantum optics

to commercial or technological sectors where measurements are expected to be completed in a time
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on the order of milliseconds or less. Thus, the use of the passive amplification scheme proposed here
would allow to drastically reduce the integration time of few photon measurements. This would
have a direct impact in the field of quantum information [I73], which includes research on quantum
computing [I74], 175] and ultra-secure communication [I76]. However, the enhancement of single
photon detectors using a Talbot amplifier would also extend far outside of the field of quantum
information, leading to a measurable impact in distinct fields such as in clinical medical procedures
[177, [178], biomedical imaging [179} 13}, [180], for ranging and sensing applications including LiDAR
(Light Imaging And Ranging) [I81] [182] [183], 184 185, [I86], [I87], non-line of sight imaging [18§],
light-in-flight imaging [58], fluorescence-lifetime spectroscopy [189, 190], single molecule detection
[191], DNA sequencing [192], as well as astronomical ground and satellite-based observation [193]

194], amongst many others.
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